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Abstract: Large-scale multiprocessing remains an elusive, yet promising paradigm for achieving
high-performance computation. As machine size scales upward, there are two important aspects
of multiprocessor systems which will generally get worse rather than better: (1) interprocessor
communication latency will increase and (2) the probability that some component in the system
will fail will increase. Both of these problemscan prevent usfrom realizing the potential benefits of
large-scale multiprocessing. Inthisdocument we consider the problem of designing networkswhich
simultaneously minimize communication latency while maximizing fault tolerance for large-scale
multiprocessors. Using asynergy of techniquesincluding connection topol ogies, routing protocols,
signalling techniques, and packaging technol ogies we assemble integrated, system-level solutions
to this network design problem. In particular, we recommend the use of multipath, multistage
networks, simple, source-responsible routing protocols, stochastic fault-avoidance, dense three-
dimensional packaging, low-voltage, series-terminated transmissionline signalling, and scan based
diagnostic and reconfiguration.
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1. Introduction

The high capabilities and low costs of modern microprocessors have made it attractive from both
economic and performance viewpoints to design and construct large-scale multiprocessors based
on commodity processor technologies. Nonetheless, many challenges remain to effectively realize
the potential performance promised by large-scale multiprocessing on awide-range of applications.
One key challenge is to provide sufficient inter-processor communication performance to allow
efficient multiprocessor operation —and to provide such performance at areasonable cost.

In order for processors to work effectively together in a computation, they must be able to
communicate datawith each other in atimely fashion. The exact nature and role of communication
varieswith the particular programming model, but theneed is pervasive. Virtually all paradigmsfor
parallel processing depend critically on low communication latency to effectively exploit parallel
execution to reduce total execution time. Communication latency is a critical determinant of the
amount of exploitable parallelism and the cost of synchronization. For shared-memory algorithms,
latency affects the speed of cache-replacement and coherency operations. In message-passing
programs, latency affects the delay between message transmission and reception. In dataflow
programs, latency determinesthe delay between the computation of a data value and the timewhen
the value can actually be used. Data parallel operations are limited by the rate at which processors
can obtain access to the data on which they need to operate.

Multithreaded ([Smi78] [Jor83] [ALKK90] [SBCVE90] [CSSF91] [NPA92]) and dataflow
(JACMS88] [AI87] [PC9AQ]) architectures have been developed to mitigate communication latency
by hiding its effects. These techniques all rely on an abundance of parallelism to provide useful
processing to perform while waiting on slow communications. The limit to the usable parallelism
then, can be determined by the nature of the problem and the algorithm used to solveit, the rate of
computation on each processor, and the communication latency. Our challenge today isto provide
sufficiently low-latency communications to match the computation rate provided by commodity
processors while allowing the most effective use of the parallelism inherent in each problem.

Regardless of the exact network topol ogy used for communications, both the number of switch-
ing components and the amount of wiring inside the network are at least linear in the number of
processors supported by the network. The singlecomponent failurerateisalso linear in the network
size. If we do not engineer the network to operate properly when faults exist, the acceptable failure
rate for any system will directly fix a ceiling on the maximum machine size. To avoid this ceiling
we consider network designswhich can operate properly in the presence of faults.

In thisdocument, we examine aclass of processor interconnection networkswhich are designed
to simultaneously minimize network latency while maximizing fault tolerance. A combination of
organizational techniques, protocols, circuit techniques, and packaging technologies are employed
to redlize aclass of integrated solutionsto these problems.



1.1 Goals

Our goals in designing a high-performance network for large-scale multiprocessing are to
optimizefor:

¢ Low Latency

¢ High Bandwidth

¢ High Reliability

o Testability/Repairability
e Scaability

o Flexibility/Versatility

¢ Reasonable Cost

¢ Practical Implementation

As suggested above and developed further in Sections 2.3 and 2.5, latency and reliability are key
properties which must be considered when designing a large-scale, high-performance multipro-
cessor network. Insufficient bandwidth will have a detrimental impact on latency (Section 2.4).
Fault diagnosisand repair are key to limiting the impact of any faultsin the network (Section 2.6).
Scalability of the solution is important to maximize the longevity with which the solutions are
effective. Flexihility inthe solutionsallow the class of networksto remain applicable across awide
range of specific needs (Section 2.8).

1.2 Scope

This work only attempts to address issues directly related to the network for a large-scale
multiprocessor. Attention is paid to providing efficient and robust interfaces between processing
nodesand the network. Attentionisalso giventohow thenodeinteractswiththe network. However,
the fault-tolerance schemes presented here do not guard against failures of the processing nodes or
in the memory system. The scheme detailed here may be suitable for a reliable network substrate
for future work in processor and memory fault recovery.

1.3 Overview

In thissection, we provide aquick overview of thenetwork design at several levels. Thissection
should give the reader a basic picture of the class of networks and technologies being considered.
Part 11 develops everything introduced here in detail.



A multibutterfly style interconnection network constructed from 4 x 2 (inputsx radix)
dilation-2 crossbarsand 2 x 2 dilation-1 crossbars. Each of the 16 endpointshas two inputs
and outputs for fault tolerance. Similarly, the routers each have two outputs in each of
their two logical output directions. As aresult, there are many paths between each pair of
network endpoints. Paths between endpoint 6 and endpoint 16 are shown in bold.

Figure 1.1: 16 x 16 Multibutterfly Network

1.3.1 Topology

A suitable network topology is the first essential ingredient to producing a reliable, high-
performance network. The network topology will ultimately dictate:

¢ Switching Latency — the number of switches, and to some extent the length of the wires,
which must be traversed between nodes in the network

¢ Underlying Reliability —the redundancy available to make fault-tol erant operation possible
¢ Scalability — the characteristic growth of resource reguirements with system size
¢ Versatility —the extent to which the network can be adapted to a wide-range of applications.

To simultaneously optimize these characteristics, we utilize multipath, multistage interconnec-
tion networks based on several key ideasfrom the theoretical community including multibutterflies
[Upf89] [LM92] and fat trees[Lei85].

Using multibutterfly (See Figure 1.1) and fat-tree networks (See Figure 1.2), we minimize the
number of routing switches which must be traversed in the network between any pair of nodes.
Using bounded degree routing nodes, the least possible number of switches between endpoints
is logarithmic in the size of the network, a lower bound which these networks achieve. For
small machine configurations the multibutterfly networks achieve the logarithmic lower bound
with a multiplicative constant of one (e.g. routing switches traversed = log, V; where N is

4



ot | | lo¥e o%
Co

Ffo[Te's  ofs
toTTe%s) | | ¥
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the number of processing nodes in the network and r is the radix of the routing component
used for switching). For larger machine configurations, fat trees provide lower latency for local
communication. Applications can take advantage of the locality inherent in the fat-tree topology to
realize lower average communication latencies. To further minimize switching latency, our fat-tree
networks make use of short-cut paths, keeping the worst-case switching latency down to % log, N
when using radix-four routing components.

The multipath nature of these routing networks provides a basis for fault-tolerant operation, as
well as providing high bandwidth operation. The multipath networks provide multiple, redundant
paths between every pair of processing nodes. The alternative paths are also available for min-
imizing congestion within the network, resulting in increased effective bandwidth and decreased
effective latency. When faults occur, the availability of alternative paths between endpoints makes
it possible to route around faulty componentsin the network.

A high-degree of scalability isachieved by using fat-tree organizationsfor large networks. The
scalable properties of fat trees allow construction of arbitrarily large machines using the same basic
network architecture. When organized properly, these large fat trees can be shown to minimize
the total length of time that any message spends traversing wires within the routing network as
compared to any other network. The hardware resources required for the fat-tree network grow
linearly in the number of processors supported.

Further, these networks provide considerable versatility allowing them to be adapted to meet
the specific needs of a particular application. By selecting the number of network portsinto each



processing node, we can customize the bandwidth and reliability within the network to meet the
needs of the application. By controlling the width of the basic data channel, we can provide
varying amounts of latency and bandwidth into a node. This flexibility makes it possible to use
the same basic network solutions across a broad range of machines from low-cost workstationsto
high-bandwidth supercomputers by selecting the network parameters appropriately.

1.3.2 Routing

While a good network topology is necessary for reliable, high-performance communications,
it is by no means sufficient. We must also have a routing scheme capable of efficiently exploiting
the features of the network. In developing a routing strategy for use with multiprocessor commu-
nications networks, we focussed on achieving a routing framework with the following properties:

1. Low-overhead routing — Low-overhead routing attempts to minimizethe fraction of poten-
tial bandwidth consumed by protocol overhead and similarly minimizethe latency associated
with protocol processing.

2. Fault identification and localization with minimal overhead — To achieve fault tolerance,
we must be able to detect when faults corrupt data in our system. Further to minimize the
impact of faults on system performance, we must be able to efficiently identify the source of
any faultsin the system.

3. Flexible protocol — To be suitable for use in awide range of applicationsand environments,
the protocol must be flexible allowing efficient layering of the required data transfer on top
of the underlying communications.

4. Dynamic fault tolerance — For the network to scale robustly to very large implementations,
it is critical that the network and routing components continue to operate properly as new
faults arise in the system.

5. Distributed routing — In order to avoid single-points of failure in the system, routing must
proceed in a distributed fashion, requiring the correct operation of no central resources.

To this end, we have developed the METRO Routing Protocol, MRP, asimple, reliable, source-
responsible router protocol suitable for use with multipath networks. MRP provides half-duplex,
bidirectional data transmission over pipelined, circuit-switched routing channels. The simple pro-
tocol coupled with pipelined routing allowsfor high-bandwidth, low-latency implementations. The
circuit-switched nature avoidsthe i ssues associ ated with buffering inside the network. Each routing
component makes local routing decisions among equivalent outputs based on channel utilization,
using randomization to choose among equival ent alternatives. Routing componentsfurther provide
connection information and checksums back to the source node to alow error localization within
the network. When errors or blocking occurs, the source can retry data transmission. The ran-
domization in path selection guarantees that any existing non-faulty path can eventually be found
without global information.
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1.3.3 Technology

Regardless of the advances we make in topology and routing, the ultimate performance of an
implementation is limited by the implementation technology. Packaging density constrains the
minimum lengths for interconnect and hence the minimum latency between routing components
and nodes. Once our interconnection distances are fixed, data transmission latency is limited by
the time taken to traverse the interconnect and to traverse component i/o pads.

Packaging

Our goal in packaging these networks is to minimize the interconnection distances between
components. At the same time, we aim to utilize economical technologies and provide efficient
cooling and repair of densely packaged components. Thebasic packaging unitisathree-dimensional



stack of components and printed-circuit boards (See Figure 1.3). Computational, memory, and
routing components are housed in dual-sided land-grid arrays and sandwiched between layers of
conventional PCBs. The land-grid arrays, with pads on both sides of the package, serve to both
house VLSI components and provide vertical interconnect in the stack structure. Button boards
are used to provide reliable, solderless connection between land-grid array packages and adjacent
PCBs. The land-grid array and button board packages provide channels for coolant flow. The
composite stack structure is compatible with both air and liquid cooling. The stack structure
providesthe necessary dense interconnection in all three physical dimensionsallowing for minimal
wiring distances between components. Using this technology, we can package an entire 64-node
multiprocessor including the network and nodesin roughly 1’ x 1’ x 5”.

Signalling

To minimize wire transit and component i/o time, we utilize series-terminated, matched-
impedance, point-to-point transmission line signalling. Further, to reduce power consumption
the i/o structures use low-voltage signal swings. By integrating a series-terminated transmission
line driver into the i/o pads, we avoid the need to wait for reflections to settle on the PCB traces
without requiring additional external components. The low-voltage, series-terminated drivers can
switch much faster than conventional 5V-swing drivers. Initial experience with this technology
indicates we can drive a signal through an output pad, across 30 cm of wire, and into an input pad
inlessthan 5 ns.

1.3.4 Fault Management

Performance in the presence of faulty components and wires can be further improved by hiding
the effects of faulty components. Using some novel, fault-tolerant additions to baseline IEEE
1149.1-1990 JTAG scan functionality, we can realize an effective scan-based testing strategy. By
configuring components with multiple test-access ports, the architecture is resilient to faultsin the
test system itself. With port-by-port deselection and scan capabilities, it is possible to diagnose
potentially faulty network components online; i.e. , while the rest of the system remains fully
operational. Furthermore, these facilities allow faulty wires and components to be configured out
of the system so that they do not degrade system performance. Once localized using boundary
scan, the system can log faulty componentsfor later repair and make an accurate assessment of the
systemintegrity. For larger systems, these facilitiesallow online replacement of faulty subsystems.

1.4 Organization

Before developing strategies for addressing these problems, Chapter 2 develops the problems
andissuesinfurther detail. Part 11 takesadetailed ook at the key componentsof robust, low-latency
networks. Chapter 3 leads off by examining the network topology. Chapter 4 addresses the issue
of low-latency, high-speed, reliable routing on the networks introduced in Chapter‘3. Chapter 5
considersfault identification and system reconfiguration. Chapter 6 devel ops suitable, high-speed
signalling techniques compatiblewith therouter-to-router communicationsreguired by networksthe
routing protocol. Finally, Chapter 7 looksat packaging technologiesfor practical, high-performance



networks. Part 111 containsabrief series of case-studiesfrom our experience designing and building
reliable, low-latency networks. Chapter 8 reviewsthe RN1 routing component. Chapter 9 discusses
RNZ1's successor, the METRO router series. Chapter 11 describes METRO-LINK, a network interface
suitablefor connecting a processing node into aMETRO based network. Finally, Chapters 10 and 12
discuss MBTA, an experimental multiprocessor which puts most of the technology described in

Part I and the components detailed in Part 111 together in a complete multiprocessor system.

Chapter 13 concludes by reviewing the techniques introduced in Part 1l and showing how they

come together to achieve low-latency and fault-tolerant operation.



2. Background

This chapter provides background material to prepare the reader for the development in Parts 11
and Il1. Section 2.1 describes the fault model and multiprocessor model assumed throughout this
document. Section 2.2 provides abrief review of standard scan based testing practices. Section 2.3
and 2.5 point out the importance of low latency and fault tolerance to large-scale multiprocessor
systems. Section 2.4 reviews the composition of network latency. Section 2.6 looks at the
requirementsfor fault tolerance. Finally, Sections 2.7 and 2.8 introduce several other key issuesin
the practical design of interconnection networks.

2.1 Models

2.1.1 Fault Model

Faults occurring in a network may be either static or dynamic and may be transient faults or
permanent faults. While a permanent fault occurs and remains a fault, a transient fault may only
persist for a short period of time. Transient faults which recur with notable frequency are termed
intermittent. [SS92] indicate that transient and intermittent faults account for the vast majority of
faults which occur in computer systems. For the purposes of this presentation, static faults are
permanent or intermittent faults which have occurred at some point in the past and are known to
the system as a whole. Dynamic faults are transient faults or any faults which the system has not
yet detected.

Throughout this work, we assume that faults manifest themselves as:

1. Stuck-Values—adata or control line appears to be held exclusively high or low
2. Random bit flips —a data or control line has some incorrect, but random value

Faults may appear and disappear at any point in time. They may become permanent and remain
in the system, they may be transient and disappear, or they may be intermittent and recurring.
Stuck-value errors may take on an arbitrary, but constant, logic value. Bit flips are assumed to take
on random values. Specifically, we are not assuming an adversarial fault model (e.g. [MR91]) in
which faulty portions of the system are allowed to take on arbitrary erroneous values.

Thesefault-manifestationsare chosento be consistent with fault expectationsin digital hardware
systems. Structural faults in the interconnect between components may give rise to floating or
shorted nodes. With proper electrical design, floating i/0’s can appear as stuck-values to internal
logic. Shorted nodes will depend on the values present on the shorted nodes and may appear as
random bit flipswhen the valuesdiffer. Clocking, timing, and noise problemswhich causeincorrect
datato be sampled by a component will also appear as random bit errors. Opensand bridging faults
within an IC may also leave nodes shorted or floating. For a good survey of physical faults and
their manifestations see Chapter 2 in [SS92].

10



The manner in which we handle dynamic faults in thiswork relies on end-to-end checksumsto
make the likelihood that a corrupted message looks like a good message arbitrarily small. Aslong
asfaults produce random data, we can select a checksum which has the desired property. However,
if we allow arbitrary, malicious intervention as in an adversarial fault model, the adversary could
remove a corrupted message from the network and replace it with one which looks good or remove
a good message from the network and fake an acknowledgment. In order to handle this stronger
fault-model, one would have to replace our practice of guarding data with checksums with an
end-to-end data encryption scheme. A properly chosen encryption scheme could make the chances
that an adversary could fake any message sufficiently remote for any particular application.

For the sake of the presentation here, we limit our concern to faults within the network itself.
The processing nodes are presumed to function correctly, if at all. A processing node may cease to
function, but it may not provide erroneous data to the network. All network transactions requested
by the node are presumed to be intentional. The computational implications of losing access to an
ongoing computation or the memory stored at a failing node are important but beyond the scope of
thiswork.

Without knowing the reliability design of the computational system as awhole, it is not clear
whether a fault-tolerant network should be designed to optimize for harvest or yield. Yield isthe
term used to describe the likelihood that the system can be used to complete a given task. If we
require that all nodes be fully connected to the network, then designing the network is a yield
problem in which the network is only considered good when it provides full connectivity. In this
case, we want to optimize for the highest yield at the fault levels of interest. Harvest Rate is
the term used to refer to the fraction of total functional unit which are usable in a system. If the
computational model can cope with the node |oss, then designing the network is a harvest problem
in which we attempt to optimize for the most connectivity at any fault level.

2.1.2 Multiprocessor Model

For the purpose of discussion, we assume a homogenous, distributed memory, multiprocessor
model as shownin Figure 2.1. Each nodeis composed of a processor, some memory, and anetwork
interface. In a hardware-supported shared-memory machine, this network interface might be the
cache-controller [LLG*91] [ACD91]; in a message-passing machine, it would be the network
message interface [Cor91] [Thi9l]. Increasingly, the network interface may be tightly-integrated
with the processor [DT92] [NPA91]. We explicitly assume the network interface has multiple
connections both into the network and out of the network. Multiple connections are necessary
to avoid having a potential single point of failure at the connection between each node and the
network.

2.2 |EEE-1149.1-1990 TAP

In Part Il, we introduce extensions to standard, scan-based testing practices to make them
suitable for use in large-scale systems. This section reviews the major points of the existing
standard upon which we are building.

The IEEE Standard Test-Access Port (TAP) [Com90] defines a serial test interface requiring
four dedicated 1/O pins on each component. The standard allows components to be daisy-chained
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so that a singletest path can provide access to many or all componentsin a system. The standard
provides facilities for external boundary-scan testing, internal component functional testing, and
internal scan testing. Additionally, the TAP provides access to component-specific testing and
configuration facilities. Figure 2.2 shows the basic architecture for an |EEE scan-based TAP.

In asystem in which all components comply with the standard, boundary-scan testing alows
completestructural testing. Using the serial scan path, every 1/0 pininthe system can be configured
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todrivealogicvalueor act asareceiver. Using the same serial scan path, thevalue of every receiver
can be sampled and recovered. Thismechanism allowsthe TAP to verify the complete connectivity
of the componentsin the system. All connectivity faults, shorted wires, stuck drivers or receivers,
or open-circuits can be identified in this manner [GM82] [Wag87].

The scan path allows data to be driven into a component independent of the values present on
the component’s external 1/O pins. The resultant values generated by the component in response
to the driven data can similarly be sampled and recovered via the serial scan path. This facility
permitsfunctional, in-circuit verification of any such component.

Thestandard allowsadditional instructionswhich may function inacomponent-specific manner.
These instructions provide uniform access to internal-component scan-paths. Such internal paths
are commonly used to allow a small number of test-patterns to achieve high-fault coverage in
componentswith significant internal state. Other common additions are configuration registers and
Built-In-Self-Test (BIST) facilities[KMZ79] [LeB84] [Lak86].

2.3 Effects of Latency

For the sake of understanding therole of latency in multi processor communications, we consider
a very smple model of parallel computation. To solve our problem we need to execute a total
number of operations, ¢. Let us assume our problem is characterized by a constant amount of
paralelism, p. During each clock cycle, we can perform p operations. Parallelism is limited
because each set of p operations depends on the results of the previous p operations. After a set
of operations complete, they must communicate their results with the processors which need those
results for the next set of p operations. Let us assume that communicating between processors
requires ! clock cycles of latency.

If we executed our program on a multiprocessor with more than p nodes, it would take time
Tuttiproc Cycles to solvethe problem.

c-(I+1)

. (2.1)

Tmultiproc =
At clock cycle 1, we can execute p operationsonthe nodes. Wethen require! cyclesto communicate
the results. The next p operations can then be executed in cycle ! + 2. Computation continues
in this manner executing p operations every (I + 1) cycles. Thus ;Z; operations are executed, on
average, each cycle giving us Equation 2.1.
We seeimmediately that the exploitable parallelismislimited by the latency of communication.
If our problem alows much more parallelism than we have nodes in our multiprocessor, we
can hide the effects of latency by performing other operations in a set while waiting for the
communication associated with the earlier operations to complete. However, if we wish to use
large-scale multiprocessorsto solve big problems, latency directly acts to limit the extent to which
we can exploit parallel execution to solve our problem quickly.
In most parallel programs, the number of operations which can be executed in parallel varies
throughout the program’s execution. Hence p is not a constant. Researchers have characterized
thisparallelismfor particular programsand computational modelsusing aparallelismprofilewhich

1The basic argument presented here is drawn from an unpublished manuscript by Professor Michael Dertouzos.
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showsthe number of operationswhich may be executed simultaneously at each time-step assuming
an unbounded number of processors (e.g. [Al87]). The available parallelism will be afunction of
the compiler and run-time system in addition to being dependent on the problem being solved and
the algorithm used to solveit.

Communication latency is also, generaly, not constant. Section 2.4 looks at the factors that
affect latency in a multiprocessor network.

Despite the fact that our model used above is overly simplistic, it does gives us insight into
the role which latency playsin parallel computing. When our agorithm, compiler, and run-time
system can discover much more parallelism than we have processing elements to support, with
good engineering we can hide some or all of the effects of latency. On the other hand, when we are
unable to find such a surplus of parallelism, latency further derates the exploitable parallelismin a
linear fashion.

2.4 Latency Issues

In thissection, we consider in further detail many of theissuesrelevant to achieving low-latency
communications.
2.4.1 Network Latency

Ignoring protocol overhead at the destination or receiving ends of a network, the latency in an
interconnection network comes from four basic factors:

1. Transit Latency (7%): The amount of time the message spends traversing the interconnection
media within the network

2. Switching Latency (7%): The amount of time the message spends being switched or routed
by switching elementsinside the network

3. Transmission Time (T;-4nsmi¢): Thetimerequired to transmit the entire contents of amessage
into or out-of the network

4. Contention Latency (v): The degradation in network latency due to resource contention in
the network

Transit latency is generally dictated by physicsand geometry. Transit latency isthe quotient of
the physical distance and the rate of signal propagation.

T,=°2 (2.2)

Basic physicslimitstheamount of timethat it takesfor asignal totraverseagivendistance. Materials
will affect the actual rate of signal propagation, but regardless of the material, the propagation speed
will always be below the speed of light, ¢ ~ 3 x 10'°cm/s. The rate of propagation isgiven by:

1
\IE

v =

(2.3)
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For most materials i ~ 1.0, Where pg isthe permittivity of free space. Conventional printed-circuit
boards (PCBs) have ¢ = ¢,.¢g, Where ¢, &~ 4 and ¢q is the dielectric constant of free space; thus,
v ~ 5. High performance substrates have lower values for ¢,. The physical geometry for the
network determinesthe physical interconnection distances, d. Physical geometry is partially in the
domain of packaging (Chapter 7), but is also determined by the network topology (Chapter 3). All
networks are limited to exploiting, at most, three-dimensional space. Even in the best case, the
total transit distance between two nodes in a network is at least limited by the physical distance
between them in three-space. Additionally, since physical interconnection channels (e.g. wires,
PCB traces, silicon) occupy physical space, the volumethese channel s consume within the network
often affects the physical space into which the network and nodes may be packed.

For networks with uniform switching nodes, switching latency is the product of the number of
switching stages between endpoints, s,,, and the latency of each switching node, ;.

T, = s, -ty (24)

The network topology dictatesthe number of switching stages. The latency of each switching node
isthe sum of the signal i/o latency, t;,, and the switching node functional latency, t.:tc -

tor = tio + towiteh (25)

Thesignal i/olatency, or the amount of time required to move signalsinto and out-of the switching
node, isgenerally determined by the signalling discipline and the technol ogies used for the switching
node (Chapter 6). The switch functional latency accounts for the time required to arbitrate for an
appropriate output channel and move message data from the input channel to the output channel. In
addition to technology, the switch functional latency will depend on the complexity of the routing
and arbitration schemes and the complexity of the switching function (Chapter 4). Larger switches
generally require more complicated arbitration and switching, resulting in larger inherent switching
latencies.

The transmission time accounts for the amount of time required to move the entire message
data into or out-of the network. In many networks, the amount of data transmitted in amessageis
larger than the width of adatachannel. Inthese case, the datais generally transmitted as a sequence
of data where each piece is limited to the width of the channel. Assuming we have a message of
length I, to send over a channel w bitswidewhich can accept new dataevery ¢. timeunits, we have
the transmissiontime, 7%, smit, given by:

L
Ttransmit = ’VE-‘ -t (26)

Here we see one of the places where low bandwidth has a detrimental effect on network latency.
Tiransmic INCreases as the channel bandwidth decreases.

Contention latency arises when resource conflicts occur and a message must wait until the nec-
essary resources are available before it can be delivered to its designated destination. Such conflicts
result when the network has insufficient bandwidth or the network bandwidth is inefficiently used.
In packet-switched networks, contention latency manifestsitself in theform of queuing which must
occur within switches when output channels are blocked. In circuit-switched networks, contention
latency is incurred when multiple messages require the same channel(s) in the network and some
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messages must wait for others to complete. Contention latency is the effect which differentiates
an architecture’s theoretical minimum latency fromitsrealized latency. The amount of contention
latency is highly dependent on the manner in which an application utilizesthe network. Contention
latency is also affected by the routing protocol (Chapter 4) and network organization (Chapter 3).
One can think of contention latency as a derating factor on the unloaded network latency.

Tunloaded = Ts + Tt (27)

Tnet = ’V(apphca“ on, tOpOI OQY) : Tunloaded + Ttransmit (28)

Oneof theeasi est waysto seethisderating effect iswhen an application requiresmore bandwidth
between two sets of processors than the network topology provides. In such a case, the effective
latency will be increased by a factor equal to the ratio of the desired application bandwidth to the
available network bandwidth. e.g. if A;,, isthe bandwidth needed by an application, and Ny, is
the bandwidth provided by the network for the required communication, we have:

~ Abw

T wa

In practice, the derating factor isgenerally larger than asimpleratio due to the fact that the resource
conflicts themselves may consume bandwidth. For example, on most |ocal-area networks, when
contention results in collisions, the time lost during the collision adds to the network latency as
well asthe time to finally transmit the message.

The effects of contention latency make it clear why a bus is inefficient for multiprocessor
operation. The bus provides a fixed bandwidth, N,,. There is no switching latency and generally
a small transit latency over the bus. However, as we add processors to the bus, the bandwidth
potentially usable by the application, A;,,, generally increases while the network bandwidth stays
fixed. This trandates into a large contention derating factor, ~, and consequently high network
latency.

Unfortunately, it is hard to quantify the contention latency factor as cleanly as we can quantify
other network latency factors. The bandwidth required between any pair of processors is highly
dependent on the application, the computational model in use, and the run-time system. Further, it
depends not just on the avail able bandwidth between a pair of processors, but between any sets of
processors which may wish to communicate simultaneously.

2.4.2 Locality

Often physical and logical locality within a network can be exploited to minimize the average
communication latency. In many networks, nodes are not equidistant. The transit latency and
switching latency between a pair of nodes may vary greatly based on the choice of the pair of
nodes. Logical distance is used to refer to the amount of switching required between two nodes
(Ts), and physical distanceisused refer tothetransit latency (7;) required betweentwo nodes. Thus,
two nodes which are closer, or morelocal, to each other logically and physically may communicate
with lower latency than two nodeswhich are further apart. Additionally, whenlogically close nodes
communicate they use less switching resources and hence contribute less to resource contention in
the network.
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The extent to which locality can be exploited ishighly dependent upon the application being run
over the network. The exploitation of network locality to minimize the effective communication
latency in amultiprocessor systemisan activeareaof current research [KLS90] [ACD+91] [Wal92].
Exploiting network locality isof particular interest when designing scal able computer systemssince
the latency of the interconnect will necessarily increase with network size. Assuming the physical
andlogical composition of the network remai nsunchanged when the network isgrown, for networks
without locality, the physical distance between all nodes grows as the system grows due to spatial
constraints. For networks with locality the physical distance between the farthest separated nodes
grows. Additionally, as long as bounded-degree switches (Section 2.7.1) are used to construct the
network, the logical distance between nodes increases as well. Locality exploitation is one hope
for mitigating the effects of thisincrease in latency.

It isnecessary to keep the benefits dueto locality in proper perspective with respect to the entire
system. A small gain due to locality can often be dwarfed by the fixed overheads associated with
communication over a multiprocessor network. Locality optimizations yield negligible rewards
whenthetransmissionlatency benefitissmall compared tothelatency associated with launching and
handling the message. Johnson demonstrated upper bounds on the benefits of locality exploitation
using a simple mathematical model [Joh92]. For a specific system (JACD*91]), he shows that
even for machines as large as 1000 processors, the upper bound on the performance benefit due to
locality exploitationis afactor of two.

2.4.3 Node Handling Latency

This document concentrates on designing the network for a high-performance multiprocessor.
Nonetheless, it is worthwhile to point out that the effective latency seen by the processorsis aso
dependent on the latency associated with getting messages from the computation into the network,
out-of the network, and back into the computation. Network input latency, 7, isthe amount of time
after aprocessor decidesto issueatransaction over the network, before the message can belaunched
into the network, assuming network contention does not prevent the transaction from entering the
network. Similarly, network output latency, 7., is the amount of time between the arrival of the a
compl ete message at the destination node and the time the processor may begin actually processing
the message. If not implemented carefully, large network input and output latency can limit the
extent to which low-latency networks can facilitate low-latency communication between nodes.
Combining these effects with our network latency we have the total processor to processor message
latency:

Tmessage = Tp + Toer + T (29)

This document will not attempt to directly address how one minimizes node input and output
latency. Node latencies such as these are highly dependent on the programming model, processor,
controller, and memory system in use. [NPA92] and [D*92] describe processors which were
designed to minimize these latencies. [ET92] and [CSS"91] describe a computational model
intended to minimize these latencies. Here, we will devote some attention to assuring that the
network itself does not impose limitationswhich require large node input and output latencies.
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2.5 Faults in Large-Systems

In this section we review afirst-order model of system failure rates. We use this simple model
to underscore the importance of fault tolerance in large-scale systems.

For the sake of simplicity, let us begin by considering a simple discrete model of component
failures. A singlecomponent failswith some probability, P. intimeT'. Thisgivesusafailure rate:

Ap = = (2.10)
The probability that the component survives a period of timeT', isthen:
Py=1-P. (2.11)

If we have a system with N' components which failsif any of the individual component fail, then
the system survives a period of time 7" only if all components survive the period of timeT". Thus:

P, =PYN =(1-P)N (2.12)

cS

For any reasonable component and a small time period, T', P. << 1. Tofirst order, Equation 2.12
can be reasonably be approximated as:

Pyy=(1-N-P.) (2.13)
Which tells us the probability that the system fails during time 7" issimple:
P,=N-P, (2.14)
Which corresponds to afailure rate:

N - P,
As = = N-A, (2.15)
From Equation 2.15 we see that the failure rate increases linearly with the number of components

in the system, to first order.

Example A moderate complexity, modern component hasafailure rate of ten failures per million
hours (\. ~ 10~°hr~1) (See [0D86] for estimating component failure rates). A million component
machine which depended on all million components working correctly, would have:

As =N ), =10° x 10°hr~t = 10/hr (2.16)

Thisgives the machine aMean Time To Failure (MTTF) of 6 minutes.

If we can relax the requirement that all components and interconnect function correctly in order
for the system to be operational, we can improve the MTTF. If we can sustain & faults before the
system is rendered inoperative, the MTTF will be longer. Aslongask << N, we can assume a
constant failure rate for components given by Equation 2.15. Assuming the faults are independent,
therate of occurrence of k failuresis:

A= 22 (2.17)



That is, the MTTF increases linearly with the number of tolerated faults. Revisiting our example,
if we design the system to sustain 1000 faults (¢ = 1000), or just 0.1% of the total componentsin
the system, the MTTF increases by a factor of 1000 to 6000 minutes or 100 hours.

For sufficiently large systems, we cannot achieve an adequately low system failure rate by
requiring that every component in the system function properly. Rather, we must design sufficient
redundancy into our system to achieve the reliability desired.

2.6 Fault Tolerance

In order to achieve fault tolerance, we need the ability to detect when faults have occurred and
the ability to handle faults which have occurred. Typically, one uses redundancy in some form to
satisfy both of these needs. Redundant data transmitted along with the message can be used to
identify when portions of a message are damaged. Parity bitsand message checksums are common
examples of redundant data used to identify data corruption. Once faults are detected, we rely on
redundant network hardware to avoid faulty portionsof the network. That is, there must be different
resources which perform the same function as the faulty portion of the network which can be used
in place of the faulty portion. We also need a mechanism for exploiting the redundancy. The
network organization (Chapter 3) often provides the resource redundancy. The routing protocol
(Chapter 4) provides the redundancy for fault detection and provides mechanisms for exploiting
the redundancy in the network.

Designing networks to perform well in the presence of faults is very similar to designing
networks to perform well in the presence of contention. Faults in the network look much like
contention. Faulty resources are not useful for effectively routing data. In this manner, they have
the same effect as resources which are alwaysin use. Faulty resources also cause additional traffic
inthe network since they may corrupt messages and hence require the messages to be retransmitted.
Alternately, we can think of the faulty resources as migrating routing traffic which they would have
handled to other resources in the network. These non-faulty resources now see more traffic as a
result. Appropriate design can yield solutions which improve both the performance of the system
in the face of faults and the performance of the system in the face of heavy traffic.

2.7 Pragmatic Considerations

We must also consider several pragmatic considerations associated with building any systems.
When building a system, such as a network, we are constrained by the economics of currently
available technology, issues of design complexity, and fundamental physical constraints.

2.7.1 Physical Constraints

For instance, we have aready observed that the speed of signal propagation islargely fixed by
the speed of light and the dielectric constant of readily available materials. Materials with notably
lower dielectrics do exist, but the cost and reliability of these materials currently relegates their use
to small, high-end systems. As technology improves, we can expect these or other materials with
lower dielectric constants to be available at prices which make their use more worthwhile.
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One might consider using light, itself to achieve the maximum transmission rate (v = ¢). In
some situations, this makes the most sense. However, the fact that signals must be converted
from propagating electrons to propagating photons and back again, often defeats any potential
gains. The latency associated with converting from electrons to photons and back is currently
large. Even assuming 100% power effeciency, modern optical modulator/detectors have at least an
order of magnitude more i/o latency, t;,, than purely electrical i/o pads (e.g. 40 nsversus 3 ns)
at comparable power levels [LHMT89]. Since optical detection latency isinversely proportional
to the incident power level, the optical conversion would require an order of magnitude greater
power than the electrical padsto make the optical i/o latency comparableto electrical i/o latency. It
only makes sense to make this optical conversion when the distance traversed is sufficiently large
that the reduction in physical transit latency dueto faster propagation islarger than the conversion
latencies.

Current VLSI technology limitsthe bonding of i/o padsto the periphery of theintegrated circuit
die. Thisforcesthe number of i/o channelsinto an integrated circuit (1C) to be proportiona to the
perimeter of thedie. Dueto external bonding requirements, i/o pads are shrinking more slowly than
other | C features. Consequently, ICs haveafairly fixed, limited number of i/o pads and thisnumber
is not scaling comparable to the rate of scaling of useful silicon area inside the die. Available
technology, thus, limits the number of i/o channels into an 1C and hence the size of the primitive
switching elements we can build.

We must always take account of the fact that wires and components consume space. Thefinite
thickness of wireslimitsthe physical compactness of our multiprocessor. The space between nodes
and routers must be large enough to accommodate the wires necessary to provide interconnect. In
some topologies, the growth rate of the machine is dictated by the growth rate for the interconnect
as much as the number and size of components. Additionally, space must be provided for adequate
component cooling and access for repair.

2.7.2 Design Complexity
Each different component in a system requires separate:
¢ Engineering effort to design and verify
¢ Non-recurring engineering (NRE) costs to produce
¢ Testing to select good components and diagnose potentially faulty components
¢ Shelf-gpace to stock the components
Consequently, it isbeneficial to minimizethe number of different components used in constructing

any system.

2.8 Flexibility Concerns
Just as engineering more types of components is costly in terms of development, NRE, and

testing, designing a new network for each new application or specific machine is also costly.
We look for solutions which provide a wide range of flexibility so they can easily be extended
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or re-parameterized to solve a variety of problems. When building a network for a large-scale
multiprocessor, our desire for flexibility leads usto be concerned about the following:

¢ How do we provide additional bandwidth for each node at a given level of semiconductor
and packaging technology?

¢ How do we get more/lessfault tolerance for applicationswhich have a higher/lower premium
for faults

¢ How do we build larger (smaller) machines?

¢ How can we decrease latency? at what costs?
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3. Network Organization

In this chapter we survey potential low-latency networks and identify a family of networks which
ismost suitablefor use in large-scale, fault-tolerant multiprocessors given practical considerations.
After determining the basic network structure, we examine the issues involved in optimizing a
particular network for a given application.

3.1 Low-Latency Networks

3.1.1 Fully Connected Network

From the standpoint of latency, the optimal network is a fully-connected network in which
every processor has adirect connection to every other processor (See Figure 3.1). Here, thereisno
switching latency (i.e. T, = 0). The problem with this network, of course, is that the processor
node size grows linearly with the size of the system. Thisis not practical for several reasons. We
cannot build very large networkswith bounded pin-out components, and a different component size
isneeded for each different network size. Using techniquesfrom [Tho80] and [LR86], we find the
interwiring resources will grow as ©( N3). Wiring constraints al one require that the best packaging
volume grows as ©( N 3), making, in the best case, the wiring distances, d, grow as ©( V). Such an
organization isnot very practical.

3.1.2 Full Crossbar

Next, we consider afull crossbar arrangement (See Figure 3.2). If we could build alarge enough
crossbar, we only traverse on switching node between any source-destination pair. Unfortunately,
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Figure 3.1: Fully Connected Networks
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Figure 3.2: Full 16 x 16 Crossbar

VVVVVVVVVVVVVVYYVYY

VVVVVVV VY VY VYVVYVYYVYY

Figure 3.3: Distributed 16 x 16 Crosshar

our pin limitations (Section 2.7.1), will not allow usto build a single crossbar of arbitrary size. In
practice, we would have to distribute the function across many different components as shown in
Figure 3.3. Thiswould incur O(n) switching latency and require O(n?) such switches.

3.1.3 Hypercube

We might consider building a hypercube network to exploit locality and distributed routing
control. The switching latency is log,(/N ) as we need traverse at most one switching link in
each dimension of the hypercube. Unfortunately, to maintain this characteristic, the switching
node degree grows as ©(log(N)). Node size soon runs into our pin limitations (Section 2.7.1)
and a different size node is needed for each size of the machine constructed. Additionally, when
implemented in three-dimensional space, the interconnection requirements cause the machine
volumeto grow as ©( N g). Thisresult is also derivable from the techinques presented in [Tho80]
and [LR86] by considering the number of wireswhich must cross through the middle of the machine
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Shown above is a 16 processor hypercube. (Drawing by Frederic Chong)

Figure 3.4: Hypercube

it

Figure 3.5: Mesh — k-ary-n-cube with k& = 2

in any decomposition. If we divide an N -processor machinein half, the number of wires crossing
the bisecting planewill be ©( V). If wedistributethese wiresin the two-dimensional plane dividing
the two halves, then the plane is©(+v/N ) wire widthswide in each dimension. Considering that we
get the same effect if we dividethe machineviaan orthogonal plane which a so bisectsthe machine,
we see that the machineis ©(v/N ) long in each dimension and hence the volumeis ©( N 2 ). From
thiswe can see that the transit distance, d, will generally grow as ©(v/N).

Making some compromises for practicality on the basic hypercube structure, a number of
derivative networks result. The next two sections cover two major classes, multistage networks
and k-ary-n-cubes.

3.1.4 k-ary-n-cube

For k-ary-n-cubes, we fix the dimension (k) to avoid the switching node size growth problem
associated with the pure hypercube. We still get the locality and distributed routing. The switching
latency grows as O(+/N) since there are at most +/N routers which must be traversed in each
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Shown above isa 27 processor cube network. (Drawing by Frederic Chong)

Figure 3.6: Cube — k-ary-n-cube with k = 3

-
m

lofals

JU UL

ane
Ol
Gl
Gl
B

Figure 3.7: Torus— k-ary-n-cube with £ = 2 and Wrap-Around Torus Connections

dimension. Many popular k-ary-n-cubes networks in use today set £ = 2 or £ = 3 to build mesh
(See Figure 3.5) or cube (See Figure 3.6) structures [Dal87]. For these networks, the distances
between components can be made uniformly short such that the switching latency dominates the
transit latency. When constrained to three-dimensional space, larger values of &, will tend to have
transit latencies which scale as Q(v/ V). Toroidal k-ary-n-cubes can be used to cut the worst case
switching latency in each dimension in half and avoid hot-spot problemsin simple k-ary-n-cubes
(See Figure 3.7) [DS86].
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Figure 3.8: 16 x 16 Omega Network Constructed from 2 x 2 Crossbars

3.1.5 Flat Multistage Networks

A multistage network distributes each hypercube routing element spatially so that fixed-degree
switches can be used for routing. Like the hypercube, routing can occur in a distributed manner
requiring only log, (V) stages between any pair of nodes in the network. Here r is a constant
known as the radix which denotes the number of distinct directions to which each routing switch
can route. Unlike the hypercube and k-ary-n-cube, the multistage network does not provide any
locality. The number of switches required by a multistage network grows as O(N log(V)). The

best-case packaging volume grows as (N g) and the transit latency grows as ©(v/N) like the
hypercube [LR86].

Quite a variety of networks can be classified as multistage networks including: Butterfly net-
works, Banyan networks, Bidelta networks [KS86], Benes networks, and Multibutterfly networks.
Figures 3.8 through 3.11 show some popular multistage networks. Each stage in these networks
routes by successively subdividing the set of possible destinations into a number of equivalence
classes equal to the radix of the routing components. For example, consider a radix-2 network.
When connections enter the network, any input can reach any destination. The first stage of routing
components divides this class into two different equivalence classes based on desired destination.
Each succeeding network stage further subdivides a previous stage’s equivalence classes into two
more equivalence classes. When there isa single destinationin each equivalence class, the network
has uniquely determined the desired destination and can connect to the destination endpoints. This
successive subdivision can be easily seen in the network shown in Figure 3.9.

3.1.6 Tree Based Networks

Properly constructed, a tree-based, multistage network avoid the major liabilities associated
with the standard multistage networks. Specifically, we consider fat-tree networks as described
in [Lei85] and [GL85] and shown in Figure 1.2. The switching delay remains O(log(N)) as
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Figure 3.10: Benes Network

with hypercubes and multistage networks. Routing may occur in a distributed fashion. Unlike the
multistage networks described above, the tree-based networksdo allow locality exploitation. When
the bandwidth between successive stages of the tree is chosen appropriately, the tree structures can
be arranged efficiently in three-dimensional space; switching and wiring resources grow as (N )
and transit latency will grow as ©(v/' V). While atree-based network may have less cross-machine
bandwidth than a hypercube with the same number of nodes, the tree-based machine requires
O(log(NV)) lessinterconnect hardware. As aresult, if one were to compare machines of the same
size, taking into account three-dimensional space restrictions, the tree machine provides at least as
much bandwidth while supporting O (log( N )) more nodes. Leiserson shows that properly sized fat
trees can efficiently perform any communication performed by any other similarly sized network
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Figure 3.11: 16 x 16 Multibutterfly Network
[Lei85].

3.1.7 Express Cubes

Express cubes [Dal91] are a hybrid between a tree-structure and a k-ary-n-cube (See Fig-
ure 3.12). By placing interchange switches periodically in a k-ary-n-cube, the switching delay can
be reduced from ©({/N) to ©(log( N )). Done properly, the transit latency remains ©(v/N). If
we alow several different kinds of switching elementsin the network, the size of each switching
element can be limited to afixed size.

3.1.8 Summary

Table 3.1 summarizesthe major characteristics of the networksreviewed here. Asymptotically,
at least, we see that fat trees and express cubes have the slowest growing transit and switching
latencies while maintaining the slowest resource growth. For a limited range of network sizes,
flat multistage networks and k-ary-n-cubes may offer reasonable, or even superior, performance at
reasonable hardware costs.

3.2 Wire Length

In thischapter, we have introduced many networkswhich have wireswhose lengthisafunction
of the network size. We call along wire any single run of wire between two switcheswhich has a
transit timein excess of the rate at which we could otherwise clock data between the switches. If
we required the data to traverse any such wiresin asingle clock cycle, we would have to increase
the clock period to accommodate the longest wire in the system. The longest wires in many of
these network will be Q(+/N) due to spatial constraints in three-dimensions. Requiring data to
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Shown above is a portion of an express mesh after [Dal91]. The components labelled with

an | are interchange units which allow connections to be routed along express channels,
thereby bypassing intermediate switching nodes.
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Figure 3.12: Express Cube Network — k = 2

\ Network | T, | Ty | Locality | Resources| Practical Drawbacks |

Fully Connected 0 O(N) —~ O(N3) | Nodesize~ O(N)

Distributed Crossbar O(N) O(N) some O(N?)
Hypercube O(log(N)) | ©(YN) | vyes O(N2) | Nodesize ~ O(log(N))

k-ary-n-cube O(VN) |O(W/N)| yes O(N)
Flat Multistage || ©(log(N)) | ©(VN) no O(N?)
Fat-Tree O(log(N)) | O(N) | yes o(N)
Express Cube O(log(N)) | ©(VN) | yes O(N)

Table 3.1: Network Comparison

traverse these wires in a single clock cycle would require our clock period to increase comparably
with network size. However, if we pipeline multiple bitson the long wires, we do not have to adjust
the clock frequency to accommodate long wires. Our notion of transit latency as proportional to
interconnection distance (Equation 2.2), will still hold. Instead of being a continuous equation as
given, it becomes discretized in units of the clock period, ¢...

di
T; = Z L—w e (3.1)
Equation 3.1 explicitly breaks the total distance into segments (d;) between each pair of switching
elementsin the path between the source and destination nodesto properly account for the effects of
this discretization. Techniques for ensuring correct operation when bits are pipelined on the wires
are detailed in Section 6.9.
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3.3 Fault Tolerance

In order to achieve fault tolerance in the network, we need multiple, distinct paths between any
pair of nodes. The more distinct paths our network supports, the more robust the network will be
to faults occurring in the network. In this section, we look at the multipath nature of the practical
low-latency networksidentified in the previous section.

3.3.1 Indirect Routing

If we allow indirect routing, al of the networks examined in this chapter have multiple paths.
With indirect routing, a message may be routed from a source to a destination node by first routing
the message through one or more intermediate nodes in the network. That is, when the source
cannot reach the destination directly through the network, it is often possiblefor it to reach another
processing node in the network which can, in turn, reach the desired destination node. If we allow
arbitrary indirect hops through the network, any message can eventually be routed as long as the
transitive closure of the non-faulty direct interconnect covers al the nodesin usein the network.

While indirect routing will allow messages to eventually reach their destination, they do so at
an increase in latency. Latency increases due to several effects. First, since messages must cross
the network multiple times. Additional overhead is generally required to allow indirection and
process messages requiring re-routing. Also, contention latency is increased since each indirected
message consumes network bandwidth on each hop through the network.

3.3.2 k-ary-n-cubes and Express Cubes

Direct, cube-based networks, like the k-ary-n-cube or the express cube, function by indirect
routing. Each nodeis connected to O (k) neighborsin aregular pattern and all routing is achieved
by sending the message to a neighbor node which, generally, moves the message closer to the
desired destination. At every hop, the message has a choice of paths to take to the destination,
many of which would require the same transit and switching latency. The underlying network thus
provides the requisite multiple paths. It is then up to the routing algorithm to efficiently utilize
them. If our routing algorithm is omniscient about faults in the network, it can always find the
shortest path between pointsin afaulty network. For many faults, the length of the shortest paths
between close nodes will increase. However nodes which are further apart will see no increase in
transit or switching latency. The more distant two nodes are from each other, the more minimum
length paths there will be between them.

3.3.3 Multiple Networks

A simple technique for adding adding fault tolerance to a network which works for al kinds
of networks isto simply replicate a base network. We give each node a connection to each of the
networks. Aslong as there isanon-faulty path on some network between any pair of nodes which
must communicate, normal communication may occur with no degradation in switching or transit
latency. The originating node need only choose which network to use for each message it needs to
deliver. Additionally, the existence of multiple networks increases the bandwidth available in the
network and hence can reduce contention latency if utilized efficiently. Unfortunately, the gain in
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Two four-stage networks connecting 16 endpoints are attached together at the endpoints.
Each componentisa?2 x 2, dilation-1 crossbar.

Figure 3.13: Replicated Multistage Network

fault-tolerance is small compared to the costs. Each additional path through the network requires
that we construct a complete copy of the original network. Multiple, multistage style networks are
used in the telecommunicationsfield to minimize contention and increase avail able bandwidth over
single-path networks [Hui90]. Figure 3.13 shows a 2-replicated bidelta network.

Replicated networks do have one advantage over pure indirect routing schemesincluding most
cube style networks. With multiple networks, each node does have multiple connectionsboth to and
from the network. Asnoted in Section 2.1.2 multiple network i/o connections are key to avoiding
asingle point of failure which may sever a node completely from the interconnection network.

3.3.4 Extra-Stage, Multistage Networks

When using multistage interconnection networks one can construct extra-stage networks with
more switching stagesthan are actually required to uniquely specify adestination ([LP83], [CY H84]
et. al.) (SeeFigures 3.10 and 3.14). The set of routing specifications that reach the same physical
destination definesa class of equivalent paths. Solong as one path of each such class remainsintact
inafaulty extra-stage network, any endpoint will be ableto successfully routetoitsdestination. The
extra stagesin these schemesresult in larger switching and transit latencies than the corresponding
baseline network, even in the absence of faults.

If extra stages are added, but the single connection into and out-of each node isretained, extra-
stage networksretain asingle-point of failure where the nodes connect to the network. To eliminate
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this problem, the extra-stage network should be constructed such that multiple network endpoints
can be assigned to each node of the network.

3.3.5 Interwired, Multipath, Multistage Networks

Multibutterfly style, multipath networks are multistage networks which use dilated crosshar
routing components. In addition to being characterized by the radix of the switching element, each
dilated crossbar router is characterized by its dilation, d. The dilation is the number of logically
equivalent outputs in each distinct direction. With a dilation greater than one, redundant routing is
provided in each routing direction. Figure 3.11 shows an example of such a network. Figure 3.15
shows some configurations for the dilated routing elementsused in Figure 3.11.

This class of multipath networks has a large number of distinct paths between each pair of
nodes. The number of different switchesin a stage which can be used to route between any pair of
routersincreases toward the center of the network. Up to the center of the network, the number of
routersin any path grows by afactor of the dilation with each successive stage. Past the center of
the network, the sorting function performed by the network limitsthe number of routersin the path
to the desired destination. For thoselater stages, all routers which are in the path to the destination
are candidates for usein routing any connection.

For a given number of node connections, the multibutterfly style networks generally have more
paths than the comparable replicated network. Consider a k-replicated network. A multipath
network can be constructed from the k-replicated network by taking each of the k& routersin the
same location in each of the k-replicated network and creating one dilated router out of them with
dilation, d = k. Thiswill giveusamultibutterfly stylenetwork. Notethat inthereplicated network,
we were only able to chose which resources to use when the message entered the network. In the
multibutterfly network we have the option of switching between networks at each routing stage.
Thus, there are many more paths through the multibutterfly networks. The fine details of how one
wires these redundant paths are discussed in Section 3.5.
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Figure 3.15: 4 x 2 Crossbar with a dilation of 2

By constructing fat-tree networksusing dilated crossbar routers, itispossibleto build multipath,
fat-tree networks which exhibit the same basic properties. The tree networks will need multiple
connectionsinto and out-of the network to avoid singlepointsof failure. Connectionsmadethrough
higher tree-levels have more paths between the source and the destination as they traverse more
dilated routers in the network.

3.4 Robust Networks for Low-Latency Communications

Given our need for fault tolerance and low latency, the classes of networks which are most
attractive are express cubes and multipath, fat-tree networks. For smaller networks, k-ary-n-cubes
and flat multipath, multistage networks are also worth considering. Because of the acyclic nature
of multistage routing networks, it is easier to devise robust and efficient routing schemes for this
class of networks. Consequently, we will focus on multistage networks for the remainder of this
document.

3.5 Network Design

This section discusses many of the issues relevant to designing a high-performance, robust,
multipath, multistage routing network. The space of possible multipath networksis quite large, and
some of the decisions made when selecting a particular network can make a significant difference
in the fault tolerance and performance of the network. In addition to the basic parameter selection,
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N total number of nodes on the network
nt  input ports from each node to the network
no output ports from each node to the network

¢ input ports per router
o output ports per router
r  router radix

d  router dilation

w  channel width

Table 3.2: Network Construction Parameters

the detailed network wiring scheme can have a notable affect on the performance of the resulting
network. Many of thewiringissuesare easier to describe and understand using small, flat, multipath,
multistage interconnection networks. Asaresult, the examples and development which follow are
given in terms of this class of networks. Nonetheless, the same design principles apply when
devel oping multipath, fat-tree networks.

3.5.1 Parameters in Network Construction

Table 3.2 summarizes several parameters which will be used in this section when characterizing
anetwork. Radix and dilation were introduced in Sections 3.1.5 and 3.3.5. n: and no quantify the
number of connections between each node and the network. ¢ and o are the number of connections
inand out of each router. Generally, : = o = r - d. Since the number of inputs and the number of
outputson the routing components are the same, we say the routersare square. When we use square
routers, the aggregate bandwidth between stages in flat, multistage networks remains constant.

3.5.2 Endpoints

The network endpoints are the weakest link in the network. If we are designing a network with
ayieldmodel inmind, in theworst case, we can sustain only min(n:, no) faults. If we aredesigning
anetwork with a harvest model in mind, in the worst case each min(n:, no) faults will remove an
additional node from the operational set.

Once n: and no are chosen, we must also ensure that these connections are utilized effectively.
Particularly, to maximize robustness, each must link connect to a distinct routing component in the
network. Note, for instance, in the network shownin Figure 3.11, that dilation-1 routersare used in
thefinal stage of the network. These dilation-1 routers are used to achieve maximal fault tolerance
by ensuring that the maximum number, no = 2, of distinct routers provide output connectionsfrom
the network to each node. Figure 3.16 shows another aternative for using dilation-1 routersin the
final stage. Rather than using d timesas many routerswith dilation-1 and the base radix unchanged,
the network in Figure 3.16 uses routers which increase the radix by a factor equal to the dilation

(|e T tinal_stage = O = T+ d)
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Figure 3.16: 16 x 16 Multibutterfly Network with Radix-4 Routersin Final Stage

3.5.3 Internal Wiring

Inside a multipath network, we have considerable freedom as to how we wire the multiple
paths between stages. As described in Section 3.1.5, multistage networks operate by successively
subdividing the set of potential destinations at each stage. All inputs to routing components in
the same equivalence class at some intermediate network stage are logically equivalent since the
same set of destinations can be reached by routing through those components. If we exercise this
freedom judiciously, we can maximize the fault-tolerance and minimize the congestion within the
network, and hence minimize the effects of congestion latency.

Path Expansion

A simple heuristic for achieving a high degree of fault tolerance is to wire the network to
maximize the path expansion within the network. That is, we want to select awiring which alows
the connection between any two endpoints to traverse the maximum number of distinct routing
components in each stage. Maximizing path expansion improves fault-tolerance by maximizing
the redundancy available at each stage of the network.

Let S be the total number of routing stages in the network. The number of paths between a
single source-destination pair expands from the source into the network at the rate of dilation, d.
Thus, we have p;,(s), the number of pathsto stage s given by Equation 3.2.

pin(s) = ni x d=Y (3.2)

After a stage in the network, the paths will have to diminish in order to connect to the proper
destination. Looking backward from the destination node, we see that the paths must grow as the
network radix r. Thisconstraint is expressed as follows:

Pout(s) = no x iS5+l (3.3)
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Table 3.3: Connectionsinto Each Stage

These two expansions must, of course, meet at some point inside the network. This occurs when
pin @nd p,,; are equal. Let uscall thisturning point stage s’. s’ can be determined as follows:

Pout(s’) = pin(s)
ni x dF1 = po x pl(S+HD -5
, (541 -In(r) +In(no) + In(d) — In(n2)
tT In(d) + In(r)
, (S+1)-In(r)+In(222)
T In(d-7) (34)

Once Equation 3.4 is solved for s’, we can quantify the number of connections into each stage of
the network by Equation 3.5.

[s—1]

nt X d s <&
p(S) — m|n(nl . d[5—1]7 no - T[(S‘l'l)_s]) S = 8/ (35)
no x rl5+1-sl s> s

Note that Equation 3.5 expresses the maximum achievable number of paths between stages for a
single source-destination pair. This is effectively an upper bound on the path expansion in any
dilated multipath network. The total number of distinct paths between each source and destination
simply grows as Equation 3.2 and is thus given by Equation 3.6.

Protal(s) = ni x 151 (3.6)

For example, consider the network in Figure 3.11 (nt = no = r = d = 2, 5 = 4). Solving
Equation 3.4 for s/, we find & = 3. The number of connections into each stage can then be
calculated as shown in Table 3.3. The total number of paths is simply 2 x 23 = 16. Noting
Figure 3.11, we see it does achieve this maximum path expansion for the highlighted path; the
paths between all other source and destination pairsin Figure 3.11 al so achieve this path expansion.

a-3 Expansion

Unfortunately, path expansion can be a naive metric when optimizing the aggregate fault-
tolerance and performance of a network. Path expansion looks at a single source-destination pair
and tries to maximize the number of paths between them. If we only considered path expansionin
selecting anetwork design, many nodes could share the same sets of routers and connectionsin their
pathsthrough the network. This sharing would lead to a higher-degree of contention. Additionally,
when faults accumulate in the network, a larger number of nodes are generally isolated from the
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Figure 3.17: Left: Non-expansive Wiring of Processors to First Stage Routing Elements

Figure 3.18: Right: Expansive Wiring of Processors to First Stage Routing Elements

rest of the network at once. Consider, for instance, the two first stage network wirings shown
in Figure 3.17 and 3.18. Both wirings are arranged such that each processor connects to two
distinct processorsin thefirst stage of routing. However, the wiring shown in Figure 3.17 has four
processors which share apair of routers, whereas any group of four processorsin the wiring shown
in Figure 3.18 is connected to five routersin thefirst stage. Asaresult, there will generally be less
contention for connections through the first stage of routersin the latter wiring than in the former.
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Leighton and Maggsintroduced a-5 expansion to formalize the desirable expansion properties
as they pertain to groups of nodes which may wish to communicate simultaneously [LM89].
Informally, a- expansion isametric of the degree to which any subset of componentsin one stage
will fan out into the next stage. More formally, we say a stage has a-3 expansion («, 3) if any
subset of & componentsfrom one stage must connect to at least « x 3 componentsin the next stage.
3 isthus an expansion factor which is guaranteed for any set of size «. Networks with favorable
a-f expansion are networks for which the «-3 expansion property holds with higher 5 for each
value of «. The more favorable the «- expansion, the more messages can be simultaneously
routed between any sets of communicating processors, and hence the lower the contention latency.

Networks Optimized for Yield

If we cannot tolerate node loss, and hence wish to optimize the fault-tolerance of the network
as ayield problem, then it makes sense to focus on achieving the maximal path expansion first,
then achieving as large a degree of -3 expansion as possible. Unfortunately, thereis presently no
known algorithm for achieving a maximum amount of «-/ expansion, so the techniques presented
here are heuristic in nature.

To achieve maximum path expansion, we connect the network with the algorithm listed in
Figure 3.19 [CED92]. The pathsfrom any input to any output may fanout by no more than a factor
of d, thedilation of therouters, at each stage. Thisfanout may also become nolarger than the size of
the routing equivalence classes at that stage. The routine groupsz returns the maximum fanout size
allowed by both of these factors. Each stage is partitioned into fanout classes of this size, which
are then used to calculate network wiring. The maximum path fanout described in Equation 3.5 is
achieved by this algorithm for all pairs of components.

Asintroduced above, thelast stage iscomposed of dilation-1 routersto increase fault tolerance.
Figure 3.20 shows a deterministically-interwired network composed of radix-2 routers.

Networks Optimized for Harvest

To achieve ahigh harvest rate and maximize performance, wewant to wire networkswith ahigh
degree of «-3 expansion. As introduced above, there are no known deterministic algorithms for
achieving an optimal expansion. In practice, randomized wiring schemes produce higher expansion
than any known deterministic methods. [Kah91] presents some of the most recent work on the
deterministic construction of expansion graphs. [Upf89] and [LM89] show that randomly wired
multibutterflies have good expansion properties. The high expansion generally means there will
be less congestion in the network. Additionally, Leighton and Maggs show that after & faults have
occurred on a N node machine, it is always possibleto harvest N — O(k) nodes[LM89].

Asintroduced in Section 3.1.5, multistage networks operate by successively subdividing the set
of potential destinationsat each stage. All theinputsto routing componentsin the same equivalence
classat someintermediate stagein the network, arelogically equivalent. After therouting structure
determines which set of outputs in one stage must be connected to which set of inputs in the
following stage, we randomly assign individual input-output pairs within the corresponding sets.
Figure 3.21 showsthe core of an algorithm for randomly wiring amultibutterfly. Thealgorithmwas
first introduced in [CED92] and is based on the wiring scheme described in [LM89]. In practice,
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> Returns the next-stage router to which to wire for maximum path expansion
wire_to_port(n,d,,s)
> n=router number, d,=dilated port number, s=router stage
1 outgrpsz < groupsZs)
2 ingrpsz «— groupsZs + 1)
3 eqstart —ingrpsz x |n/(r x d x outgrpsz)]
> offset to beginning of fanout class
4 eq_router — ((n x d+ dp) mod ingrpsz)
> offset to specific chip within fanout class
5 return(eq_start + eq_router)

> Calculates size of fan-out class

groupsz(s)
1 expansion — ni x d**t1 > maximum fanout due to dilation
2 eq_class — no x r¥+17% > equivalence class size
3 return(min(ezpansion, eq_class))

This algorithm generates a network designed to maximize path expansion. Each endpoint
will have the maximum number of redundant paths possible through this type of network
(boundary cases omitted for clarity).

Figure 3.19: Pseudo-code for Deterministic Interwiring
%ZS
S
%ZS
S
%ZS
S
XZZ
==

Figure 3.20: 16 x 16 Path Expansion Multibutterfly Network
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> in_set contains al the input ports of a single equivalence class in the next stage.
> connections IS an array matching in_ports and out_ports, initially empty.
> out_ports_list liststhe output ports of a single equivalence classin the
> current stage.
wire_eq.clasgin_set, connections, out_ports_list)
1 foreach out_port
2 in_port — choose and remove a random input port from in_set
3 while(connectedrouter#(in_port), router#(out port), connections))
4 put in_port back inin_set
5 in_port — choose and remove a random input port from in_set
6 connect(in_port, out_port, connections)
7 return(connections)

connectedin_router, out_router, connections_array)
1 if in_router isaready connected to out_router
2 return(true )
3 elsereturn(false )

This agorithm randomly interwires an equivalence class. To interwire a whole stage, the
algorithm is repeated for each class (boundary cases omitted for clarity).

Figure 3.21: Pseudo-code for Random Interwiring

one would generate many such networks, compare their performance as described in Sections 3.5.4
and 3.5.5, and pick the best one. Experienceindicatesthat most such networks perform equivalently.
The testing, however, assures that one avoids the unlikely, but possible, case in which a network
with poor expansion was generated. Figure 3.22 shows a network constructed with this algorithm.

Hybrid Network Compromise

Chong observed in [CK92] that one can achieve maximum path expansion while introducing
some randomized expansion to minimize congestion. The result is a network which is a hybrid
between the two described above. The basic strategy used in wiring such, randomized, maximal-
fanout networksisto further subdivideeach routing equival ence classintofanout classes. Instead of
randomly wiring from all outputs destined for a given equivalence classto theinputson all routers
in that equivalence class in the subsequent stage, the dilated outputs from each router are each
sent to different fanout classes within the appropriate routing equivalence class (See Figure 3.23).
Figure 3.24 sketches the algorithm used for wiring up these networks. Figure 3.25 shows an
example of such a network.
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A randomly-interwired, four-stage network connecting 16 endpoints. Each component in
the first three stagesisa4 x 2, dilation-2 crossbar. To prevent any single component from
being in an endpoint’scritical path, thelast stage is composed of 2 x 2, dilation-1 crosshars.

Figure 3.22: Randomly-Interwired Network

3.5.4 Network Yield Evaluation
Yield

As a simple metric for evaluating the yield characteristics of these multipath networks, we
consider the probability that a network remains completely connected given a certain number of
randomly chosen router faults. These Monte Carlo experiments model only complete router faults
to show the relative fault-tolerant characteristics of these networks while containing the size of the
fault-space which must be explored.

The experiment proceeds by placing one randomly chosen fault at a time until the network
becomes incomplete. The basic process is repeated on the same network for enough trials to
achieve statistically significant results. Results are tabulated to approximate the probability of
network completeness for each fault level. We also derive the expected number of faults each
network can tolerate.

Because the routing components in the final stage of our multipath networks are half the size
of routers in the previous stages, we assign two such routers to one physical component package
and label both routers faulty if the physical component is chosen to be faulty. Furthermore, the
two routers are assigned so that removing any such pair will not cut off an endpoint. We make
this assignment so that fault increments will be of constant hardware size. This assignment also
simulates how the pair of 4 x 4, dilation-1 routers in an RN1 routing component (See Chapter 8)
may be assigned.

We generated three-stage and four-stage networks for each of the types of networks described
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Equivalence Classes

Fanout Classes

The above figure shows how to achieve maximal fanout while avoiding regularity. The
routers shown are radix-2 and dilation-2. At stage s, we divide each routing equivalence
classinto ni - d*~1 fanout classes until each fanout class containsa single router. Random
wirings are chosen between appropriate fanout classes to form fanout trees. The digjoint
nature of fanout classes ensures that fanout-trees will have physically distinct components.

Figure 3.23: Randomized Maximal-Fanout (diagram from [CK92])

above, each connecting 64 and 256 endpoint nodes respectively. Each endpoint hastwo connections
toand from the network (n: = no = 2) to provide for the minimal amount of redundancy necessary
to achieve fault tolerance. Every network uses radix-4 routers of dilation-2 and dilation-1 and
hence could be implemented using the RN1 component. All the networks with a given number of
stages contain the same number of components. Network wiring is solely accountable for the fault
tolerance and performance differences of these networks.

For each network, the yield probability of the network is plotted against the number of uni-
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wire_stagéds) > s=routing stage
1 prev_expansion «— ni x d*T1 > maximum fanout to stage s dueto dilation

2 prev_eq_class — no x r((5TH=9) 1 equivalence class size at stage s

prev_eq_class
prev_expansion

3 prev_fanout_class — > fanout class size at stage s

4 expansion — ni x d*+2 > maximum fanout to stage s + 1 due to dilation
5 eq_class — no x r((5+D=(+1) 1 equivalence class size at stage s + 1

6 fanout_class — ;ﬁ% > fanout class size at stage s + 1

7 if (fanout_class > 1)

8 foreach fanout equivalence classin stage s

9 create (r x d) different output-port lists,
one for each output from a routing switch
> each of these listswill contain prev_fanout_class ports

10 foreach output-port list identified, identify the fanout class
routersin stage s + 1 to which these ports should be
connected — the inputs on these routers make up the
corresponding in-port list

11 Use wire_eq_classto randomly interconnect each in-port list
to each corresponsding output-port list

12 ese
13 foreach equivalence classin stage s
14 create r different output-port lists,

one for each logically distinct output direction from a router
> each of these listswill contain (prev_eq_class x d) ports

15 foreach of the output-port listsidentified, identify the eq class
routersin stage s + 1 to which the output list should be
connected — the inputs on these routers make up the
corresponding in-port list

16 Use wire_eq_classto randomly interconnect each in-port list
to each corresponsding output-port list

This algorithm describes how to wire random, maximal-fanout networks using the random
interwiring a gorithm, wire _eq_classshown in Figure 3.21 (boundary cases omitted for
clarity).

Figure 3.24: Pseudo-code for Random, Maximal-Fanout | nterwiring




Figure 3.25: 16 x 16 Randomized, Maximal -Fanout Network
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The probability that a network with a given number of faultsis complete for the randomly-
interwired, path expansion, and random maximal fanout, 3-stage and 4-stage networks. (A)
Each 3-stage network uses 48 radix-4 components to interconnect 64 endpoints. (B) Each
4-stage network uses 256 radix-4 components to interconnect 256 endpoints.

Figure 3.26: Completenessof (A) 3-stage and (B) 4-stage Multipath Networks

formly distributed random faults. Results for the three-stage and four-stage networks are shown
in Figure 3.26. The expected number of faults that each network can tolerate is summarized in
Table 3.4.
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Network Total || Test Expected Failure Error
Stages Wiring # Comp. || Trials Tolerated Bound
# Faults | % Network || # Faults

3 Random 48 || 1000 5.0 10% 0.063

3 Path Expansion 48 || 1000 8.1 16% 0.079

3 Random Max Fanout 48 || 1000 5.2 11% 0.060

4 Random 256 || 5000 11.8 4.6% 0.075

4 Path Expansion 256 || 5000 22.6 8.8% 0.130

4 Random Max Fanout 256 || 5000 125 4.9% 0.069

The above table shows the expected number of faults each network can tolerate while
remaining complete. Each network was fault tested as described in section 3.5.4 for the
indicated number of trials.

Table 3.4: Fault Tolerance of Multipath Networks

Wiring Extra-Stage Networks for Fault Tolerance

It is worth noting that we can achieve the same fault tolerance as indicated in this section
without using dilated routers. Consider replacing each of the dilated routers used in the networks
above with an equivalently sized (i.e. same number of inputs, ¢, and same number of outputs o)
dilation-1router (i.e. r = o, d = 1). The network we end up with isan extra-stage network since
we have increased the radix while leaving the number of stages the same. Form a fault tolerance
perspective, this resulting extra-stage network has the same yield probability as the corresponding
dilated network. As aresult, the network wiring issues introduced in Section 3.5.3 apply equally
well to extra-stage, multistage networks as they did to dilated, multistage networks.

Performance Degradation in the Presence Faults

We are also interested in knowing how robust the network performance is when faults accumu-
late. To that end, we consider a simple synthetic benchmark on the complete networks at various
fault levels. Thisgivesus someideaof the effects of congestion in the network, as well as how the
faults affect the overall performance of the network. The routing protocol detailed in Chapter 4 is
used for all of these simulations.

Our synthetic benchmark, FLAT24, was designed to be representative of a shared-memory
application. FLAT24 uses 24-byte messages with a uniform traffic distribution. FLAT24 generates
0.04 new messages per router cycle based on the assumption that the network is running at twice
the clock rate of the processor and a data-cache miss rate of 15%. The application is assumed to
barrier synchronize every 10,000 cycles, or every 400 messages. Modeling barrier synchronization
exposes the effects of localized degradation. If a small number of nodes have significantly fewer
paths through the network than the rest of the nodes, the nodes with less connectivity will fall
behind those with more. In areal application, these nodes will tend to hold up the remainder of the
application since they are not progressing as rapidly as the rest of the nodes in the network. The
periodic barrier synchronization is a simple and pessimistic way of limiting the extent to which
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Comparative I/O bandwidth utilization and latencies for 3-stage and 4-stage random and
path expansion networks on FLAT24. Recall from Table 3.4 that expected percentages of
failuretolerated by random and deterministic networksare, respectively: 10% and 16% for
3-stages; and 4.6% and 8.8% for 4-stages. Note that the performance degradation appearsto
level off because only complete networks are measured. Although the surviving networks
suffer less degradation as percentage of failureincreases, the number of surviving networks
is becoming substantially smaller.

Figure 3.27: Comparative Performance of 3-Stage and 4-Stage Networks

nodes may get ahead of each other and hence exposing the effects of this localized degradation.
This synthetic application and the smulationsin general are described in detail in [Cho92]; most
relevant details are reprinted in Appendix A.

Figure 3.27 showsthe performance degradation of FLAT24 on the surviving networks as various
fault levels. Herelatency isthe average time from when amessageisinjected into the network until
thetimeitsreply and acknowledgment are received. 1/0O bandwidth utilization measuresthe average
fraction of network outputs which are receiving or replying to successful message transmissions at
any pointintime. This provides a measure of the useful bandwidth provided by the network.
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1 Beginwithal nodeslive.
2 Determine the I/O-isolated nodes and remove them from the
set of live nodes.
3 Each faulty chip leading to at least one live node is declared to be blocked.
Propagate blockages from the outputsto the inputs according to
the definition of blocking given below.
4 If al of anode's connections into the first stage of the network
lead to blocked chips, remove the node from the set of live nodes.

This agorithm harvests the nodes in a networks which retain good connectivity in the
presence of faults. The algorithm will sacrifice nodes which still retain weak connectivity
in order to maximize the performance of the harvested network.

> A router is said to be blocked if it does not have at least one unused, operational output
port in each logical direction which leads to a router which is not blocked.

> An /O-isolated node isanodewhich haslost all of itsinput connectionsto thefirst stage
of the network or all of its output connections from the final stage of the network.

Figure 3.28: Chong's Fault-Propagation Algorithm for Reconfiguration

3.5.5 Network Harvest Evaluation

To evaluate the harvest rate of a network with faults, we use the reconfiguration algorithm
suggested by Chong in [CK92]. This reconfiguration algorithm identifies all nodes with “good”
network connectivity. The algorithm does not necessarily identify all nodes which retain full
connectivity in the network as available in the harvested network. Since it is the overall system
performance that matters, not simply the number of nodes available for computation, Chong ob-
servesthat better overall performance is achieved when nodes with low bandwidth into the network
are eliminated from the set of nodes used for computation. Chong's algorithm is summarized in
Figure 3.28.

Figure 3.29 showsthe harvest rate for a 5-stage, radix-4, dilation-2 (1024 node) network. Also
shown isthe degradation in application performance assuming that the application can be efficiently
repartitioned to run on the surviving processors.

3.5.6 Trees

Fat-trees have the same basic multipath, multistage structure as the multistage networks de-
scribed so far in this section. It is easiest to think of each fat-tree network as two sub-networks.
One sub-network routes from the root of the tree down to the leaves. This portion looks almost
identical to therouting performed by the multistagenetworksthat have been discussed. Particularly,
this downward routing network performs the same recursive subdivision of possible destinations
at each successive routing stage. The other sub-network allows connections to be routed up to
the appropriate intermediate tree level and then cross over into the down routing sub-network.
In fact, we could think of the flat, multistage networks as a tree which had a degenerate up and
crossover sub-network. In these networks, the up network is simply set of wireswhich connect all
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Figure (A) shows the percentage of hode |oss under the criterion of fault-propagation. Fig-
ure (B) compares the performance of the randomly wired multibutterfly with therandomized
maximal fanout network.

Figure 3.29: Fault-Propagation Node L ossand Performance for 1024-Node Systems (from [CK92])

network input connections directly into the root of the tree. It is the upward routing portion of the
tree networks which give them their ability to exploit locality. Two nodes close to each other can
cross over low in the tree structure and avoid traversing a large number of routers or consuming
bandwidth near the root of thetree.

Fat-Trees

Fat-trees are distinguished from arbitrary tree based networksin that the interconnection band-
width increases towardsthe root of thetree. Theinternal tree connections closer to the root require
more bandwidth because they service a larger number of nodes below them. For instance, in a
binary fat-tree the root of the tree will see al traffic that is not constrained solely to either half of
the machine. The property that makes fat-tree structures most attractive is their universality prop-
erty. Leiserson shows that, when the rate of bandwidth growth in the fat-tree is chosen properly,
fat-trees can be volume universal. That is, a properly constructed volume O(V') fat-tree network
can simulate any volume ©( 1) network in polylogarthmictime [Lei85] [Lei89] [GL85].

The key observation in demonstrating the universality of various fat-tree structures, is that the
physical world places constraints on the ratio between the volume of aregion and the wire channel
capacity, and hence bandwidth, which can efficiently enter or leave that volume. The channel
capacity into a volume is limited by the surface area surrounding that volume. As we scale up
to larger systems and hence larger volumes, the surface area of a given volume, V', grows only
as G)(Vg). To remain volume efficient, the channel capacity can only grow as G)(Vg). If the
channel capacity grows faster than this, then the size of the system packaging is limited by the
channel capacity between regions rather than the volume of the system being packaged. As the
system becomes large, pieces of the system must be placed further apart due to the interconnection
bandwidth constraints. As a result, the universality property will not hold because the number of
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processors per unit volume is decreasing as the system increases in size. If the channel capacity
grows slower than this, the universality property does not hold due to insufficient channel capacity
to support the potential message traffic. For binary fat-trees L eiserson showsthat channel capacity
should increase as /4 per stage toward the root of the tree in order to achieve volume universality.

Fat-trees also have considerable flexibility. When other pragmatic issues dictate a structure
that allows more channel capacity, and consequently more bandwidth, at higher tree levels than
is appropriate for volume-universality, the basic fat-tree structure can accommodate the increased
interstage capacity. This additional channels will allow additional fault tolerance and lower the
network’s contention latency, .

Building Fat-Trees

We can build fat-tree networks with the same fixed-size, dilated routers which we have used to
construct flat, multistage networks. The use of such routers in the down sub-network is obvious
since the down sub-network performs the same sorting function as in the flat networks. Here,
the router radix defines the arity of the fat-tree. The up routing sub-network needs to expand the
possible destinations so that a given route may make use of a large portion of the bandwidth at
some higher tree stage. The up routing sub-network aso needs to provide switching which allows
periodic crossover to the down routing network. At the same time, the bandwidth between tree
levels needs to be controlled to match the application requirements as described in the previous
section. Just as with the flat-multistage networks, the endpoint connections are weak linksand one
generally wants to organize networks with multiple network connections per endpoint. Similarly,
theissues of wiring the internal stages for fanout apply equally well here.

As an example, consider building a fat-tree using radix-4, dilation-2 routing components. The
down sub-networksis a quaternary tree. In the up sub-network, we use the routing componentsto
switch between upward routing and crossover connectionsinto the down sub-network. We can take
advantage of the radix-4 switching provided by the routing component to route to several crossover
connections at a single switching stage. As aresult, we effectively create short-cut paths in the up
routing tree. Figure 3.30 shows how aradix-4 up router can switch to three successive tree-stages
and provide upward connection in the tree. Since each up router in the up sub-tree services three
down-tree stages, the route to the root is only % log, N long. Figures 3.31 and 3.32 shows the
logical connectivity for the up and down sub-trees using the short-cut crossover scheme shown in
Figure 3.30.

3.5.7 Hybrid Fat-Tree Networks

Fat-trees allow usto exploit a considerable amount of locality at the expense of lengthening the
paths between someprocessors. Flat, multistagenetworksfall at the opposite extreme of thelocality
spectrum where all nodesis uniformly close or distant. Another interesting structure to consider is
ahybrid fat-tree. A hybrid fat-tree is a compromise between the close uniform connectionsin the
flat, multistage network and the locality and scalability of the fat-tree network. Inahybrid fat-tree,
the main tree structure is constructed exactly as described in the previous section. However, the
leaves of the hybrid fat-tree are themselves small multibutterfly style networksinstead of individual
processing nodes. With small multibutterfly networks forming the leaves of the hybrid fat-tree,
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direction for fault tolerance.

Figure 3.30: Cross-Sectiona View of Up Routing Tree and Crossover

small to moderate clusters of processors can efficiently work closely together while still retaining
reasonable ability to communicate with the rest of the network.

The flat, leaf portion of the network is composed of several stages of multibutterfly style
switching. Each stage switches among » logical directions. The first stage is unique in that only
(r — 1) of the r logical directions through the first stage route to routers in the next stage of the
multibutterfly. The final logical direction through the first routing stage connects to the fat-tree
network. The remaining stages in the leaf network perform routing purely within the leaf cluster.
To alow connectionsinto the leaf cluster from the fat-tree portion of the network, one r-th of the
inputs to the first routing stage come from the fat-tree network rather than from the leaf cluster
processing nodes. Figure 3.33 shows a diagram of such aleaf cluster. This hybrid structure was
introduced in [DeH90] and is developed in more detail there.

3.6 Flexibility
In Section 2.8, we raised some concerns about how well a network topology can be adapted

to solve particular applications. Having reviewed the properties of these networks, we can answer
many of the questions raised.
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Figure 3.31: Connectionsin Down Routing Stages (left)

Figure 3.32: Up Routing Stage Connectionswith Lateral Crossovers (right)
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Figure 3.33: Multibutterfly Style Cluster at Leaves of Fat-Tree

¢ How do we provide additional bandwidth for each node at a given level of semiconductor
and packaging technology?

If we assume that the semiconductor technology limits the interconnect speed, then we are
trying to increase the bandwidth in an architectural way. With both flat multipath networks
and multibutterflies, we can easily increase the bandwidth into a node by increasing the
number of connections to and from the network, (i.e. n: and no). This aso has the side
effect of increasing the network fault tolerance.

52



¢ How dowe get more/lessfault tolerance for applicationswhich have a higher/lower premium
for faults

The simple answer here is to increase the number of connection to and from the network,
sincethisisthebiggest limitationto fault tolerance. Using higher dilation routerswill provide
more potential for expansion and hence better fault-tolerance. Hybrid schemes which use
extra-stages in a dilated network will aso serve to increase the number of paths and hence
the fault-tolerance of the network.

¢ How do we build larger (smaller) machines?

The scalability of the schemes presented here, allow the same basic architectureto be usedin
the construction of large or small machines. For very large machines, we saw that fat-trees or
hybrid fat-trees are the best choice. For smaller machines, we saw that multistage networks
may provide better performance. 1n between, the details of the technologiesinvolved aswell

as other system requirements will determine where the crossover lies.

¢ How can we decrease latency? at what costs?

We have control over the latency in severa forms. The switching latency (7) is directly
controlled by the router radix, . Increasing the radix of the router will lower the number
of stages which must be traversed and tend to decrease latency. However, the router radix
is limited by the pin limitations of the routing component. Increasing the radix will either
require an increase in die-size and package pin count (and hence cost), or a decrease in
dilation or data channel width. Decreasing dilation will tend to reduce fault-tolerance and
increase congestion. Decreasing the data channel width decreases the bandwidth and thus
increases both congestion and the message transmission time (7, 4,,sm4¢). BY increasing the
channel width, we can decrease transmission time; again, this will either increase die-size
and cost, or require the decrease in radix or dilation. Finaly, we can decrease congestion
by increasing router dilation or increasing the aggregate network bandwidth. Increasing the
dilation, again must be traded off against radix, channel width, and cost. Increasing the
number of inputs and outputs to the network will increase the aggregate bandwidth of the
network at the cost of more network resources.

3.7 Summary

In this section, we have examined network topologies suitable for implementing robust, ow-
latency interconnect for large-scale computing. We saw that express-cubes and fat-trees have the
best asymptotic characteristics in terms of latency and growth. We also saw how the multipath
nature of these networks allows the potential for tolerating faults within the networks. For many
networks, we seethat architectureswhich tolerate network fault do not necessarily require additional
network latency. The only increasein network latency resultsfrom thelower bandwidth availablein
the faulty network. We examined detailed issuesrelevant to wiring multistage networks. We found
that good performance results from wiring the network to avoid congestion and that randomized
techniques provide the best strategy currently known for achieving such network wirings.
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3.8 Areas to Explore

We have, by no means, explored al the issues associated with selecting the optimal network
for every application. Thefollowingisalist of afew interesting areas of pursuit:

1. Itishardto provideafina head-to-head latency comparison between networkswithout agood
guantification of the effects of congestion in various networks. As mentioned in Section 2.4,
thisis particularly difficult because the effects of congestion are highly dependent upon the
network usage pattern needed by the application and the detailed network topology. A good
guantification of congestion applicable across a wide range of networks and loading patterns
would go along way toward hel ping engineers design and evaluate routing networks

2. InSection 3.5.4wedemonstratethat aclassof extra-stage networks hasthe samefault-tolerant
properties as dilated networks. These networks will generally have lower performance due
to the necessity to make detailed routing decisions at the node rather than inside the network
where the freedom can be used to minimize blocking. It would be worthwhile to quantify
the magnitude of the performance improvement offered by the dilated routing components.

3. Express-cubes have the same asymptotic network characteristics as fat-trees. We avoid
detailed consideration of these networks at this point due to the difficulties associated with
efficiently routing on such networks in the presence of faults. In the next chapter, we will
show how to route effectively with faults for fat-tree and multistage networks. 1t would be
interesting to see comparable routing solutionsfor express-cubes.



4. Routing Protocol

In the previous chapter, we saw how to construct multipath networks. The organization of these
networks offers considerabl e potential for low-latency communication and fault-tol erant operation.
To make use of this potential, we need arouting scheme which is capable of exploiting the multiple
paths with low latency. In this chapter, we develop a suitable routing scheme and show how it
meets these needs.

4.1 Problem Statement

Asintroduced in Chapter 1, we need a routing scheme which provides:
. Low-overhead routing
. Protocol Flexibility

1
2
3. Distributed routing
4. Dynamic fault tolerance
5

. Fault identification and localization with minimal overhead

4.1.1 Low-overhead Routing

Any overhead associated with sending a message will increase end-to-end message latency.
There are two primary forms of overhead which we wish to minimize:

1. Overhead data
2. Overhead processing

Overhead data includes message headers and trailers added to the message. Overhead data will
diminishthe avail able network bandwidthfor conveying actual messagedata. Overhead processing
includes the processing which must be done at each endpoint to interact with the network (e.g. 7,
T,,) and the processing each router must perform to properly processeach datastream (€.9. ts.izch)-
Endpoint overhead processing includes:

1. processing necessary to prepare data for presentation to the network
2. processing necessary to use data arriving from the network
3. processing necessary to control network operations
We want a protocol that satisfies the various routing requirements with minimal overhead in terms

of both processing time and transmitted data.
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4.1.2 Flexiblity

In theinterest of providing general, reusable routing solutions, we seek aminimal protocol for
reliable end-to-end message transport. Specific applications will need to use the network in many
different ways. To allow as large a class of applications as possible the opportunity to use the
network efficiently, the restrictions built into the underlying routing protocol should be minimized.

4.1.3 Distributed Routing

In the interest of fault tolerance, scalability, and high-speed operation, we want a distributed,
self-routing protocol. A centralized arbiter would provide a potential single point of failure
and have poor scalability characteristics. Rather, we need a routing scheme which can allocate
routing resources and make connections efficiently in practice using only localized information. A
distributed routing scheme operating on local information has the following beneficial properties:

o faultsonly affect asmall, localized area

e routing decisions are simple and hence can be made quickly.

4.1.4 Dynamic Fault Tolerance

To provide continuous, reliabl e operation, the routing scheme must be capabl e of handling faults
which arise at any point in time during operation. Asintroduced in Section 2.1.1, transient faults
occur much more frequently than permanent faults. Additionally, for sufficiently long computations
on any large machine, one or more componentsare likely to become faulty during the computation
(e.g. example presented in Section 2.5).

4.1.5 Fault ldentification

Although, arouting protocol which can properly handle dynamic faults can tol erate unidentified
faultsin the system, the performance of the routing protocol can be further improved by identifying
the static faults and reconfiguring the network to avoid them. Fault identification also makes it
possible to determine the extent of the faultsin the system. This allows us to determine how close
the system is to becoming inoperable. To the extent possible, the routing scheme should facilitate
fault identification with low overhead. The faster that faults can be identified and the system
reconfigured, the lessimpact the faults will have on network performance.

4.2 Protocol Overview

We have designed the METRO Routing Protocol (MRP) to addresses the issues raised in Sec-
tion 4.1. MRP is a synchronous protocol for circuit-switched, pipelined routing of word-wide data
through multipath, multistage networks constructed from crossbar routing components. MRP uses
circuit switching to minimize the overhead associated with routing connections while facilitating
tight time-bounded, end-to-end, source-responsible message delivery. MRP is composed of two
parts. a router-to-router communication protocol, MRP-ROUTER, and a source-responsible node
protocol, MRP-ENDPOINT.

56



In operation, an endpoint will feed a data stream of an arbitrary number of words into the
network at the rate of one word per clock cycle. The first few data words are treated as a
routing specification and are used for path selection. Subsequent words are pipelined through
the connection, if any, opened in response to the leading words. When the data stream ends, the
endpoint may signal arequest for the open connection to be reversed or dropped. When each router
receives a reversal regquest from the sender, the router returns status and checksum information
about the open connection to the source node. Once all routers in the path are reversed, data may
flow back from the destination to the source. The connection may be reversed as many timesasthe
source and destination desire before being closed. End-to-end checksums and acknowledgments
ensure that data arrives intact at the destination endpoint. When a connection is blocked due to
contention or a data stream is corrupted, the source endpoint retries the connection.

4.3 MRPin the Context of the ISO OSI Reference Model

MRP fits into a layered protocol scheme, such as the ISO OS| Reference Model [DZ83] at the
data-link layer (See Figure 4.1). That is, MRP itself isindependent of the underlying physical layer
whichtakes care of raw bit transmissions. MRP is, thusindependent of the electrical and mechanical
aspects of the interconnection. The protocol is applicable both in situations where the transit time
between routersislessthan the clock period and in situationswhere multiple data bitsare pipelined
over long wires (See Section 3.2). MRP provides mechanisms for controlling the transmission of
data packets and the direction of transmission over interconnection lines. 1t aso provides sufficient
information back to the source endpoint so the source can determine when a transmission succeeds
and when retransmission is necessary. By leaving the retransmission of corrupted packets to the
source, MRP alows the source endpoint to dictate the retransmission policy. As such, both the
MRP-ROUTER and MRP-ENDPOINT are required to completely fulfill the role of the data-link layer.
Since MRP provides dynamic self-routing, the protocol layer identified as the network layer by the
ISO OSI model is also provided by MRP.

MRP itself is connection oriented, though there is no need for higher-level protocols to be
connection oriented. Together, MRP-ROUTER and MRP-ENDPOINT provide a reliable, byte-stream
connection from end-to-end through the routing network.

4.4 Terminology

Recall from Chapter 3 that a crossbar has a set of inputs and a set of outputs and can connect
any of the inputsto any of the outputs with the restriction that only one input can be connected to
each output at any point in time. A dilated crossbar has groups of outputs which are considered
equivalent. We refer to the number of outputswhich are equivalent in a particular logical direction
asthecrossbar’sdilation, d. We refer to the number of logically distinct outputswhich the crossbar
can switch among asitsradix, r.

A circuit-switched routing component establishes connections between its input and output
ports and forwards the data between inputs and outputsin a deterministic amount of time. Notably,
there is no storage of the transmitted data inside the routing component. In a network of circuit-
switched routing components, a path from the source to the destination is locked down during
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Figure 4.1: METRO Routing Protocol in the context of the ISO OS| Reference Model

the connection; the resources along the established path are not available for other connections
during the time the connection is established. In a pipelined, circuit-switched routing component,
all the routing components in a network run synchronously from a central clock and data takes a
deterministic number of clock cycles to pass through each routing component.

A crossbar is said to be self-routing if it can establish connections through itself based on
signalling on its input channels. That is, rather than some external entity setting the crosspoint
configuration, therouter configuresitself in responseto requestswhich arriveviatheinput channels.
A router is said to handle dynamic message traffic when it can open and close connections as
messages arrive independently from one another at the input ports.

When connections are requested through a router, there is no guarantee that the connections
can bemade. Aslong asthedilation of therouter issmaller than the number of input channelsinto
arouter (i.e. d < ?), itispossiblethat more connections will want to connect in a given logical
direction than there are logically equivalent outputs. When this happens, some of the connections
must be denied. When a connection request isrejected for thisreason, it is said to be blocked. The
data from a blocked connection is discarded and the sourceis informed that the connection was not
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Figure 4.2: Basic Router Configuration

established.

Once a connection is established through a crossbar, it can be turned. That is, the direction of
data transmission can be reversed so that data flows from the original destination to the original
source. This capability is useful for providing rapid replies between two nodes and is important
in effecting reliable communications. MRP provides half-duplex, bidirectional data transmission
since it can send data in both directions, but only in one direction at a time. When data is flowing
between two routers, we call the router sending data the upstream router and the router receiving
data the downstream router.

Since connections can be turned around and data may flow in either direction through the
crossbar router, it is confusing to distinguish input and output ports since any port can serve as
either an input or an output. Instead, we will consider a set of forward ports and a set of backward
ports. A forward port initiatesaroute and isinitially an input port while abackward port isinitially
an output port. The basic topology for a crossbar router assumed throughout this chapter is shown
in Figure4.2.
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| Signal/Datum | Control Bit | Control Field |

IDLE/DROP 0 all zeros
ROUTE 1 direction specification
TURN 0 all ones
STATUS 1 port specification
CHECKSUM 1 checksum bits
DATA-IDLE 0 distinguished hold pattern
DATA 1 arbitrary

The words sent over the network links can be classified as datawords and signalling words.
The use of asingle control bit which is separate from the transmitted data bits allows out of
band signalling to control the connection state. This table shows how control signals and
data are encoded. The control field is a designated log,(max(r, d)) bit portion of the data
word.

Table 4.1: Control Word Encodings

4.5 Basic Router Protocol

The behavior of MRP-ROUTER isbased on the dialog between each backward port of each router
and its companion forward port in the following stage of routers. In this section, we describe the
core behavior of the router signalling protocol from the point of view of a single pair of routing
components.

4.5.1 Signalling

Routing control signalling is performed over data transmission channels. Using simple state
machines and one control bit, this signalling can occur out of band from the data. That is, the
control signals are encoded outside of the space of data encodings. Out of band signalling allows
the protocol to passarbitrary data. Table4.1 showstheencoding of varioussignals. Thecontrol field
isadesignated portion of the dataword. Dueto encoding requirements, itisat least log,(max(r, d))
bitslong. Theremainder of this section explainshow these control signalsare used to effect routing
control.

45.2 Connection States

The states of a forward-backward port pair can be described by a simple finite state machine.
Figure 4.3 shows a minimal version of this state machine for the purpose of discussion. Each
transitionislabeled as: <event>/<result><dir>. Where <event> isalogical expression, usualy
including thereception of aparticular kind of control word, <result>> isan output resulting fromthe
reception, and <dir> isan arrow indicating the direction which the <result> issent. For instance,
the arrow from swallow to forward means that when a DATA word is received and the resulting
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output direction specified is not blocked, forward the DATA out the allocated backward port in the
forward direction and change to the forward state.

- —/checkgu Rlocked
Status

turn/status< -

Drop
drop + resef/dr

Blocked data

%data*blocked
ow
Swallow

idle/id Je data*-blocked/data- >

data/data-

Status

route*-sw allow oute —

Forward

-—-/checksum < -

furn/status< -

Backward

--/d a-id te

data/data< -

NoTurn

turn /did te

drop/drop->

Asaconnectionisopened,released,reversed,and used inthe nety
w ithin the netw ork go through a series ofconnection states as sh «
are initiateacheyiphteofa control widd)adn(8ene dadbified b ythe localstate

oftherouter.Each tran s kaent-fsrdsaltr-edied <cegent>describes

thecontrolword received alo<megii-iith esnaote tp wtdwfierd;resulting

from the ediesnis;an arrow indicatingth e<deule-dsiseamat.hich the

Figure 4®P-ROUTERCONnection States

4.5.3 Router Behavior
Idle port

Whenaconnectionbetweenroutersisiledtate sWhtiHe imotheecti
idle state,the backward portiorEva ood teritsacrosmeigp dhned in gforw a |
inthe nextstage ofthe netw ork.Aforw ard portinterprets the recé¢
thatitshould rem aininan idle state and hence shouldnotattem
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Route

To route a connection tkouoEwgb rdricUa e rirato a router forw ard po
forward portrecognizesthetransition ofthe certovirbgwirloem th e ze
the connection wasidle,to aone.The routerthen usesthe cont
routingdirection. Th e rorotueerwfoormd ahd e gtk a backw ard portin th
direction,ifone is available,and locks do wam tth e rdsncraenchie n so
passedinthe samedirection.lfno outputisavailable,theconneft

Data

All w ords w ith control setbits w hickowmew oea deave dfofow @awdia d a
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inthenetw ork.

Data Completion
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direction ofthe connectionaround forareply.
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theroutertoclosedownanopenconnectionand freeuptheout
portis fre eodovva @rd ,it fo rwraradle agto the nextrouterthen returns tc

To turn a connection around,ttbrnwngrut; gwohre hstdive noaster receiv
TURNW ord,itforw ards the turn outthe allocated outputport,ifthe
statuswords.Figure 43show saversionoftheprotocolw hichretur
fllthe pipelinedelayassociated with inform ingthe subsequentro
and gettingbackw ard datafrom thesubsequentrouter.The fillerw
connectionissendingdatain the forw atueNostr rewveligeddirection w |

In the forw ard direction , th esTAusiw eorride awun rdcHdiesoiiay o rd . If
theconnectionwasnotblocked duringtheroutingcycle,after se
bereceivingdatainthereverse direction and wnlhfecwi@andwth Bs d a:
blocked,the rou oeoriv row @ rfa Id caveHaETKSUUIME@ n d returns to the idle state

Inthe backw ard direction,the roaat®urEw m pdly eenfal rsesseeva daih gth e
reverse data.Inorderforaportto beinthebackwarddirection,th
theroutersotherewillalways be datato propagate follow inga b«

Checksum and Status Information

Th esTATUSa naHECksuMw ords form a series ofw ord wide values w hict
the source node ofthe integrityoftheaom newcteonnmttae p datihr cougha |
through the netw ork spapuewtoa d onffdiremn s the source aboutw hich o
equivalentbackw ard ports,ifanythrough whichtheconnectioni
arrives uncorrupted atthe source endpoint,itallow s the sourc
w hich the connection was actuallyrouted. When a connection
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inform ation serves to pinpoinéewane rebthoec& @ n €caipenmbaininghbit
STATUSW ord ,together w ithcHEoxsbMtws omdiloe w ords,can be used to tra
longitudinalchecksum back tothesource.Thischecksum isgen
theconnectionmiutgien thhe damaptteve ord itself. When dataiscorrupte
to faultsin the netw ork,thechecksum providesthe source endp
identifythe m ostlikelycorruptionsource .

4.5.4 Making Connections

Whenaconnectionisopenedthrougharouter,theremayorm a
desired logicaloutputdirection.Ifthere isno available output,th
bitsassociated w ith the data stream .When the costamusction is late
wordr returned bythe routingnode inform sthe source thatthe m
When exactlyone outputinthe desired direction is available,the
through thatoutput.When multiple paths are available,theroute
appropriate backwranddmiyf o tvs € heocste @ vailab le .

Thisrandom path selection isthe keyto m akingthe protocol
w hile avoidingtheneed forcentralized inform ation aboutthe netyv
protocolsimple.When faultsdevelop inthenetwork,the source
ordamaged connection bythe acknowledgmentfrom the destin
resend the data.Since theroutingcom ponents selea¢handomly
stage,itis highlylikelythatthe retryconnection willtake an altern
avoidingthe newlyexposed fault. Source-responsibler retrycoupl
selection guarantees thatthe source can eventuallyfind a fault-
provided one exists. Therandom selection also frees the source
oftheredundantpaths provided bydilated com ponentsin the ne
equivalentavailable outputsisan extrem elysim ple selection crit
can be implemented with little areadond cehesddi® ma a leos peege dr.eF
stateinform ation notalreadycontained ontheindividualrouting

4.6 Network Routing

Each routerin a path through the network needstosee a differ¢
werequire theroutingspecification tRduEwnoa dixead apl boswtieflicie mht e
im plem entation ofthe protocol,th eedaactlh s@ @ tre rnmtlu isst o @ sd tiifie m eb
Betw een routingstages,the bitsofthe datapath canbepermuted
see distinctcontrol fields. This bitreorderingallow s a single rou
through severalrouters. How ever,ifthe netw ork is sufficientlylar:¢
routingw ord willeventuallybeexhausted beforethefullroutethro
To deal with MrRP® Llasves routingsw itchesto be configured to ignore
inanincom ingm e s ssageokgoenttign gation bit. This option allow s ne
be arbitrarilylarge.Everytim e all orbiTEwro udtia rgeb et imovdee d ,th e
word can be discarded allow ingroutingto continue w ith the fre:
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word.In this m anmmewthrd firstthe m essage follrouwrsw gthdeie rigin al
prom oted routee tthred after the originalis exhausted.

4.7 Basic Endpoint Protocol

Netw o rk e n d perienbBOMNTt® guarantee the deliveryofatleastone u
copyofeach m essage stream to threddeosiivteadhdaensnt enl atmoti eAs oeu rc
ofaconnectiomelworkinplewd hile a re medigio get c h an n eetwiskc alled a
output. At the m ost primeidivd lreadiVWpatlbbehaves like arouterbackw ar
each network outputbehaves like a router forwapdipamntd The co
output,however,ismoreinvolved thanthe simple data stream ha
backward portsasdescribed inthe Section 4.5.

4.7.1 Initiating a Connection

When anode wteanésai@ enction overthe netw ork,the netw ork inp
header and message checksum to the data and send itinto th
then follow ed wbDRORoermtkNgo andicate the disposition ofthe link fol
transm ission.The initoalkrs ¢ikeage thus |

(ROUTE)* o (DATA)* o (DATA:hecksum)* © TURN
<OR>
(ROUTE)* o (DATA)* o (DATA:hecksum ) © DROP

Th ®koutEw ord orwords specifies a path to the desired destinati
how the datapath and r routerscan be configured so thatuniquer
routingcom ponentinthe path betw eenthe source andthe dest
constructed accordingly.

In general,a nodpleasemnwuo tk.iln the sam e w aythatrouters choo
amongthe available logicallyequivalentoutputs,the node shoul
available netw ork inputs. The benefits in term s ofdynam ic fault ¢
the routers as discussed in Section 454, Whtempmleahcaifleeeean © pkaitih u s
specification w hich reachnbédes,cams @ desdibatibe case in an extra
netw ork (Section 3.34h dhueldscbh ooese random lyam ongthe availabl
the network. Thisrandom selection avoids worst-case congestit
the network and gives the routingalgorithm the propertythatitc:
netw ork. In these extra-stage cases,we are simplym ovingthe ra
from insidethe network tothe originatingendpoint.

Each m essage should be guarded w ith a checkescuemviog the m e
endpointcan identiffw hen a message hasbeencorrupted.Thel
chosensothattheprobabilityofacorrupted m essage havinga go ¢
forthe intended application. The checksum should be construc
m istakenlydelivered to an in ac crepcttendoadseawvalllind onb lelees ®&geeat th at
w ayto ensure thisisto include the destination node num berin
anotherwould betoseedthechecksum asifthe frstportion ofth
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butnotactuallytransm itthenodenumber.ltisnot,ingeneral,pos
inthechecksum andusethem inplaceofthenode-numberfora
thecorrectdestination.With extra-stage netw orksortreenetwor
destinationw ith m anydiferentroute-path specifications.Insuch
notunique to eacrhoddeesaimda siom e ofthose routingw ords w ill have
the message in the netw ork (Se eo 8encdicotnofbyle amire silbledeed e stin ati
Ifthe stripped routingw ords were used in calculatingthe check:
nowayofknowingw hatthe stripped routingw ords were and het
com putation.

Ifthe sendingnodeneedstoguarante eethenivéldebmyta & sdagge twnaad iaoar
node,itmustturn the network around aftersendingthe data ratl
Unlessthenodeturnsthe network and gets areplyfrom the dest
endpointwillnotknow whathappenedtothemessageinside th
responsibleform essageretransmissioninthecaseofnetw ork c¢
themessage forretransm ission untileac ®uvda bfie ra cth re odve be dngant ieon

4.7.2 Return Data from Network

After sen d ToRytiiméo the netw ork ,the soacreievee stApgosmtnditlire c k s u
inform ation from each router indme @ attilo o p Eonretth é gimepdified ro

protocolshownin Figure 43thereplieswilllook like:
(STATUS o CHECKSUM)® o DROP
<OR>
(STATUS © CHECKSUM)N o (DATA)* o (DATA hecksum )* © DROP
<OR>

(STATUS o CHECKSUM)" o (DATA)* o (DATAchccksum)* © TURN

Her&isthe num berofstages inishtb @ eaiwmob le raonfdtages into the ne
connection wasrouted bsfavelnittWeas ddeokledrle a connection is
the source willonlyreceive this status inform ation up to and in
blockingoccurred. As noted in Section 453, the checksum and st
sourceendpointw ith inform ationw hich allow ittolocalize the s

Itisim portantto note thatthe checksum scomingback from t
determine w hether or not the dcecsetbrsdutlbyr eecnedipecdinth & alsasal. Sin
dynam ic faultm ayarise atanypointintim e,afaultm ayforexam ple
themessage datawassentpassedtherouterbutbeforetherout
case,acorrupted checksum could seem to appearfrom arout
corruption.Forthisreason,thechecksumsfrom therouters ser
sourceendpointmustuse inform ation from the destination end
ornotthe destinationreceived the datauncorrupted.

When aconnectioniscom pleted thmnuenrghathheers ehwe adrks aiftartitdr
node,the destination hastheopportunitytoreply Atthe veryleast
data stream arrived uncorrupted.Dependingonthe application,
sendreplydata alongw ith thisacknowledgm ent.When the destil
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data should also be guarded with a checksum to protectagains
Whenthe destination sim pely& ¢k tnoofa rhe & enaoy dad@d gancentencodin
should bechosen sothatthereilstgtthfictia m €kga imve lemrgnberbt c an

becorrupted inthmopwlzeidiggn 2 t. After itsreply,the destination m &
downthenetworkconnectionorturntheconnectionaround foi

4.7.3 Retransmission

We m aysurm ise thata connection has failed to transfer data -
follow ingoccur:

1. The path isblocked duetoresourcecontentioninthenetw o
2. The destination node indicatesthatdatawascorrupted upo!
3. The return data stream doesnotadheretoprotocolexpectati

In anyofthese events,the source mustretransm itthe data ifitw
ofuncorrupted data. The frsteventm ayoccurw hen the netw ork
optionsindicate thatthere is a faultin the network. Blockingca
kinds ofnetw ork failure. The faultin the network could be transi
permanentfault. Since the endpointdoes notknow w hich kin
single faultoccurrence isnotconclusive evidence thata particu
Consequentlyythenode endpointm ayw ish to save aw aythe reply
faultanalysis.

When r retryingthetransmission,thesourcenodehassomefreec
The source maychoose to retrythe same message ora m essage
m aychoose toretryim m ediatelyor after a w aitperiod. Which tec
therequirements ofthe application.Ifthe application expects th
delivered to theirdestinationsintheordertheywere generated,t
chooseadifferentm essage.Since thepathonaretransmissionm
justtaken,itm aybe beneficialto im m ediatelyretrythe failed con
wasduetoblocking Whilemuchworkhasbeendoneonbackoff
systemgs[fLw n]),retransm ission policiesforthisclass ofnetw ork s
research.

fthe netw ork continuestoretaincompleteconnectivitybetw e
the source willeventuallybe able to deliver its m essage to its de
blockingoccursatsom e stage inthenetwork,somemessage ha:
inthenetwork.Thus,inorderfor a conag,accoonnntocliieo b lm awksd ¢h a ves
progresse ctd Fodlgew ingthisreasoning,aslongascompleteconneé
netw ork,som e connectiomdpwsnh,ea neda tthemgifdse,forw ard routin
isalways beingm ade.lfallconnections are treated equallyw ithin
chance ofbeingrouted through the network. Thus,wecanexpec
willeventuallycom plete aslongas apath existstothe desired en

How ever,ifthenetwork haslostfullconnectivitydue tonew lyari:
mayno longer be reigiomablleifdelre is a large amountofcontent

66



destinations,thenum berofattem ptsnecessaryto delivera m es
pragm atic m atter,w e oftenlim itthenumberofretriesallow ed.Ife
in afixed numberoftrials,th evreeEnorPeTri®@mofatissth nsdinform ation b a
to the node. Atthis point,the node m ayw ish to com municate w
the source and nature ofits problem ifilaéenmeatey marky@ia gnw $gic 50
verifyifnodes have actuallybeennewlydisconnected from thenet
from contention,thenthenode can take thisopportunityto infor
m anagementprotocols ofexcessive contention.

4.7.4 Receiving Data from Network

To m inim ize end-to-end netw ork latency,a system m aybegin pi
stream in parallel with the reception ofthe rem ainder ofthe da
receivingdata from the network,however,hasnoguarantee ofthe
receivinguntilitseesachecksoomdgumaray e ginepcroiviemgsin gthe date
asitarrivesonlyaslongasitcanguarantee thatthe processingitd
willhave no adverse affects ifthe dataiscorrupted.

For exam ple,consider a network operation w hich isintende
w ritten into thenda@stsnmteomnory. Ifthe onlychecksum wasatthe en
the destination nodeitiongbtdana irbtegim evnr o ryaesdh eveldh baeicaduesa gr
the address could be corrupted. In such a case,a corruptadd
to write data over som e arbitraryplace in the node’smemory. Si
guarantee aboutthe lengtheattivend.admeatw olftb é&aultcould cause th
to send w hatappearsas more data than the original,uncorrupt
wouldcause datain memoryfollow ingthe intended destination
these problem s,the message data could startw ith the destinat
are guarded w ith theirown checksum precedingthe actual dat:
the address and length are correctlyreceived,the data m aybe sf
corruption occursinthe data itself,the source willretransm itth
w hich the memoryisbeingm aintained,itm ayaecneessetsstdnreyfor th
mem orybeingoverw ritten untilthe finalverificatieiveodfthe integrity

Anode maegive a bad data stream foreitherofthe follow ingreas

l1.Checksum (s)indicate m essage m aybecorrupted
2. Data stream doesnotadheretoprotocolexpectations

When this happen o bhdeeriesscoenViyeggp ected to indicate itsrejection o
Ifthe receividg can give som eindication ofw hythe data stream w a
m aybe able to use thatinform ation w hen failure diagnosisis ne
pieceofinform ationthe sourcenoderequiresisthe factthe conn

4.7.5 ldempotence

In the introduction to this seFENDPONTWE aSr@idteéeadtth e uncorrupt
deliveryofatleastone copyofthe m essage tothe destination.We |
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the deliveryofexactlyone copyofthe m essage.How ever,source-re
the potentialfordynam ic faultoccurrences allow sform ultiple d

Considerw hathappenswhenthesourcereceivesacorrupted
orotherindicationsthatsom ethingiswrong.ltissafe to assum e
notbeclearwheretheproblem occurred.Particularlyifthe faultc
the destination,the source can believe thatan operation failed
successfully When the source thinks the operation has been cc¢
nature ofthe protocolhas the source retrythe operation since t
operation has notbeen accepted bythe destination. How ever,w
inwhichonlythe return dataoracknowledgmentwascorrupted
data stream asecond tim e.

The consequence isthatall op eramio s Kgptefd. Tmaetdsy 8 enrg
form inganoperationmmo ktpprbedtunc e d cfferentresultsfrom perform i
once.Ourprevious exam ple (Section 474)ofa cross netw ork w rit
since writingthe sam e data twice willnotchange the data w hic
ever,anetwork operation w hich caused arem otecounterto be
idem potentsinceincrem entingthe counterm orethanonce wo

There are afew choicesfordealingw ith theidem potence requl
alloperationsvrrtiicehctilyé¢o be idem potentorwe can implement
between appliemtibichhagndranteesidem potentm essage delivery

The Transm ission Control Protocol (TCP),in use on manylocal-
‘“reliable”data stream s byusingsequence num bers [Pos8l]to gu a
delivery When a source needstocommunicate with a destinatic
destination for a valid setofsequence naart b emsiqlheepsaocukre toafd A b
transm itted to the destination w ith a diferemtosdeegqker e nriamkb e r
ofallthe sequence num bersithas seen so thatexactlyone cop)
destinationis passed alongto higher-levelprotocols.In this m an
source-responsibleretransm issaocrh amw e Bl sarge de dfaud t hved Kiichegm p o
the protocollevelabove TCP.

While onecouldim plementa TCP-style uniqu e s®eRpisuncche num b e
asolutionisinefficientforhigh-speedcom municationsin alarge-s
overhead interm softhe space and processingtim e required tot
m essages based on sequencenumberscould easilybecom e m ¢
spacerequired forbasic m essage tranasni,ig s ieothyaAte hneantcve In cre
designingthe low estlevelcom m unicationsprim itivesto be idem
avoidingthiscost.

4.8 Composite Behavior and Examples

Havingdetailed thvePbnatshiespoé vious sections,this section review
behaviorand show sseveralrepresentative exam plesofprotocol
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Figure 44x186 Mu Itib u tterflyNetw ork

4.8.1 Composite Protocol Review

The sourceendpointfeeds m essagesintoarouterinthe firststs
w ord is tre aretdEw tride At e a ¢ h mouagjes ,¢hitdhher pipelined through then
orblocked byexistingconnections.Betw een r router stages,the bi
routingbits to each  router. When the bits are exhausted the subs
to sw allreuTElveo rd and pro mpatdevtd redfite tb e rRbuesew eow d . Wh e n
the entire m essage isfed into the netw orkyrhvwe cpoditec eewdlisge n e r:
theconnection.The firstroutesthruzh echeersuvovr b reé suarmaeé forw ard s
the data received from the second routerin the netw ork. The firs
routerin the netw ork w ill bseatus @ nscbieEcosoMiwro udte r Bhe source w ill,
thussuccessiveatyyeHeaxsvRw ord pairs from e a ohnmoeuctte o hn. ke ec
connection is blocked atsom e poin tprorfodllowksgios uter w ill se
CHECKSUMPp air;tOrdBwW ill close dow n the connection asitpropagates |
the connection was notblocked,the source willreceive data fr
fin aslraTus-cHECKSUMp air. The connection m aybereversed orclosed byt
hascompleted itsreply.

4.8.2 Examples

Considerthe network shown in Figure d.4 Uh étp msustipbue oatres fr
highlighted.Forthe sake ofsim plicityin exam ples,letusconsider
the pathsbetweeninputéand outputl1le. The same protocolisob
exam pleseasilygeneralize tothecom pletenetw ork.

Each ofthe follow ingexam ples (Figures 45through 410),show s se\
cationsoverone ofthe paths indioateacitioFigb ectw.2 Eamcrloaters is |
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w ith the control/data word transm ntodate d rwnighhté € ytilreeahid m o f
fow .Often words ofthe sam etype are subscripted sothe progres
tracked from cycle to cycle.

Opening a Connection

Figures 45and 46show how aconnectio
Figure 45succeeds onnommeniinrgahcrough the

blocked attherouterinthe third stage.

T ime

IDLE

IDLE

IDLE

IDLE

nisopenedthrough the
netw ork,w hereas the ¢

IDLE

=

D

R

©
ROUTlg IDLE IDLE IDLE IDLE
DABA ROUTlg IDLE IDLE IDLE
DA'{A DAEA ROUTlg IDLE IDLE
DAZA DAIA DABA ROUTlg i IDLE
te te te O ufte D S)T
DA%A DAEA DA'{A DAEA LROUTlg
et et et 0 U [tet D S)T
DAIA DAgA DAZA DAIA

DABA

Shown above isacycle-bycycle progression ofcontroland data thr
aconnectionis successfullyopened from one endpointto anoth
throughthenetworkadvancingone routingstageoneach clock cyc!
m essage istheroutingw ord.

Dropping a Connection

Figure 45c8we ssful Route through Netw ork

Figure 47show s an open connection beingdropped in the for

a connection from

the reverse direction proceeds identicallyw

destinationreversed.Ifthe copDroms piompia galbecdk e ol tohteh e router at

theconnection

isblocked.
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T ime

DLE DLE DLE Bus
@ R 0 ufte R o0 ufte
R ou
R OUT,E DLE DLE
1l B usly
S R et et
O Rou Rou R o ufter
B us
R ou
B us
R ou

DAGA R OUT.E DLE

@ R 0 ufte R o0 ufte
DATA DAFA R OUT,E

@ R 0 u et R 0 u et

DAZA DATA DAGA
@ R o0 ufte R o0 ufte B usly
R ou

DAZA DAJZA PATA [Bus
. " y
S R et et
Q Rou Rou R oulter

Intheeventthataconnecetiesfcdyonpeambedsthrough som e routingcon
nentinthe network,the m essage isdiscarded word-byw ord atth
shownabove depictssuch blockingarouterinthe third stage ofthe

Figure 4@&&€nection Blocked in Netw ork

T ime

D AT,A D ATzA D ATA D ATA D A JpA

@ R 0 ufte—t R 0 u et R 0 u et R 0 u et @T
D R OP D A J,A D A T4A D AT,A D ATA

@ R 0 ufte R 0 ufte R 0 ufte R 0 ufte @T
DLE D R OP D ATA D ATzA D ATA

@ R 0 ufte—t R 0 u et R 0 u et R 0 u et @T
DLE DLE D R OP D A J,A D A T4A

@ R 0 ufte R 0 ufte R 0 ufte R 0 ufte @T
DLE DLE DLE D R OP D AT,A

@ R 0 ufte—t R 0 u et R 0 u et R 0 u et @T
DLE DLE DLE DLE D R OP

@ R 0 ufte R 0 ufte R 0 ufte R o0 ufte @T
DLE DLE DLE DLE DLE

@ R 0 ufte—t R 0 u et R 0 u et R 0 u et @T

When thetransm intonpgo iemtind @ ckicke s to term inate am essage,itendst
w ithboropc o ntro |l w oorbrfdHl® w s the m essage through the netw ork res
each linkadmbnheection to idle after traversingthe link.

Figure 470rpinga Netw ork Connection
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Turning a Connection (Forward)

Figure 48show sasuccessfulconnection beingturned and back
thenetwork.Figure 49show show ablockedconnectioniscollar

T ime

DAZA DAJA DATA DATA DATA

S R R o0 ufte R 0 ufte R 0 ufte R o0 ufte @T
TURN DATA DATA DATA DATA

@ R 0 ufte—t R 0 u et R 0 u et R 0 u et @T
STATUS TUR N DAZA DAJA DATA

@ R o0 ufte R 0 ufte R 0 ufte R o0 ufte @T
CHE CK STATLUS TURN DATA DATA

@” R 0 u et R 0 u et R 0 u et R 0 u et @T
STATUS CHE CK STATUS TUR N DAZA

@ R 0 u e R 0 u[¥e— R 0 ufte R o0 ufte @T
CHE CK STATUS CHE CK STATUS TURN

@” R 0 u et R 0 u et R 0 u et R 0 u et @T
STATUS CHE CK STATUS CHE Cf DAGA

@ R 0 u e R 0 u[¥e— R 0 u[¥e— R 0 u[¥e— @T
CHE CK STATUS CHE Cf DAFA DATA

@” R 0 u et R 0 u et R 0 u et R 0 u et @T

When the source wishes to know the state ofits connection and
destination TiuRrfeia tlostdh e netw ork follow ingthe end ofits forw ard tra
data. Astiaknev ork s its w aythrough the netw ork,the links ittraverses
In the pipeline delayrequired forthe link to begin receivingdata in tl
eachroufgmomagceonmtsends statusand checksum inform ation to inforn
connection staterNAfeesrghhep agated allthe w aythrough the netw ork
routers alongthe connection have sentstatus and checksum w o
alongtheconnection.

Figure 48:Reversingan OpemnNedwvionk C

Turning a Connection (Reverse)

Turnsfrom thereverse direction proceed basicastAjuss forw ard ti
anaddecksuMmw ords,routmrmsisew e rds w hen turned from the reverse
Figure 410show s aturn from thereverse direction.
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T ime
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- - u s
R 0 u[¥e— R 0 u[¥e— Y
R o ufter
CHE CK D R OP DLE
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py)
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D m
OC
S on
=
o<
-

D R OP IDLE IDLE

D LE D LE D LE Busy
R o ufte R o ufte R oulter

In the eventthatthe connection wasblocked atsom e routerin th
routerwillbe unable to provide areverse connection through the
sendingitsownchecksum and status w oroerb,dhck hdotbleed router w i
source.AsoPpeopagates back tothe source,itresetstheintervening

Figure 49:Reversinga Blockad dletwomrk C

4.9 Architectural Enhancements

Beyond the basicroutingstrategy,there are severalprotocolent
perform ance undi¢iomnertain cond

4.9.1 Avoiding Known Faults

As described so far,allrouterdecisionsaremade purelybyran
faults have occurred inthenetwork andare known to exist,itw o
view point,to determ inisticallyavoid them .In extra-stage style netw
the faultypath(s)from ourlistofpotentialpaths. Whenr randomlys
onlym ade from am ongthe setofpaths believed to be non-faulty.Ir
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T ime
DAGA DATA DAJA DATA DAJA
@ R 0 u[¥e— R 0 u[¥e— R 0 u[¥e— R 0 u[¥e— @T

DATA DATA DATA DAJA TUR N
@” R 0 u et R 0 u et R 0 u et R 0 u et @T
DAJA DATA DAJA TUR N DATA
@ R 0 u e R 0 u[¥e— R 0 u[¥e— R o0 ufte @T
DATA DAJA TURN DATAFE DATA D
@” R 0 u et R 0 u et R 0 u et R 0 u et D S)T
DAJA TUR N DATA P FE DATAFE DATA 4
@ R 0 u e R 0 ufte R 0 ufte R o0 ufte @T
TURN DATAYPFE DATAFE DATAJFE DATA D
@” R 0 ufte—t R 0 u et R 0 u et R 0 u et D s)T
D A JpA DATAY4DFE DATAPFE DATAFE DATA D
@ R o0 ufte— R o0 ufte R o0 ufte R o0 ufte @T
DATA D A JpA DATAYFE DATAYPFE DATA 4D
@ R 0 ufte—t R 0 u et R 0 u et R 0 u et D s)T

Aconnection flow irbackvartlal inethteon can be reversed again so thatd
m ayflow ,once again,from the originalsource tothe originaldestine
sim ilarto the original renga-peEldeaxaeigtrentatrned duringthe reversal

pipelinedelayratherthanchecksum and statusinform ation.

Figure 4.10: Revomsree@ tion Turn

them selves are m akingthe detailed path decisions.Fordilated 1
routerto avoid faultylinksorrouters.

Port desdlectionis one w ayto achieve this determ inistic fault-avoidar
components. Thatis,ifwe have a w aggachd baelew g odr puwrrt, evffe c
determ inisticallyavoid ever traversinga known faultylink or atte|
router. The sem antics ofthisdeselection are such thatthe desle
itis always busyand henceremoved from the setofpotentialba:
direction.Whenconnections arerouted throughtherouter,the d
neverused.

Forthe samereasons,itisusefulto be abletodeselectforw ard
to a faultyrouteror faultyinterconnectionlink m aysee spurious
interferingw ith thenorm aloperation oftherestoftheroutingcom
portcausesthe forward porttoignore anyconnectionrequests:it

Afaultylink betw een routersisthusexcised from thenetworkb
backward portpairattached to the link. Afaultyroutingcom pon
from thenetwork bydeselectingallthe backw ard and forw ard po

Chapter5addressestheissue ofidentifyingfaultsources.Chapte
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Shown above is a connection blockingscenario where the succ
showninboldandtheblockedconnectionsareshowninthick gra
successfullym ade between nodes 16and 15and betw een nodes 10
connection between nodes 7and 15w as blocked in the third stac
no free outputportsinthe intended direction. Sim ilarlyyaconnect
nodes land 15failed dueto blockinginthefourth stage.Each ofthese
consumesroutingresourcesup tothe stage inwhichblockingocc
non-blockedconnectionsconsumeresources.New connections
these blocked connectionscontinue toutilizez network linkscan,|
failed connections.

Figure 411:Block ed Pdtibsuittear YuNe tw o rk

forreconfiguration andconsidersnetworkreconfigurationinmor

4.9.2 Back Drop

As described so far,w hen aconnection bencthre ee bwwaketdh ats
path from the sosrmem tomsdaogeen. The routerlinks w hich the conn
up to s¢mggm ain allocated to the blo ckuendo meara tethiteota il 0 fithtd e
m essage worksitwayup tothe blocked router. Ifthe netw ork is

in laternetw ork stages willhold resourcesin manyroutingstage
Figure 4.11). Further,the len gth rod timoentiseheld open willdepend o
ofthe inotmanlection data. Longerdata transmissions willexacerb e

connection ontherestofthe network.Since the blocked conne
stagagheym ayinturn block connections atearlier stages.

To m inim ize the detrim entaleffects ofa blocked connection on
can be given the abilityto schrurnt@ o wonnafnoonp eémechead ofthe data st
requires somew ayto propagate theinform ationthattheconnect
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With fast path collapsing,a blocked connectioniscollapsed in ap
the pointinthe network where blockingoccurs. The exam ple sho
aconnection encounters blockingand is collapsed usinga back
routersin theconnectionclosestto the blocked r routerare freed e
to the source end oftheconnection.

D w
OC

Figure 412:Exam ple ofFast Path Reclam ation

openconnectiontothe source.One simplewayto achieve thisis
between each pairofbackw ard and forw ard portsinside the ne
inputaach netw ork outputandtheirassociated baolwtacd and fo
becomesblocked,therouterwhich notesthe blomdkinguses thi
dropling,to inform the upstream routerthatthe connectionisblock
now here.Theupstream routerm aythendeallocatethebackwar
itforreuse,and pass alongthe blockinginform ation toitsownup
m anner,theconnection m aybecollapsedinapipelined fashion
andpropagatingbacktothesource.lfthesourceendpointissigna
line before ithas finished sendingthe message,ittoo,can abort:H
source m aythen begin toretrythe connection .ohiguee t4d2ndiesp icts
collapsed usingthe fastpath reclam ation.

Fast path collapsinghas a numberofpositive effects on perfor
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resourceswhicharenotbeingusedtotransmitsuccessfuldata.
atthe head ofthe m essage where blockingoccurs,the routingre
are freed more quicklythan those in earliernetw ork stages. This
w hich block in laternetw ork stagestieup moreresourcesin the
detrim ental effect on the netw ork than those which block in ec¢
Figure 412w e see blockingoccurringin the third stage. The router
from transportingdata in a few cycles. As a result,the total tim e
isoccupied with the blocked connection issmall. The router in
backward portcarryingthe blocked connectionforonlyacouple
Fastpath collapsingalso benefitsfaulttolerance.Withoutsom e
m ation,onlythe sendingendpointhasthe oppordoaiviytg shutdo
endpointmustw aitforthe connectionto beturned ordropped
outputornetw orkinputcarryingthe data stream .Ifafaultoccurs
aroutertocontinuallysenndodiath ath 8 o dxia paliosm emnth e ctio n .
The routingresources consumed from faultyrouter up to and in
netw ork inputoroutputrem ain unusable atidannogfdasstthpeafahu It p e
collapsingaddressesthisproblem .Ifaconnectioncontinuesto j
the network endpointexpects the connection to turn orcom ple
conform to the expected pro topcooih thmearewceadvih geb Bttakta nop line t
collapse ofthe path from the downstream end ofthe connectior
faultyrouter,w hichiscontinuallysendingdata,willnotaffectther
routerm aycontinue tosenddatatoitsim mediateneighbor.How
the associated backw ard portand willnotforw ard the data an yw
anetworkendpointcanshutdown a faultyconnection stuck int
The disadvantage offastpath collapsingisthatthe sourcenolo
inform ationbackfrom everyrouterinablockedpath.Thesource w
inform ation back from everyrouterforconnectionsw hicharenot
whenconnectionsare blocked,thefastcollapsedoesnotallow
this detailed connection status. Since this inform ation is ofinte
basic functionality, fas thpoauthd choellaspspnogrsed as a configuration opt
be disabled and enabled bythe testingsystem .Fastpath collaps
operation anddisabled asnecessaryforfaultdiagnosis.

410 Performance

The perform ance data presenteikifrigheepr2ian s GRYpmtenré
gathered on dilatedvrrewiwtb rfa stupsamlgcollapsingand faultm askin
MRPallow s the perform ance to degrade gracefullyw ith the netw o |
netw ork.
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Arouter(orinterconnect)m aydevelop afaultsuch thatitappearsto
The example shownabove depicts how backw ard path  reclam ati
routersinthe path tobereclaimed atdtpheimetquestofthe receivinge

Figure 413:Backw ard Re olmmeatiiom &fCc k Op en

4.11 Pragmatic Variants

There are anumberofvariants on the basic protocolthatarise
erations.One prim aryconsideration isthe diference betw een th
an operation and the frequencyw ith which we can begin new o
look atseveral points in the protocolw here pipelingthe transm
connection bandw idth since the latencyinvolved m aybe greater
can beaccepted.

4.11.1 Pipelining Data Through Routers

Ifwe can clock data betw een routingcom ponents faster than
routingcomponent,we maybe able to achieve higher bandw idt
m ultiple clock cycles to trap@rmsenth. ltr bsuptenrgiccaurharlym akes sen s
datacanbeclockedatamultipleofthe sw itgbnnegidtRipeyihirog gh
data through the routingsw itch everPiR@UsERIgrl@ tionc p &.cThenothe place
w hereitdoesshow upiswhenconnections are reversed. Inste.
delaybeforereturn dataisavailable (Se eithigureel 848),d Ilcec eevs fdlrbeeva my
additionalpipeline stage through the routingsw itch.These addit
factthatitisnecessaryto fushtherouterspipelineintheforw ard
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To increase the network bandwidth,som etimes itm akes sense
componentsltipheltdd enkucycles transpire betw een thetime data e
tim e data exitstheroutingcom ponent.Shown aboveisaconnecti
case where asingle additionalstage ofpipelomiegits added to each

Figure 414:Exano p hee€Ction Open w ith Pipelined Routers

direction before reverse data can be forwarded along. The addit
w asted sincetheycan beusedto send additionalconnection ar
the source enidipmialtlyMdilce r d atapsaribLEva 8 tdecan be used to hold t
connection openduringthe pipeline delays.Figures 414and 4.15sh
scenarios. These additionalpipeline delaycycles occur w hen tl
direction.
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When pipeliningthe data transfer through rouitimgma@ad m ponents,th
delaycycles w hen the direction ofdata transm issionisreversed.
to the need to flush the routerpipeline inthe forward direction an
direction.Shownaboveisaconnectionturnwhen asingleadditiorl
added to eachpronméimigcom

Figure 415 Exam ple Turn w ith Pipelined Routers
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4.11.2 Pipelined Connection Setup

The longestlatencyoperation inside aroutingcom ponentis oo
w hen arbitration mustoccurforabackward port.Ilfwerequire th
the sameamountoftime,orthe samenumberofpipeline cycle:
throughthecomponent,thelatencyassociated withconnection :
the latencyassociated with data transferthrough therouter. Alte
generallym ore pipeline cycles,forconnection setup than fordat
this,eachrouterwillconsumeanumberofwordsequalto the diff
latencyand the transm issionpipelinelatencyfrom the head ofece

Consider,arouterw hich canroute dataalongan establishedp
threecyclesto establishanew connection.Therouterwouldcor
head ofeachr routingstream beforenihwe atd@rm bentd fe swadridstth @ ce m
ofthe data outthe allocated backw ard port. Figo nen4i65tsdhimwo w s th
establishmentinthisscenario.

When pipelined connection setup isused,thereisnoneed for
oneach routersince each r routeralwaysconsumesone orm oOTre¢
stream itroutes.The onlyotheraccom modationndededtfor this
constructthe header with the appropriate paddingbetw een rovu
the seesthe properroutingspecification.

4.11.3 Pipelining Bits on Wires

In Section 32,we noted thatin mmhegodtthresnckewaotikis,the transit
thewiresbetweenroutingswitchesoftenexceedstherate atw hi
section,w e suggested thatwe could pipeline multiple bits on th
from beinglimited bythe length oflongw ires. In manyw ays,this
pipeliningdata through aroutingcom pldlnleWith pdpedinss g,dvie Se C
cansupportadataratewhichishigherthanthetransmissionlat
oracrossthewire.Theeffectsofwirepipeliningontheroutingprot
effectsofpipeliningon theroutingprotocol.Liketherouterpipelin
each wire pipeline m usdtiaé dlurehcdaib im,thernnflled in thereverse dir
backward dataisreturned . AgabarafibLe wdoartth, s wch as theerted into
return stream to hold the connection open w hilethe wire pipel
showsaturnscenariowhenobitsare beingpipelined onthe wire

One im portantassum ption is thatthe wire between two com
num ber ofpipeline registers. How one ensures thatthis assum
animportantimplem entation detail. With a properlyseries term
betweenr routers,we do nothave to wtbinrgytdim ceud mettheec twoines. ain &
wire willlook,forthe m ostpartedikeess dirgtei-dle iz yolhmeank e th e tim ¢
approxim ate an integralnum berofclock cycles so thatitdoes b
registers. Abrute-force m ethod isto carefullycontrolthe length a
thewiresbetweencomponents.Am oresophisticated m ethod i
drivers them selves to adjustthe chip-to-chip delaysufficientlyto r
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In situationsw here data transfercan occur w ith significantlyless I:
setup,itmaym ake sense to pipelinethe openingofthe connectio
show sthecasewhereaconnectioncannotbe established to forw
porttothebackward portuntiltw ocycles afterthe initialroute requ
the routingword and the word im m ediatelyfollow ingitare not for\
router. Once the route is setup,data flow s through the routers in t
fashion w ith no additionaldelay.

Figure 416:Exam ple o f®ipree¢iantea@nCSe tu p
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Depicted above isaturnoccurringin a 3-stage netw ork w here there
longw ire betw een stagestw o andthree.Sinceittakestwoclockcy
w ire in each direction,duringa turn the second stage router m ust
w itOrRTA-DLEW ord s w hile w aitingforreturn data from the third stage rc

end ofthelongw ire.

Figure 417:Exam ple Turn w ith Wire Pipelining

Chapter 6loo Klsmadteigma igwesotrat shis assum ptionin furtherdetail.

4.12 Width Cascading

In Section 271w e noted thatthenumberofi/opinsonanlICislim i
We also noted thatthe num berofavailable i/o pinsis grow ingslo
Section 36w e pointed outthatthis lim itation requires a trade-off
channels in the network,the rpaodmxeré,anhd rtd wet acactoomn tonf g
component.To frstorder,thenumberofi/opins radqiarteadnfor a squ
d,and data chanmebs2orfw id)ttSince the totalnum berofIlICpins at a
technologyand costiskg,fixe @ onown sttahasda s :

kpins =21 -w-d

(4.1)

Alternativelyw e canconsiderhow to break the function ofa sin
into multiple ICs.Ifw e can splitthe function ofarouteracross se\
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beingable to build larger ppiom givesro uhiynwbgeiommgable to use sm alle
cheaperICs in buildingourroutingcom ponents. Ofcourse,this s
benefitifwe can do itwithoutincurringthe costofalarge number
constituentlICs.

Wdthcascadingis a technique for buildingroutingcom ponentswith w
componentswith narrow data channels.This allow susto build
alarge width,withoutdirectlysacréfcconmdia dticdEquBadinbentiovne
can cascadeéingcom ponents to,aowidvela goMtmed bythe follow il
equations:

kpins = 2-r: Wrouter * d (42)

Wegscade = T Wroyter (43)

Ofcourse,equation 41w as justan approxim ation ofthe pinrequire
onlyto the extentthatthe overhead,in term s ofpinsinterconnec
comparedtothetotalnumberofpinsontherouter.

4.12.1 Width Cascading Problem

Width cascadingexploitsthe basicideathatwe can replicate tl
spondingdata channelsto achieve a widerdata path. This replic
onlyhave the desired effectofbehavinglike awiderdata netw ork
tw o netw orksisidentical.Thatis,the datalaunched atthe sam e
arrive atthe destination sim ultaneouslyorblock atthe sam e sta
com plicated bythe follow ingaspects:

1. Faults m ayoccuraffectingone copyofthenetwork differentlyfr
2. Thetechniquesinuseforselectionamongavailable,equivalent

On a more basic level,then,the problem becomes thatofensu
com prisinga single,logicalrouterhandle dataidentically.
Ourbasicproblem isascaderaersims mtwtfu allyconsistentstates.Th a
setofprim itive routingelem entsw hich apbpaxsa sshgellddgoalmre at
theircrossbarssuchthatthe sameforwardportsaretransferrinc
Each crossbarroutermust,therefore,allocateconnectionreque
follow ingconditionshold,theroutersbeinmutuallyconsistents

l.eachroutersees hlee siam eequ e sts
2.eachrouter semviceecstibe cequestsinthe sameway
3.eachrouterturnsonmrmdecpieoreathhe sam e tim e

The routersmaysee differentconnection requests ifthe  routing
to som e fault.Once the routersinthe cascade see differentconn
channel,the routers mayhandle the route differently. Ifanyofth
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assignmentofabackward port,the subsequentrouter stage w ill

thatis,thelogicaldatachannelwillbe splitand partsofthe data
routers causingtheserouters,inturn,notto seeidenticalconne:
Non-dilated routersinthe absence offaultswillroute identical

directions,as longas the routers were alreadyin a consistent s
connectionrequests.How ever,afaultinside therouterlICm aycau s
and misroute data oropenorclose connectionsinamannerin
stream .Also ,w ith faultsthe cascaded routersmaysee differentcc
ifthe routers utilize theirdrreree otimo noorwtudteffcerent channels in the
direction,the subsequentstage willsee splittra ffic.

With faults,itis possible thatone portion ofthe data stream &
connection when anotherdoesnot. Thiscan lead to som e ofth
andreclaimingbackw ard portsw hile othersdonot.Therouters
sincetheydonotallhave the samesetofbackward ports availab
requests

4.12.2 Techniques
We can addressthedifficultiesassociated w ith w idth cascadinc
l.ldenticalcontrolfields
2. Shared randomness
3. Wireakbin-use indication on backward ports
4. End-to-end checksum sacrosslogicaldatachannels

The frstthingw e need toensureisthateach r routerinacascad
controlfieldsinthe absence offaults.Thisis easytaogurEarantee bys
TURN, DROP, a n DATA-IDLE values provided to the wide,logicalconnection
from copiesofthe correspondingdgtiventoaltin gedesnioe nit®. PWeim u st ¢
constructthe wide data su @lo hheant tesaecehsrtdh letsragt @ va lu e s in its co
Inthe absence offaultsand dilation,thisw ilb@emewcteomareue stter
andthe sameturnanddropindications.

We w antasetofcascadedrouterstomakethesamerandom de
connectionrequest.To satisfythisrequirem ent,evaec p rowdiemgne or
componentfor“andom "data.Thisexternalizestherandommness :
routersinthe cascade.We canthen make surethateach router
ofconnectionsto available backw ard portsbasedontheconne
values. We callthistechnique ofusings h shareddgndaxtreessn Bol ran d o m iz
avoid the need for extra com ponentsto provide random bitstre
wecan allow eacphomeintintgcge merate one pseudo-random bit st
bitstream scanthen be wiredtorandom inputsasappropriate
netw ork.
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Figure 418:Cascaded Router Configuration usingFour Routingl

The critical piece ofstate inform ation w hich needs to be m air
amongrouters iswhich backward ports are beingused byw hic
directlycom paringthis state am ongrouters on everyclock cycle
(i-o)bits amongrouters each clock owrde .cNoothnsgahmea tmmangytwcord s |
andhenceconnectionrequeststendtooccurinfrequentlyweca
sim plycom paringw hich outputportsare actuallyinuseoneach
im perfectin determ iningallpossiblefaultyconnections,butitwi
im m ediately. We can arrange fortheroutertorecoverfrom alm ost

To m ake the comparison,we add a single extra pin per backw
the router to indicate w hen the backward portis beingused. \
correspondingbackw ard-portin-use pimBododigucradi@ed rd/oeenrs in
arouterbeginstouse aconnection,itsignals thatthe portisin i
data and monitorsitsin-use pin. The in-use pin willonlybe asse
cascade agree thatthe portshould be allkalcrmageidn. éf, dtiterimqu @ag pr
signalappearsunassertedw henarouterhastriedto allocate atk
itisinaninconsistentstatefrom itspeers,deallocatesthebackw
In this manner,the cascade willonlydiffer in term s ofbackw ard
transientamountoftimewhenafaultoccurs.In mostcases,ifth
be misrouted,differentbackward ponantiswvaibll dektectett ea fadi thas o
clearitseffects.Figure 418show sphoanve rMas v sonudghh @na rerke @ rre d
randomnessschememightbeconnected toform acascaded ro

The onlytime a faultwill fool this approximnatdoio ns wa theelm emnult
opened simultaneouslythrough the router.In thiscase itisposs
w ill be assigned duringthatsame cycle. Ifthe faultcauses a setoc

connected to the same setofbackward ports,butin a different c
w irenbw illbe mistakenlyindicate thatthe connectionsare valid..
faults and connectionrequests occurinfrequently,we do have so
occursinsom e stage otherthanthe finalstage ofthe netw ork,itis
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connectionswillbe goingto diferentdestinations.Asaconseque.l
diverge in a subsequentnetw ork stage. Whnonv tilhlesyhduot d ovevrigethtle e w
connections.Ifwe areusingthe fastpath collapippeesthreabed in
connectioncanbecollapsed quicklyfrom the pointofdivergence
qguicklyrecoverfrom thisinconsistentstate.

How ever,ifthe faultoccurslate inthe network orthe splicedco
to the sam e destination,itis possible thatanetwork outputw il
theendpointwe can make use ofthe forward checksum to dete
atthe endpointisinvalid. Forthisreason,the forward checksum
becomputed across the entire width ofthe logicaldatachannel
stream s.

4.12.3 Costs and Implementation Issues

The frstordercostforsupportingthisw idth cascadingis:
l.oadditionali/opinsontherouter(oneforeach backwardopor
2.Severalrandom inputand,perhaps,onerandom outputpins

Externallyyw e willhave to place a p uaANBy pnosnarad tv e fwhiel wadamwe doe ro u
thesharedrandom bitsandthein-usettkogtimo elonneth. énia rdsee Vo irid
ANDto be sufficientlysm all,the prim itiveroutingelem entsin acasc:
each other.Since the statepschnagihntghs dvo 8 e nanabthit o € tw i ee thh-e

num berofcomponentssupported bya cagsitwnrchahie titnh ate dbyth e
architecturalfeatures.Onereasonableoption forlarge,high-perfo
cascadetogetherasbareodielenSz exBé)dThodnipiumh ippdmu le w ill

allow the shared interconnectto be veryshort.Ofcourse,ifoneis
tothecascade and dedaccantednupeairtplrmoasenne -y se signals,itisposs
to avoid the electricalissues assoaNated with the externalw ired -

4.12.4 Flexibility Benefits

Width cascadingallow sustoimprovethe bandw idth withoutin
component.Width cascadingalso imipg:n:Ndyarldave i igasimo @ 4 8 ega C
to betransferred toandfrom thenetworkinfewerclockcycles.Ac
makenarrow channelporom etnves raol Lotwn igicguns to tak e advantage o ftl
resources forincreasingtheradixordilation.Increasingthe radix
Ts,w hileincreasingthe dilation willdecrease contentionand inc

413 Protocol Features

In Section 41w e identified five keyfeatures we hoped todesignin
In this section,w e brie fygTeovRow throgPrttht®@ coladdresses these issu
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413.1 Overhead

MRPkeeps overhead low bybeingm inim al. The onlyoverhead da
datathrough thenetwork are:

1. Routingw ords w hich determ ine the destination
2. Forw ard checksum (s)usedtoinsure data integrity

The forward checksum s are untouched bythe routers in the ne
endpointsto use checksum s ofthe appropriate length to guarar
corruptm essage acceptance forthe applicattiadwmtells a flioietin gw o |
bitsto fullyspecifythe desired destination.

Routingw ords directlyspecifyadesiredoutputdirectionso that
to handle eaclo nnnceochiomgce quest.Each routingdecisionissim ple,
occurwithlow overhead.End-to-endacknowledgmentsallow ro
connections.

4.13.2  Flexibility

Bybeingm inim al an dwvmrmccaonmbre ideesdllyadapted to a wide range
levelprotocolrequirem ents efficiently. The basic protocolis lightw
detailed packetsem antics.This allow s applicagpostamdiystom
toim posethepacketstructure w hich bestsuitsthem .Transm is:¢
routerprotocoland asingleconnection maybereversed anynuir
efficientdata transfers.

4.13.3 Distributed Routing

MRPh as the desired distributed routingproperty. No global kno\
through the network. Theincorporated random ization even 0 b vi
knowledge offaults. Atthe sam e tim e,localreconfiguration can b
faults withoutrequirinigydo yrs inigleaéem a notion ofthe globalstate o
Dilated routers allow the netw orktomake more efficientdetailec
inform ation .

4.13.4 Fault Tolerance

End-to-end checksum s allow corrupted connectionsto be de
coupled with end-to-end acknow |ledgrh ednatsans & ke @ s ciesr salio ctdr sas
transm itted to the desired destination atne@smt ozatie n Tmepcaaim b
selection alongw ith m ultipath netw orks allow sthe protocolto
w hich existsbetweenasource and destinarnimecpioin.sTfre mbblotyhto
endsofaconnection allow s faultyconnectionsto becollapsed b
features com binetoguarantee that:

1. Anydatacorruptionisdetected
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2. Anyfailed orcorrupted connection waidlcheepte triteydd @ s tihpaioiniv

3.Aslongasthenetworkcontinuestocompletelyconnectallcor
candetermine afault-free path w hich allow sanyconnection

These features are guaranteed regardless ofw hetherthe faultis
even when faults occurduringan ongoingtransm ission. Further,
can beintegrated into the protocolto m ake itpossibleto minim
identified,static faultsonnetwork perform ance.

4.13.5 Fault Identification and Localization

Acom bination offorward and backw ard checksum salongw it
proviMkew ith the abilityto locate and detectfaults.Forw ard check:
through the netw ork to m ake sure thatno faultw hich affects dat
Backw ard checksum s provide an estim ate ofw here faults m ay
checksum sprovide an at-speed indication ofthe data integrityb
inside the netw ork. Status indications help localinrgtheltyroutin
actualpath taken byanyroute in the netw ork. Status inform atio
pipeline reversal slots w hich have no data to transm itotherwis
data adds no overhead to theroutingprotocol. Additionally,sinc
actuallyverifythe integrityofthe received data,thisbackw ard stat
normaloperation.

4.14 Summary

In this chapter,we have described a source-responsible,pip
protocolsuitable foruse with m ultipathm ezawio nk, s oWepda av w H teht €
to-end m essage checksum sand source-responsibleretryled to
occurringfaults.We also saw thatsuch aprotocolcould berealize
decentralized control. With som e sim ple optim ization to the ba:
perform ance can be achieved even when faults existin the netw
protocolw as easilyadapted to accommodate severalpragm atic
relative perform ance we can extractfrom ourim plem entation te

4.15 Areas to Explore

Thischapterhasdem onstrated the existenceanddetailsofapr
perform ance and dynamic fault-tolerance with low overhead.Th:
furtherexploration relative to optim izingsuch a protocol. Additio
suggested inthischapterwhichcould be furtherquantified.

1.In Section 473,w e noted thatthere are severaloptionsforw hen
data.Thereismuchroom forunderstandingth étbpeasthstrate gyfc
netw orks.
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2. Theroutingschem e de s c roliveods,iim tth isstcnhoaimtfe rimsation aboutd ¢
stream netw ork trafficisusedw henselectingam ongavailable
selected could be im proved ifroutershad som e inform ation
succeedinginorrudginmtgarcthrough a particularbackw ard port.|
sim ple and cheap wayto gettimelycongestion inform ation b
rem ains an interestingproblem . Further,utilizingthatinform
destroythe fault-tolerantpropertiesofthe protocoloradverse
routingdecisionscanbe made alsoremainsadifficultproble

3.In Chapter 3w e presented aggregate data forthe perform ance
m ultipath networks.ltwould beworthw hiletoquantifythe rel
each ofthe keyfeatures.Particularly,itwould be desirable to g

(@) Thebenefitgained byusingdilatedroutersinanetworkrath
sized non-dilated routersin an extra-stage netw ork w ith co

(b) The benefitoffered byfastpath collapsingforvariousnetw o
(c) Thebenefitoffered bym askingfaultsasopposedto leavingth
(d) The im pactofvarious pipeliningstrategiesonnetwork per

(e)How w ellthis heuristic routingstrategystacks up against
does haveglobalknowledge ofallconnection attem ptsint

4. The strategypresented hereisbasedentirelyon circuitsw itch
to-end benefitsandtimelyretriesforlow -latencydatatransm ic
nature ofthe protocol. How ever,w hen the network becom es
ofpipeline stagesrequired to getfrom source to destination,c
typicaldata-stream ,itw illbecom elesseffcient.In such scena
longerto holdtheconnectionforthereplythanto actuallytran
thatin such a situation packetsw ibcrhnegw o o lrce wetfici ze rthlg, bnyt
allow ingtherouterresourcestobeused byotherconnection
pipelineto flush andrefillinthereversedirection.ltwouldthus
switchingschemewhich offerscom parable faulttolerance a
benefitsasthisprotocolw hile allowingm ore efficientuse ofro
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5. Testing and Reconfiguratioh

In thischapterwe consider how to deal with failures in the net\
wenotedthatthe network and routingprotocolallow ustocont
anyknowledge aboutw hyconnections fail. How ever,w e also not
benefitassociated with m askingthe effects offaults. Further,itis t
the network.In thischapter,wedevelop reliable mechanism s fc
and discusstheirutility.

5.1 Dealing with Faults

The prim aryqguestiontoaddressis:“Whatdo wedo aboutfaults i
thepreviouschapter,wecoulddonothing. Aslongasthe netw ork
allcom municatingprocessorsviasomepath,correctoperation
donothing,there areanumberofimportantthingsw hich we do n

1. How m anyfaults have occurred inthenetwork.

2. Ifthecompleteconnectivityrequirem enthasbeenviolated
3. How closetheaccumulated faudtrsrceanieityreiqulartd mga n Yy
4. Which com ponentsare faultyso thattheycanberepaired

We established in Sectionkd9dwhra fawm &tsldimgs have a perform ance
introduced in Section 21.1som e comnputérsgim b d 634 ha eeyda filo m  t|
netw ork. In such cases itis importantto determ ine w hen isola
guaranteethatonceisolation hasoccurred theisolated process
uncontrolled w ay.

Even though we can operate oblivious ofthe detaildld nature of
havereasontobeconcerned aboutw here faultshaveoccurred e
on system perform ance.We wantthe abilityto:

l.Identifyfaultycom ponentand interconnect
2. Reconfigure thenetworktomaskknown faults

Identifyingfaultycom ponents and interconnectis usefulin sever
necessaryforthe system toreconfigure itselfto awocid 4h @ rfgtwwltyc o m
determ ine w hichunitsneed physicalreplacementw hen the sys
Havingan estim ate ofthe faultsinthenetworkisalsonecessaryto

'Portions ofthisdiscussionwerefirstpresented as [De H92]
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how likelyisolationwilloccurw hennew faultsarise.We have alre
allowsimproved perform ance inthe presence offaults. Rec o n figu
forfacilitatingon-linerepair.

In order for this identifcation and reconfiguration to work reli
large-scale multiprocessor,itmustfunction:

1. Withouthum anintervention
2. Withouttakingthe entire m achineoutofservice

In norm aloperation,we expectthe system comeacshinfgwlar m ulti
som e time afteritoccurs and reconfigure around it. We expectthi
continuouslyw hilethe systemltipne cFosdargewslticle m ayh ave fre qu
occurreg.cMMETEof6m inutes as in Section 25),itis ineffcientand of
to bringthe entire machine outofnormaloperation in order to
reconfiguration.Further,with netw orks ofthis size and potentialf
m anagethereconfiguration reliablymuchlesseconomically.

Finallyw e expectourfaultidentifcation andreconfiguration to
arenotrobustagainstfaults,theym aywellbe useless when actu
liabilityto system integrity.

5.2 Scan-Based Testing and Reconfiguration

Asintroduced in Section 2.2,thaeclEEEssst phoal taandicheryscan architectu
[Com 90]is em ergingas an industrystandard forcom ponentand b
overhead,thestandardallow sfunctionaltestingofcom ponentsa
Additionallythe standard allows componentspecific registers w
componentconfiguration.

How ever,the IEEEstandard TAParchitecture hasdraw backs w hi
in large-scale,fault-tolerantsystem s. The singularand serialnatt
critical,single pointoffailure in the testsystem . Architects are fo
serialscan chainsortouse manyshortscan chains. The form er
affectalarge num berofcomponentswhilethe latterrequires siagr
m anyscan paths.Furtherm ore,the standard TAParchitecture int
smallportions ofthe system into diagnostic mode w hile leaving
normaloperation. As noted in the previous section,itis inefficier
from norm aloperation forfaultdiagnosis.

5.3 Robust and Fine-Grained Scan Techniques

In this section,w e presentthree sim ple additionsto standard
techniquesto be utilized effectivelyin afault-tolemadhusce ttenrg Th e b s

1. Mu lti-TAPscan arcleiaebfuamentis diiprenbhaaste ss ports allow ing
thecompomenétsoskd from anyofseveralscan paths.
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Figure 51: Mesh ofGridded Scan Paths

2. Port-by-port selecgoroomn—& a®m ponentcan be independently:
Section 49.1).

3. Partial-externalpgoctaanda&cshcanned in boundarytestm ode ind«
operation ofotherportsonthe samecomponent.

With these additions,ascan-based diagnosticand reconfiguration
robust,minim allyintrusive faultlocalization and repair.

5.3.1 Multi-TAP

Supportinigpreudaestess ports onpaosiamlteix @ansim ple extension o
redundantresource and inteltcpole e cte idse@ ¢ P\Witdeanmt® s c a n
capabilitieaxca®mns $eed thro Utglp ken,gefim lUscan paths.goisearltow s the
to betested andreconfigured even w henthere are faultsalongsol
m ultiple TAPs on apoingletc®aran paths can be arranged so thata m
components are severed from tlhigp bec amate ptastys femlts yRo uinstan
can arrange the scan pathsin a system w ith dual-TAPcom ponent
are onthe same pairofscan paths.Thisguarantees thattw o faul
onecom pacrcerssiifb le. Figure 51sb pw o gygrild icdhdhtas this property.

When addingredaodass sgamceon,there are severalissues w hi
addressed toassureusthatwecanrealize the potentialbenefis
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address the issue ofresource contention betw een the scan pa
cannotboth perform a boundaryscan through the samecompo
alw ayshavethe abilitptorremtscslcaanopmaths from anon-faultypath.-
mustbe able to minimize oreliminate anypotentialforinterfere|
canachieve these goalsusingtw osim pletechniques:

1. Resource conflictresolutionin favor ofthe m ostrecentreques

2. Sparse encodingofscan instructions

Conflict Resolution

Presum ably,access to the scan paths is beingcoordinated at
everythingis workingproperly,there should never be aresource
How ever,w e areconcerned with assuringthatreasonable beha:
the system are notbehavingproperly. We give each TAPits ow n inst
register.Theseregistersbehave exactlyasinastandard TAP[Co m 90]. |
arise when multiplealéRseaststdimepstaamm e scan registers. Thisw ould
the different TAPs attem pted to load instructionsthatreferenced t
sim pleconflictresolution schem e isto give the TAPloadingan insti
the path.Whenthenew instructionisloaded,theinstructionin a
bypassinstruction.Since each TAPhasitsown bypassregister,the
to the bypassregister. Assum ingw e can sufficientlym inim ize the c
cansuccessfullyload anon-bypassinstructioninto itsinstructiol
fault-tolerance criterion. The schem e allowsanon-faultyscan p:
resources awayfrom a faultyscan path.Figure 52show s a possibl
w ith tw o test-access ports.

Sparse Scan Instruction Encoding

The IEEETAPprotocolforloadinginstructions is sufficientlyinvo lve
scanpathfrom successfullyloadingan instructioninm ostcases.
guarantee thatfaultybehaviorwillnotinterfepe® wetht.n3m -faleltyac
faults,such asstuck-atfeckis mrondsgdi{oleoscw {(Ilpreventa path from b
abletoloadaninstruction.Astuck-atfaultinthe domtaojines ordatse
willforcethedownstream componentTAPsto see allzerosorone
thedatalinestocauseinstructionsw ith allzerosoronestobelo
notthe onlykind offaultour system mustcontend with.Sparse in
w aytomake thelikelihood thata faultypath canload avalid instr

The basicideainsparseencodingistomakethenum beroflega
tothenumberofpossibleencodings.The non-legalinstruction er
instructions so thattheycannotinterfere with the norm aloper
correctingand detectingcodesincommonuse fordata storage ¢
arecommonexamplesofsparse encodings.In thisapplication,
errors and preventingthem from corruptingnon-faultyoperation
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Each scan path hasitsowninstructionregister,bypassregiste
Each ofthese isidentical to the theircounterparts in a sing
The prim arydifference in the scan architecture as aresultof
the instruction decode and conflictresolution unitw hich re
decode unitina single-TAPcom ponent.

Figure 52:Scan Architecture oo BeeanltTAP Co m

example,weused asimple instruction en méddtic ectkeasmn wihich
am-bitdata word,the space ofpossibhtewihstraiacsichrevs pad e isf2e ga
instruction tdfdvees as2u m e thatthe clock and mode bits behave
m annertoload in an instruction,butthatthe datalines hold rar
code word gettingloaded are:

numberoflegal@odes,
num berofpossibie codes

Prandom_load =

Ofcourse,whenchoosinga checksum ,one should make sure tf
wordsarenotlegal,checksum med instructionencodings.

Mc Hugh and Whetselpropose addin gp a[Mii90} boindse nut cfyicoonr€ n co d
ruptedinstructionwords.Sparseencodingisamoregeneralencc
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protection againstdatacorruption.

Costs

Review ingthe dual-TAPexam ple show n iniFigunrelTve tes saese bhca & tle €
w ith a m ultigAPcemtare:

eFouradditionali/lopinsperadditional TAP

eOne additionalinstruction and bypassregisterperadditional
eOne additionaxpaetmutdition al TAP
eOneconflictresolutionunit

e Addition aMixeppuidr each shared register path

Form ostm oderncomponents,thelim ite.d.l)e s dbhuerdidhdemnd pin s (Se
area.Assuch,the additionali/opinswillgenerallybe the firstord e
TAPcontroller. Note thatthe size ofthe conflictresolution unitis p|
thenumberofpotentiallyshared resourcesandthenumberofTA

Compatibility

As noted above,inthe faultfree case,ifboth scanpathsthrough:
accessthepameenadoengishtd TAPcepmoentw illbehave identicallyto a ¢
single-TAPcom pdndAPtcpmnents plaitiemalddidden on the softw ar
assurethatthe scanpathsthrough agivencomponentnever atter
In the faultycase,as longas thereisanon-faultypath through a cc
can be used as a standard TAPas longas the faultypath does not
instruction.Astandard single-TAPcom ponentm aybtée-UiAPed in a syst
components,butthe single-TAPcom ponentis susceptible to any
controllines.

5.3.2 Port-by-Port Selection

Section 4%ldmutced the idea ofportdeselection for fault-m asKkir

disablinga portinthismannerim plythatthe componentwillign
in which the portis disabled. This meansthe componentwilln
the disabled port,and thecomponentwillalwayschoose to avo

service.From the scanpath,portselection/deselegdtimens sim ply
configuration register.

96



5.3.3 Partial-External Scan

Oncewehave awayto selectivelyrem ove som e portsonacomp
itm akessensetobeable to perfopmnsecnatrote a8 tprogo-b yepaccrit Io a mis .
capabilitygives us finer granularitycontroloverthe scan paths all
on subsetsofthe system w hiletherestofthe system rem ainsin o

To supportpartial-externalscan,the cidimrmpalnestroe €id o soalim re
atselectingthe appropriate subsetoftheihiomaXdelsbiouhedary-sca
boundarysscan patswatybemypassthe portionsofthenormalbou
notbeingscanned duringa particularpartial-scanoperation.

5.4 Fault Identification

While d esomrPbninSg ction 47.3,w e oD heedcthcat€ could failw hen thep
appearedto beviolated,w henthedestinationrejected theincom
tionwasblocked.Anyofthese casescould beindicative offaultsi
even inthe absence offaultsand istheonlycase whichdoesnot
sorthasoccurred. Nonetheless,som e faults m aym anifestthem .
therouterchecksum s,ifchecked,provide anotherindication of
occurred.

The faultidentificatiovwwrrPpmrr dliviilbend abyyw ill give us an indication ofw
have occurred and m ayprovideenough cluestonarrow the searc
How ewrPs faultidentifcation generallydoes nottellus exactlyw h
blockingm aybe due to faults or due to high congestion. Corrup:!
infrequent,transientfaults or due to static faults. It is often useft
itm akes sense to reconfigure to m ask outstatic faults butitm a
infrequent,transientfaults. Since the checksum data travels bac
alw ayspossiblethatanycorruptionisinserted byarouterbetw e«
source ofthedata.Arouterclosertothenetworkinputcouldcor
ofarouterfurtheraway Similarlyyanyroutercould beresponsibl
from the destination.Forthesereasons,weneedaseparate m e
ofeach suspectelementinthe network.

In the m ostnaive case,wecould movethe entire system into te
boundaryand intéithneasltoctersfab e integrntgec teoveargynd everycom pon
In this m anner,all structural faults in the interconnection can |
componentfaults m atchimRdd)wcram be edlgSectiamed. Real faultyw ir
componentscan be differentiated from transientfaultsand cong
false faulttheories.

How ever,ifthe system islarge,theim pactofrem ovingthe entire s
fortestingcan be signifcant.The largerthe system ,the higherthe r:
and the largerthe amountofhardw are thatmustbe rem oved fr
sufficientlylarge system s,itis often neithereconomicalnorpracti
from service.

With the additionalsupporbg8,esecidbre thiakSe thi@mine stingsignifican
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intrusive.The additionofport-by-portselectionandpartial-externa
ofscan testing. At a given tim e,w e can isolate a minimalsubseto
faultyand perform functionaland scan testing.Bydisablingthe por
to a physicalsetofwiresand performingscan testson justthose
canquicklydeterm ine the integrityofthe interconnectin question
oncomponentsconnected to agivencomponent,wecan isolate
from thenetworktoperform functionaltestingon thatsingle com
the system m aycontinuenormaloperationw hiletestingoccurs.

This schem e provides acapabilityfor fault-identification and lo
intrusive. The inform ation gained from this scan testingprovides |
nature and extent ofsuspected faults. With this inform ation,the
position to diagnose the extentoffaults,perform reconfiguration
risksassociated with continued operation.

5.5 Reconfiguration

5.5.1 Fault Masking

When faultycom ponentsorinterconnections are identified,the
figu rin gthe system to avoid the faultycom ponent.Again,thescan-ba
interface tothisreconfiguration.Themdnlitytc d ge addfdepaoaco,im tro d u «
Sections 491and 532,providesone effective m eansoffaultavoidan
leavingeveryporton everycomponentconnected to the faultycom
rem ove the unitfrom the functionalportion ofthe system so that
operation.Sim ilarlyiffaultsoccurinthe w ires,deivéirssnocrhra g 8 eve,r ¢
disablingthe porton allaffected com ponentswilleffectivelyexcis:
system .

Thismechanism ofdisablingindividualportsworks effectivelyfo
the samereasonsitwasnecessaryforfine-grained diagnosis.Our
tofunctioncorrectlyaslongasthereisatleastoneenabled,non-
nodesinthenetworkwhichneedtocommunicate.The sem anti
componentwillignore the portthroughoutthe timein w hich the

5.5.2 Propagating Reconfiguration

We should note thatreconfiguration,both when excisingfaults
for testing,is bestperformed accountingfor the netw ork structu
weendupremovingallofthe backw ard portsin the sam e logica
routerbedeadene®m®aanyconnectionsw hich arerouted throughitd:
direction w hich has no enabled backward ports. We m ayw ish 1
connectionsfrom thenetwork,aswell.Thatis,weusethe same
in Figure 3.28to d ete nno nnfa wlthyiroohu ters should be excised alongw ith
tom aintain good connectivityin the network.Ifwe do notrecon fi
im pactfalls entirelyon perform ance.Aslongas patbdssi]l exist b
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theroutingprotocolwillcontinue to find the pathsthrough the ne
reconfiguration,itis possibleforarouterto selectabackward pc
cannotroutethe data stream anyfurthertow ardsitsdestination
thismanner,preventsarouterfrom everroutinga data stream int
also worthw hile to note thatthe impactofnotreconfiguringin thi
path reclam ation (Sea@tporrted?)iKgire 53show s an exam ple w herq
sensetopropagatethereconfiguration and mask additionalrout

We can alsonotethatitisnotalw ayspossibletopropagate back
inthe conservative m anner suggesteidiah aven wdehsofua iirs d thaet imegtavd
When the reconfiguration algorithm sh®odvunc end FilguSesc 328w &S5 mttr
wasnoted thatthisreconfiguration was intended forthe harvest
configure somenodesoutofthe network. In the interestofprovi
rem ainingnodes,the algorithm m ayend up isolatingsom e node
netw ork.Ifwe donotwish toisolatenodesfrom thenetwork,w e
does notleave some nodes disconnected from tiHiomnatw ork be
routers suggested bythereconfiguration propagation. Figure 54sh
still exist betwmdpoiallsein the netw ork and the a28ovrothhd shown
suggestm askingcom ponentsinamannerwhichisolatesnodes

5.5.3 Internal Router Sparing

Ifa routingcom ponentprovides sparingw ithin itself,the scan
reconfigure the unitto swap spares w ithin the router. Forsom e |
crossbarrouters,there m aybe plentyofadditionalroom for func
size is dictated bythe pin-lim ited i/o. In these cases,itmaym ak
structuresonthecomponent.Faultsinside som epartoftherout
byreconfiguringthe componenttouse an alternate portion ofthe

5.6 On-Line Repair

The com bination ofaccuraote ddea dt Wwitltijzatpobrrfo rm re c o n figu -
ration,allow s us to realize system s w here the fault-repairloop c
m echanicalintervention,atleastup to the faultlevelprovided b\
gram s monitoringthe system integrityare em pow ered to testthec
the system to bestm ask the effects offailures.Further,with akno
mentsnecessaryforcom plete system operation alongw ith an a
themachine,program scan assessoverallsystem integrity.

When outside intervention is necessaryto repair the system ,
disablingandport-based scan allow forin-operatpoonnremptl@acem er
intoaphysicallyreplaceable subsystem aredisabled,itispossibl
w ithoutanyfurtherinterruptionofsystem operation.Ofcourse,the
ofthe system mustalsobesuiteg |miod tive Nom|-Stwepncemt p uter syst
[An d 85], Stratus fault-tolerantcom puter system s [Web 90], ThinkingM
Once replaced,scan testingcammdedeiom iam®dthHeniatiemcal integrity
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Shownaboveisaconfigurationofamultipathnetworkwhereitm ayr
outadditionalrouters (The netw ork w ith o u3t22¢ ®Woth figu ration is shov
the loss ofthe tworoutersinthe second stage ofthe network,rout
routers hasno outputsinonelogicaldirection.As aresult,allconr
connecttodestinations 8through 16w hich getrouted throughthisro
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Shownaboveisthesamenetw ork w ith frststagerouter3also co n fig

Bypropagatingthereconfiguration,itispossibleto avoidthe dead-er
appeared inthe previousconfiguration.

Figure 53:PropagatingReconfiguration Exam ple
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Shown aboveistheresultofpropagatingreconfiguration to avoid ha
As suggested,thispropagationresultsintheisolationofnode 6from

Figure 54:PropagatingReconfiguration Exam ple
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replacepdocieemt. Whenadb mremptlis properlyinstalled and identified ¢
disabled portsinto thereplaced subsystem can bere-enabled a
full service.

5.7 High-Level Fault and Repair Management

For severalreasons,itis desirable to coordinate testingand r
Particularlyysom e centralcoordinationisrequired for:

e Netw ork IntegrityAssessm ent

e Reconfiguration Planning
eCoordinatingscan paths

e Collectingfaultdata from m ultiple sources

With integrityassessment,we wantto determ ine how safe itist
wewantto know thelikelihood thatw e willsustain afaultin the
m achineinoperationalorrequire seriousreconfiguration.In a yie
wesimplyw antto know thelikelihoodwewillretaincom plete c¢
a harvestfault-tolerance environment,wemaywantto know the |
in aperiod oftime.Ifwe combinethe knowledge ofthe netw ork
known faults,and amodeloffault-occurrences,wecanmake the

Integrityassessm entscan be used forseveralpurposes.iInthe
allowshumanoperatorsto assessthedangerlevelassociated w
case,itcould beusedtoscheduledown-timeforphysicalrepair
feedback intotherun-tim e system and tune operatioma@accordin
ofcomplete netw ork failure increases,a system m aywantto ch
frequentlyto minim ize the im pactofthe failure.In a harvestsituati
certain dangerlevelatw hichitbeginstoevacuatethecom putatio
node.lfanodecanbeevacuated beforeitbecomesisolated,thec
node situation can be avoided.Ifa dangerlevelcan be chosen st
evacuated before isolation,we m aybe able to getaw ayw ith sim p
isolation.Sim plerstrategiesgenerallyrequirelesshardw are supp
operation.

Actualreconfiguration based on the results ofintegrityassessm
levelcoordination.As noted,acentralnotionoffaultsisnecessar
reconfiguration asdescribed in Section 55.

As noted in Sectiotn-BARS emam paths w illrequire centralcontrolto
resource conflicts. High-levelcentralcontrolisnecessaryto utilize
reconfiguration.Forlarge-system s,wewouldIliketoavoid a single -
h avinga sin glepeonntstijrkeesfor allscan paths.Th e faacctdle aswia baaa re d
pathstoanycomponentinthenetwork,allow s usto distribute tl
tolerate the failure ofscan controllersinthe samewaywetolera
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w e allow the scan path controlsto be distributed,theiraction w
w ell.

When decidingw hatfaults are worth pursuing,itcan be useful
m ultnpded es.Forinstance,w hen pursuingtheoriesabouta faultyr
connect,itm aybeinsightfultointegrate faultdatafrom severalnod
orinterconnectin question.

From a faulttolerance perspective,we wantto distribute the hi
The easiestw ayto m anage thisistochoose somesubsetofthep
perhapsallofthem ,and assign thHisnegh ogth ele ¥ leteas $ikn gdaadnrtg c o n
uration.The controlofscan pathscould be distributed evenlyam
on the application,wecould eitherdedicate a setofnodesto pe
sim plym akethispartofthework perform ed byeveryprocessorin
tointerconnectthesecoordinatorsaswellasconnectingthem tc

The coordinatingnodes willwantto m aintain areplicated,dis
festations,system integrityyand currentsystem configuration. Rep
ofthecoordinatingnodes m ayfailorbeisolated from the netw orlk
dependonthe fault-tolerancerequirementsforeach particulars
identified,thisinform ation needsto beshared amongthecoordil

5.8 Summary

In thischapter,we examined the integration oftestand reconf
tolerantnetw orks.We began byreview ingthe m otivationforfaultlo
addition ofm udtppleriAPortdeselection,and partial-externalscan
testingapproaches,we developed robustm echanism s to supp
reconfiguration.We describe how these mechanism sallow scan
to proceed in aminim allyintrusive m anner,allowingthe portion
orreconfigured to continue norm al operation. We also sum m a
facilitates detailed faultidentification,system reconfiguration,in:
repair. Finallyw e sketched how the controland data m anagem e
can beintegrated w ith the m ultiprocessingsystem ,itself.

5.9 Areas To Explore

In Section 53.1lomal cnetihteyfiebach goment to e Ritsp bensmmain paths.
The multipath scan abplptggive s utgtchw ire the scan pathsinawayw
the effects ofanyfaults.Thatis,fora given num berofscan paths,w e
ofcom ponentstoscan pathswhich ismdatemuhlelwe e Ofcoumr po,n
the scan paths are usefulto usonlybecause theyallow s ustest.
underlyingnetw ork. Theredundancystructure ofdlte mwenw ork sh
w hen selectingan assignm entofcom ponentsto scan paths. Fol
be wise to assign allthe com ponents in a single stage ofthe ne
Consequentlyywe also wanttooptimize the assignmentofcompo
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w hich minim izesthe effects w hich scan-path faults m ayhave on i
W eassum e a com p oancecretsvs ibilehvia s@an pathsis faultyw e w antt
effectsofscan-path introduced faultsonnetwork connectivity. Co
ofourscan paths,w eitikmgpvh ybictae i loa lityw hen w iringscan path
Bykeepingscan path connections physicallylocal,wekeep the c
down and keep the reliabnigg o htilgle.iWheeno lookingfor good assi
ofcomponents to scan paths,we would also like totyexploita la
Determ iningreliable and practicalassignm ents ofscan paths or
redundancycharacteristicsrem ains aninterestingproblem to s
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6. Signalling Technology

In the previous chapterswe focussed on the architecturaland o
robust,low -latencycom munications. In this chapterand the ne
physicalaspectsofhigh-perform ancenetwork design.In Chapter ¢
protocolatthe datalink and netw ork levels (fere Figld e &iEtw e p 0 |
on top ofanynumberofphysicaltransportlayers. Here,w e add
practicaland ecdlnrogdisalplignppdotsuch routingprotocols w ith
transitlatency.

6.1 Signalling Problem

Our prim arygoalin selectinga signallingdiscip|lpnoenisrnostransm
w ith minim um latencyw hile affordingh ighl’hbaamd o isilaim. €heextea 1t S il
thecomponentinpu/wulipdetdatnechoy the design ofour signalling
wellasthe basictechnologies available forim plem entation.Sinc
computernetworks with inter-router delays w hich grow as the :
w ith signallingover potennirmdlytidim@inn.tAs@ consequence,ourinte
medium willbehave like atransm issionline,and oursignallingg
line design problem

6.2 Transmission Line Review

In thissection,w ereview the salientfeatures WD84fosm ission i
athorough treatmentoftransm issionlines.

Form ostphysicalinterconnection mediain use in digitalsyste
ation and phase distortion can beignored.Ifw e furtherignore the
there are tw o prim arycharacteristics w hich deimpgedaitctee a transm i
a n mtopagation velocity.

The propagation obloraicyerizes the speed atw hich electrical v
interconnect.When the voltage across atransmissionline chang
propagatesdown the transunThsespop piagaditoth eerloteityis determ in e
m aterialsin the interconnectand is given byEquation 6.1

1
v (6.1)
Form ostmuastgorivahsqugies the perm ittivageffiCoa ggpntionalprinted-circ
boards (PCBs Hrayye h eredanegisthe dielectricconstakhkbhoifree space

1
\/ H0€0
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w heigthe speed oflightin a vacuum .Standard PCBsotlhtuhsahfave a pr
the speed oflight.

The characteristic transm issionline im pedance arises from t
pacitance between the signalconductorand itsassociated grot
ofthe interconnectis fairlyconstant,the distributed inductance
aswell. The distributed inductance and capacitance give rise to
im ped&nWwlreile transientvoltage waves are propagatingdow n the ¢
lingsdefines the transientvoltage to Arimmsfiemdtiamnre hthreation d u c t¢
geom etryandthe dielectricm aterialsinvolved.Form ostconventic
connectge &gre 8A1iEQ., 7y =50Qis a conventionalstandard for PCBinte
andhigh-perform ance cabling.

As longas the interconnectpresents auniform characteristic
W ave propagates alongthe imt®ea@d mtecaanveda t,imygyw ever,isnotil
long,sowemustconsiderw hathappenstothe signalw hen itre
line. Tounderstand whathappens,letusconsiderthe more gene
ourpropagatingw ave encountersanimpedance discontinuity. W
encounters an impedance discontinuity,the discontinuitygives
ofdiscontinuityypartofthe voltage w ave m aypropagate through th
m ayreflectback tothesource.Ingeneralwhenweha¥e anincide
from aregion ofinterconngtdw irehgiomnpve dth Ammtdp e deafleceed and
transm itted vo lWagge Wy, avesgo verned byEquations 6.2and 6.3

71— Zo)
Vi = 1% 6.2
i (Zl+ Zo) ! (62)
27,
Vr=Vr+ Vi = (Zl n Zo) Vr (6.3)

We can seefrom these equationsthat,ifwewantoursignalsto bef
points,weneedto keepthecharacteristicim pedance ofthe inte

Iftransm ita signalfrom a driver atone endppaowiteeetmda rlree e iv
signallin gispanttdpotht. Point-to-point signallingcan be contrasted te
signallingw here theee aive rseasmrdakeveral potential drivers. The
signallingcase iggtre pseand . Sinldegbh etsvighean routers is betw een
forward and backw ard portpair,we willfocusthe remainderof
signalling.

In a point-to-pointsignallingsituation,w e generallyengineer th:
acteristic im pedance for its entire length. The endpoints ofthe t
ourprimaryconcern.Figures 61through 66show anincidentvolta
reflection scenariosdependingon the ratio ofthe term ination re
im pedance.lftheend ofthe transm ias¥n bnd)iFigprentR)ircuited (
the reflected volvage thaveam e as the incidentw awva.pfhiemreceiver
thus sees aWofdtldgev 2ngthe arrival ofthe voltage wave. When the tr
isshort-citeu(idgd (< %), Figure 6.6),the reflected Wgisathbeews a ue e
m agnitude astheincidentw ave betepvposetesimopongidig.Mh e &ave .V
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P osition along Transmission Line

AttimteOthere is a voltage tra n/sattibhnefrsooru ricte end ofthe transm ission
line.Shown above isthe voltage profile alonga transm ission line in
firsttran siitetion e<(L).

Figure 6.1tim |l Transm ission Line Voltage Profile

V|

Voltage

\
\
\
_______________ |
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P osition along Transmission Line

Shownabove isthe voltage profile alongatransmissionlineintercor
w ave shown in Figure 6.1enco ufters diad plreen farremdtd fth e
transmission line.The voltage profile shownischaracteristic ofthe
transittime across feeiniteelonnect

Figure 6.22.Transm ission Line Voltage:Open CircuitReflectio

the terminationresistance exactlym atches tf¥g, tr-aXysm ission lin
Figure 6.4),thereisnoreflected w ave.Ilfthe term inationresistance i
thetransmissionlineimpedance,thereflection willtend betw ee
and 65). Itisim portantto note thatthe reflected voltage w ave w ill
the transmission line and encounterthe samereflection scena
defined bythe im pedance seen atthe source end ofthe transm i
continuetopropagate alongthetransm issionlineuntilthelinere
defined bythe eirdpohirtsteadystate,the voltage levelalongthe w ire
voltage w hich the wirewould possessifthetransmissionline w e

For high-speed signalling,wewantto engineerthetermination
tions.Thatis,wewantthe detdtentatibe eardrpotfwvdibage as quicklyas
andremainthere.Two commonmethods for achliegagdhis goal:
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P osition along Transmission Line

Shownabove isthe voltage profile alongatransmissionlineintercor
w ave shown in Figure 6. lencounters an higherddapedance term ine
the farend ofthe transm issionline.The voltage profile show n is cheée
duringthe second transittim ei.a érotssZthe interconnect(

Figure 6.3: Transm issio nZljne ApRd 8ege tio n

PV

Voltage

P osition along Transmission Line

Shownabove isthe voltage profile alongatransmissionlineintercor
w ave shown in Figure 6. lencounters a m &tgh=eid)iat pedance term ir
the farend ofthe transm issionline.The voltage profile show n is cheée
afterthe frsttransittime acr@ss4he interconnect(

Figure 6.4: Transm ission Line W ltage:Matched Term inatio

seriestermination a n mhrallel termination. Figure 6.7show s a parallelterm ination a
and voltage profiles atboth ends ofthe transm ission line w hen tt
parallelterm ination,w e selectthedriverso thatitcandrive the tr:
age andselecttheterm inationresistance m atched tothe transm
(Zterm = Z0). Avo Iltage w ave originates atthe driverand takesonetrans
to arrive atthe receiver. Once the receiver sees the voltage w ave,!
voltage untilthe nexttransition occurs. Figure 68show s a series t
isselected to drive the line voltage to one-halfofthe desired volta
equalto the line Zm,p=eAhaanncck th e receiveris leflo.pexniglircuited (

Here the one-halfvoltage w ave arrives atthe destination and refle
thus sees a full-sw ingtransition w hen the one-halfvoltage w ave

108



PV

Voltage

P osition along Transmission Line

Shownabove isthe voltage profile alongatransmissionlineintercor
w ave shown in Figure 6. lencounters a |&w.,e< Aghag eldeance term inati
far end ofthe transm ission line. The voltage profile shown is chare
duringthe second transittim el.a érotssZthe interconnect(

Figure 65 Transm issio nZiljine ApRd 8ege tio n

PV

Voltage

P osition along Transmission Line

Shownabove isthe voltage profile alongatransmissionlineintercor
w ave shown in Figure 6.1en c o &n.tess z&)ah ohré darceunid(o fth e
transmission line.The voltage profile shownischaracteristic ofthe
transittime across feeintefeonnect

Figure 66:Transm ission Line Woltage:ShortCircuitReflectio

tim e afterthe source drives the transm issionline.The reflected w
the transmissionline one transittim e lateroroneround-trip tra
originalone-halfvoltage w ave.When ther reflected wave arrives at tt
Zawedand no furtherreflectionsresult.

6.3 Issues in Transmission Line Signalling

Now thatw e havereview edthe keyfeaturesassociated w ith trar
considerthe issues associated w ith high-speed,point-to-points
line design.Byusingseriesorparallelterm ination,we can contrao

109



Z —
teﬂio

Q
=}
o
12]
>
Qo
o
(0]
© ‘ |
) Vi——— ' ;
o } }
(=)
g v | .
L 2 \ \
[} \ \
z | |
S o ===
«n 0 T 2T T ime
Q
©
>
Qo
c
1) \ |
o VpI—-+——— !
%) | |
\ \
(]
> Y1 .
c 2 \ \
= | \
o | |
> p—— — — — — ————>
0 T 2T T ime

Shown attopisaparallel-term inatedtransmissionline.Below the
voltage profiles seen bythe source and destination ends ofthe tran
driverforcebBtad®dnsition atthe source.

Figure 6.7:Parallel Term inated Transm ission Line

transmissionline sothatthe destination settlesto the desired v

As shown in Equation 6.4,the transittime depends oh the length
and the rate ofsign al prromp akgutadio,n 6.1w e know thatthe rate ofp
depended onthe properties ofthe m aterials. Form ostconventi
v~ 5. High-perform ance substrates w ith slightlyhigherpropagation
andreliabilitycurrentlylim itstheiruse to small,high-end designs
Akeyissue to guaranteeingthatthe destination end ofthe trans
desired voltage levelin a single transittim e ispropertermination
term inationcases,werequireaterminationwhichismatched to
impedance. Process variation in the m anufacture ofprinted-cirtu
plicates the ease with which we can achieve matched term inaf
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Shown attop isaseries-terminated transm issionline.Below the't
voltage profiles seen bythe source and destinationends ofthe tran
driverforcef®tad®nsition.

Figure 68:Serial Term inated Transm ission Line

willonlyguarantee the im pedance ofth e15eB Figmtloound sv ithin a
can be specified butalways athighercosts. Additionally,there is
term ination is fabricatedobxhernmeslisssorfoemsistorpacks can be
m ination with m oderatelyhigh accuracy Ho w @& metrg bem np onnaetnot n fo
such asaroutingcom ponent,canR@quhie & & nzalnlte a i@ aoomothteo r t
term inationcomponents,forthe PCBreal-estate,and forthe adde
spacerequired forterm ination also translatesinto largerdistanc
longertransitlatencyand lowerreliability External,fixed resistors
to reverse the direction ofsignaltransm issionacrossourtransm
reverse anopenconnectioninournetw ork.

Another keyconcern when drivingtransm ission line interconi
drive the transm issionline.The powersupplied bythe driveris d
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andresistance seen bythe driver (Equ ation 6.5).

A‘/linez
Pdrive = % (65)
Aparallelterm inated transmissionline willdissipatepowerass
the transm is¥®ionline to X
v
Pporalicl _drive = &5 6.6
arallel_d 7 (6.6)
Aseries terminated transmission line willdissipate pow er given

trip transittim e follow inganytransition. Once the reflection retu
dissipated in the steady-state condition.
V2
Pseria_rive:— 6.7
I-d 270 (6.7)

Additionallypowerisrequired tocharge the capacitance associa
given byEqu ation gBwhheefrequencyatw hich Vg,drsuvehresvo Ita gee s,
swingdrivinginto thg.drivedah@acdpacitance which mustbe charge
to change the voltage on the driver.

1
Pcharge = ECdTiUBT(AVdTiUBT)Zf (68)

6.4 Basic Signalling Strategy

Tom eettheneedsofpointto-pointsagn@dlprigtviigptbimgeespwvee d an
a series-term inated,low -voltage swingsignallingscheme w hich
feedback tom atchterm inationandtransmissionlineimpedanc
discussion,w eMoscnutegrmaed circuittechnology.

Low -voltage swingsignallingis dictated bythe need to drive the
load with acceptable powerdissipation. We see in Equation 65t
swingsavespowerquadratically.In the designs w hich follow ,w e ¢
between zero andone-volt.Lim itingthe voltage swingsto one-volt:
overtradition al five -vo.dt Biign aldisa2p0m Ww ith five -vo It signalsw ings an
Piserial_drive = 10m Ww ith one-voltsw ings).

To achieve one-voltsignallipg wengsawidle x ome-voltpowersupp
purpose ofsignalling. This fre @ ® hheenitrs drivid unad € d hm gto convertbet
logic supplyvoltageldin dvohleasgegheave |. Anypow erconsum edggenerati
supplyisdissipated inthepowersupplyandnotinthe individual

Series term ination offers severaladvantages over parallelterm
nalling. We canintegrate theterminationimpedanceintothedrive
weneeded to drive the transm ission linwepvp lyagelcTb s e ffe dhiges ign
resistanceacrossthedriverbetweenthe supplyrailsandthe dri
compared to the transm igsiorlidherino peida nice fransm ission lin
close to th e suignpal M({Segs BiYulneamosim plem entation,thism eansthat
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Shown here ismMmbséerbasit ission line driver.Show n atrightisthe basi
Shown on the leftis a sim plifed m odelofthe driver m akingexplici
transistor,w henenabled,canbemodeledasaresistorofsomere
transistor’s W/ Lratioand processparam eters.

Figure &€®osTransm ission Line Driver

ofthetransistorsim plem entingth e Wfiifarladtirovéc m a k ehth e rae basga n
small. Asaconsequence,the finaldriverislarge and,therefore,he

pacitatf,ce.,This m eans itwilltake additionaltim e to scale the dr
signalup large enough to drive the finaldriver. It algg,/m eans that
(Equ ation 68),w illbe large.In contrast,the seriesterm inated drivel

driver. The higherim pedance ofthe seriesterm inated driver allc
sm aWglratio and hene.samalless latencydrivingthe output.

The seriesterminated configuration givesusthe opportunityto |
chip,seriesterminationtom atch thetransmissionlineim pedan
lineim pedance and theconductance ofthe drive transistors to \
m onitoringthe stableline voltage duringthe ridivad tram g ittiamsittim
the sourceendofthetransmissionline and the arrivalofthe refle
w hetherthedriverterm ination is high,low,orm atched to the tra
aproperlyterm inated series transmission line,we expectthe vo
ground andlihneggignigd uringthe frstround-trip tratileis ttmue hifth e vo
abovethe halfw aypoint,the driveim pedanceistoolow.Ifthe volta
waypoint,the driverim pedance istoo high.Bym onitoringthe volt
the drive im pedance appropriately,the integrated circuitcan co
both the silicon processingand PCBm anufacture to m atch the te
im pedancavoMoiscuitdesigners are fam iliar w ith the practice ofd
compensate forthe wide variations associated w ith siliconproc
technique takes the strategyone step further to com pensate for
externalenvironment.
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Functionallyw ew antanadjustableresistance forthepathtobothtl
rails.To drive the outputto a particmuhercsigna dimpre plrinaéecrail to
theoutputpad viathetuned impedance.

Figure 6.10: Functional View ofControlled Outputim pedance

6.5 Driver

To allow adjustabledriverim pedance,theoutputdriverisdesig
line on the a chipsoutput puagpdpigthhre siggn aldcimmssrollable im ped a
Logically,this configuration is shown in Figure 6.10.|Se\gtihad op tions
variable outputimpedance. Knightand Krym m suggestcontrollil
controllingthe gate voltage on th e [HK&3] Staegdiguurtg 6.219 MBrva ns o n
suggestsusingexponentiallysized p dlérsggp pelsetseatwde ehne th e tpigrt @ a
[Bra90]. The im pedance iscontrolled byonlyallowingthe approp!
turn ontoachieve the desiredimpedance.Gabaraand Knauersu
equivalentusinga setofexponentiallysiead iramnthietp udlia ppanall
pull-downnetworksto allow digitalcontrolofthe outputim peda

DeHon,Knight,and Sim on consider a variantthatplaces the im
and the gatingtransistorin series betw een thDKS98yiSelesup plyan
Figure 6.13). This configuration achieves low erlatencybym ovingthe
outofthe critical signalpath through the outputpad. Unlike the
im pedance schem es,theimpedance settingiscontrolled separ
staticduringoperation.The generation ofthe pull-down and pull-
mustbe perform ed in the signalpath tothe finalstage ofthe pad ¢
impedance controldevicesdo notchange with each data cycle,
the final stagegrivers,

In allofthese driverschemes,wihgmlyhse ah dgh vedgntdhliensgsold dro
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control

!

Shown above isavoltage-contro lladsdoiverdribard JKK8B]leBy an c e

varyivgnwabelow the logic supplyvoltage,one varies the gate voltage a
finaldriverw henitisenabled.Modulatingthe gate voltage in thism an
conductance ofthe finaldriverand hence theimpedance seen byt

Figure 6.a®osDriver w ith Voltage Controlled OQutputim pedanc:

more below the highdle gicessupgpnypbe used to form the pull-up netw
the pull-down network. Thatis,w hen the internallogic can drive
finaldriverm ore thanathreshold abow@ phgidle e cre iohdesisgla Bygn allin
to usedevice pull-up to allow the outputto swingallthe wayup tc
NMOosd evices have size,speed,and poweradvantage ©.0Sintce the m
tw o and a halftim es th e nn-0 bvictg onf it l@ giveem transconductance.
impedance,can beroughlytw o and a halftimdevism @ lilthrttthean a
sametransconductance.The sm allerdevicespresentlesscapa
internallogic and hence operate faster w hile dissipatingless po
driverlayoutbecomessmallerand sim pler sin ovedthvecfensa.l driver i
Outputdriversthardelyoaeadsddhices require guard-ramogabdtw een th
NMOsd evices to protectagainstlatch-up.

Figure 614show s a sized version ofthe outputdriver shown in
im plem eavbe2®, He w le tt Pa c kuaerfie’s 0.8e gate-length process [DKS93].
outputdriver exhibits a 2ns outputlatencyand 1ns rise/falltim e
capable ofm atchingexternal (hra p d dD@0m ct® g &l ettweedernv8d consum e
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oy ———[ew

’T‘—*D—| 1w
Ground

pd impedance

Shown above is a digitallycontrolled variable resistance driver fro
actuallyusse® vices in both resistance networks since itfocuses o
a different voltage region). Th eudiigidancaa g $smpetiance
determine w hich transistors are enabled wheneverthe driver dri
respectively Thetransconductancesoftheenabledparalleltransis
thetransconductancHibgtewiéamdhllRresognputpad.

Figure 6.¢2osDriver w ith DigitallyControlled Outputim pedance

approxim atelyl0Om W+ 2m W/100MHzo fpow er.

6.6 Receiver

Thereceivermustconvertthheloivws igo la dtge @ W 1h-gw in glogic signal
insidethecomponent.In the interesto fheighke-svp ew cth sorhihcahsimggh e
gain for sm allsignaldeviations around tHiem i@ ipeosififBBR tw een th
and [KK88londtiu ce suitab leedcidfeveerrsti&ildusrieo w s o neecsuve . rTh e
rightm ostinverter pair (Iland I12)in Figuree@kifgermbsaas @ dfgoetmitpaw h e
theinputvoltage seen xyetbad srhpuftth @ doepkpMo/.ltlaage & 12are identical
inverters. Theemphtarn® taken through resistors to whatdw ould nc¢
connections ofthe inverters. The resistorbetw een thepadand I
resistor w hich ncMmositnepxusttppand s. Th e resistor b dltiw gwritahge halfsic
leveland Ilis an identicalresistorforreference. The normalinpu
structure are shorted togethersothatllservesasabiasgenerato
ofoperation.Iftheinputpad voltage connectkiddooltwgeriecads,o ath
thetwodeviceswouldbeinidenticalvoltage statesandtheoutpu
also be mid-range. Asthe pad inputvoltage seen byl2varies aw ay
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Shown above is a digitalcontrolled-im pedance driver after [DKS93]. Tl
0 rpu_impedance a n @_impedance e n able the parallelim pedance controltran
Drivertransistorsare placed inseriesbetweentheimpedance con
putpad.The desired sigoahlencgwdtiogehie p ad byenablingthe approp
drive transistor.The digitalim pedance controlsrem ain staticdurir

Figure 6.4@8osDriver w ith Separate Im pedance and Logic Contr

lland 2rapidlybecom e unbalancedleadingto a high-gain output
isslightlyabove the halfvoltage level,the sw itchingthreshold ofl2b
supplied byll. The bias on the gates ofl2devices appearslike alov
drives a high output.Similarly,ifthe pad inputto I12is slightlybelow
switchingthreshold ofl2becom eslow erthan the llbiascausingt
In response,l2drives alow output.FinallyI3serves torestore the re
to afullrail-to-railvoltage swingfordrivinginternallogic.In order fc
Sshould be sized so thatits midpointvoltage tracksthe midpoint\
variation.

Figure 616 show s a veescierveorfshhe w 6.16 wrilguak w as im plem ente
incMOs26, He w le tt Pa c kuaerfle's 0.8e gate -length proce s [DK$83{e fhcey i
through thisreceiverisapproxim atelyfbmrdshTh eeto ¢dVaroalmdeth eyl rive
described inthe previous sectionis 3ns.
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All transistors are 0.8umlong.

Sh ow n heredsgoadsrized circuitfrom [DKS93]. Allw idthsare showninmic
Thisdriverw as deeesegnHe av foertt Pa ¢ kue iffd 5t08e gate-length process.

Figure 6.14:Controlled Im pedance DriverIm plem entatior

6.7 Bidirectional Operation

The driversand receivershowninthe previous sekuwpilerxs can be
bidirectionalsignallingasnepdac misthesroritiemdgém @hapter 4. Asil
pad would contain both adriverand areceiver. Atanypointin tim
line would be configured to drive the line and the other to recei
both itspull-down and pull-up enablesturned off. In thismode,
inpetkcreiver look like highnimegxé¢idbarscte the transm ission line. The
behavesasthe high-im pedanceconnectionweexpectonthede:
transmission line.The drivingend ofthe transm issionline drives
enable connectingmpsiygoatihie grsansm ission line through the adiju
netw ork. When itisnecessaryto turn the connection around to
netw ork ,thei/opadscanswaprolesasdriverand receiver.
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Shown above is a [kK83.ilueve atfttrasn/@are identic aW@lewvices (
WP2,WN1=WN2). Il1biad2imnto its high-gain region. When the voltage on th
inputpad isslightlyhigher or |ldMnegvoh ttargd v e/ thans inpdld@ficas

the voltéd3getandardizes th2efoorwtpal trofide the com ponent.ltshouldk
sized to have the sam e véllaang®. m idpointas

Figure 6.a8oslLow -voltage Differential Receiver Circuitry

6.8 Automatic Impedance Control

The drivers described in Section 65allallow ed the outputimp
section weturnourattentionto thetask ofautom aticallym atchi
attached transmissionline im pedance.In anysuitable scheme
w hether the term ination im pedance is high orlow and a mech
inform ation back to updttite ghSeaimip guw atihctb e aeriversiensdribed
in thischapter,we can obtain the inform ation necessaryand cl
a discrete-time sam ple register and allothinggaadceamnm poldhva lume p
through the test-accessport (TAP)(Section 22and Chapter 5).

6.8.1 Circuitry

Figure 6.17show sthescanarchitecture foridib ndtio dlec & @ haanl @ agnda, | |
boundarysscapaehiptadshas an im pedance controlregister and
im pedance register holds the digitalim pedance settingforthe p
inimpedance controlsschemessuch asthe onesshown in Figu
registercan hedeaitseman controlthrough the TAPto configure the pu
netw orkim pedances.The sam pleregister istisohnoovcr unr Figunreh &@18. \
logic value to be driven outofthe pad,anenable pulseisfed into t
ripplesthrough the inverterchainenablingeacpwsivwipketmegister |
inverterdelays apart.The digitalinputvalue to the samipele.register
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o 3} ‘> Inputto Chip
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£ R d iff= 500 Oh

R d iff= 200 Oh ms

Input
Pad

All transistors are 0.8umlong.

Shown here is the differeDKS93]rAld avivd tHfroare show n in microns.
Thisdriverw as deeesegnHe av foertt Pa ¢ kue iffd 5t08 gate-length process.
Grounded-Pinverters are u sedeiivah ead hfier émaimmavosn plem entary
inverters as in Figure 6.15. Experim ental evaluation suggests thatthe
transistors used for the dhffeuédn biallaagerivemrosrder to provide good
stabilityto processingvariation.

Figure 6.d@osLow -vo Itage ,Differential ReceiverIm plem entatio

Thisreceiverm aybethesameoneused forreceivingignalsw hen
The keyrequirem entie tleavethge mepraates one logic value w hen the
above the sigmallymgsd -pointvoltage andthe oppositelogic value w
below .Follow inga transition ofthe outputlogic value,thesam ple
ofcloselyspacedtime samplesofthe digitalvalue seen bytherec:é
read underscancontrolthrough the TAPto provide a digital,discre
the outputpad. Figure 619show sthe combined i/o padcircuitryfr
providesaccesstoreadthe sampleregisterand writethe imped
ofanalyzingthe datarecorded bythe sam ple registerand selectil
offchip controller.

6.8.2 Impedance Selection Problem

Thegoalistosettheoutputim pedancetoachievem atchedseri
linewereideal,thesignalshadnoappreciablerise-tim e,andthe.
linewasdefinitelylongerthanoursampleregister,theim pedance
voltage atthe pad ofa m atched transm issionline would look lik
high transition.Ifthe seriesresistance w as alittlelow erthan opti
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A131n211D O/l pedWwold

Figure 6.17:Bidirectional Pad Scan Architecture

<sample register outputvalue>

L— L= L

input
fro m_g

receivtr J
D
h

Asim ple sam ple registeriscom posed ofasequence oflatches eac
delays apart. When atransitionoccurs on the outputpad,a short
into the sam ple register.Each sam ple latchrecordsthe value seer
waslastenabled.Aftertheenablepulsepropagatesthroughthe sa
registerholdsadiscrete-time sam ple ofthe value seen bytherecei

Figure 6.18:Sam ple Register

would settle a little above the m idnpaind aald argg tdhreds armp ptheerie gis't
read allones.Sim ilarlyifthe seriesresistanceis alittle higher,the
trip pointandthe sampleregisterwouldreadallzeros.To setthe |
through various im p e deaancdieisseg,ttia gsa Atfigure the outputim pedanc
force a transition ofthe outputusingthe scan capabilities. Follo
the value ofthe sam pleregister,again usingthe scan TAPWhen w e
w here the sam pleregisterchanges from readingallzeros to reac
theappropriate pull-upimpedance setting. The sam e basicoper
transitionsto configure the pull-downimpedance.
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Abidirectionalpad willcontain both driverand r receivercircuitry. Sf

bidirectionalpadconfigurationintegratingtheaoévievedetailed in Figu
detailed in Figure 6.16.

Figure 6.19:Drive e@e dvd&kr Con figuration for Bidirectional Pad
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Voltage seen by source

Shown above isthe voltage atthe source-end ofanideal,m atched s
m ission line follow inga low to high transition from the driver.

Figure 6.20:ld eal So utioe Trans

Unfortunatelytherearemanynon-idealeffects w hitclhncannotbe
look m ore liketheonesshown in Figure 6.21. Since there is a finite
realsignal,thedriverwillalw aysrequire som etim etodrivethetrar
point.The sam pleregisterw illnotcontainallonesorallzeros.Ducé
cMosprocess,thetimebetweensubsequentsamplesinthe sam pl
asamplebitrelative tothe outputtran ibinoamt toyvarmwia re éyifrto Tim i
variation can easilycausetheinter-sam pletim etovarybyasmuct
ittakes finite tim e for the signalto getfrom the inputpad to the sa
sampleweretaken whentheoutputstarted changing,several sa
inputto the sam pleregisterreflects the voltage onthe outputpad
this skew betw een the pad voétagevemauntstidiwvanr yafnodmthceorm ponent
component.

As a result,the sam ple values returned from an im pedance s
Table 61. Asthe im pedance decreases,the line does trip from Ilo
w here the low to high trip occurs becom es earlierasthe sourc
commensurate with ourexpectationsofa finite rise-tim e.Eventu:
Thisis anindication ofthe num berofsample timeswhich elaps
sam pleregisterand the arrival ofthe fasn@uttp Ahdeteaxasitnamth ea u
ofbittimes thisrequires willvaryfrom com ponentto componen
settingthe controlim pedance reqgiraditle dtlpae tailde thtif thaetd € st
impedance settingforproperseriestermination.

6.8.3 Impedance Selection Algorithm

Aheuristic strategyw hich works wellin practice forselectinga
atthe derivative oftheega maplle B.tpafihed(centerin on the center oft
derivative region. Thatis,we look atw heaehtlsa tr prisidind takeutihs
deltasbetweenimpedance pairs.The search focuseson findingt
the largestdeltas between an adjacentpairofimpedance values
trip-point,the sam pleregisterwould nevertrip and above,itw ou
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Impedance
Setting Sampled Data
0 0000000000000000
1 0000000000000000
2 0000000000000000
3 0000000000000000
4 0000000000000000
5 0000000000000000
6 0000000000011111
7 0000000011111111
8 0000001111111111
9 0000001111111111
a 0000011111111111
b 0000011111111111
c 0000011111111111
d 0000011111111111
e 0000011111111111
f 0000011111111111
10 0000011111111111
11 0000011111111111
12 0000011111111111
13 0000011111111111
14 0000011111111111
15 0000011111111111
16 0000011111111111
17 0000111111111111
18 0000111111111111
19 0000111111111111
la 0000111111111111
1b 0000111111111111
1c 0000111111111111
1d 0000111111111111
le 0000111111111111
1f 0000111111111111

Shownaboveissampledatafora 16-bitsathipde qpeagasster. The im ped at
to the binaryencodingofthe enables for5exponentiallysized im pe
im plies allthe transistorsare disabled,w hile lfimdicatesthatallttl
thelowestim pedance setting).

Table 6.1: Representative Sam ple Register Data
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Voltage seen by so/uordage seen by souultage seen by source

Shown above are a series ofm ore realistic depictions ofthe volta
the source end ofa series term inated transm ission line. Atthe to
impedance situation. The middle diagram shows a case where
impedance istoo large,and the bottom diagram sshowsacase w
istoo sm all.

Figure 6.21: More RealisticiSommisce Trans

the change occurs would clearlybe the pointw here the largest
im pedance setting.

Naively,w e could scan throughclomtkiim gendlaym¢t a gpjairs. We could
the pairofimpedance valuesbetween whichthelargestdifferenc
im pedance settingstoconfigure the impedance netw ork. How e\
strategycan be misled.ltisoftenthe casethatthe diference betw
perhapsoneortwobitpositions.Thatm akesitdifficultto decide
—eg. considerthe case in which thereisarun offive im pedance si
position,follow ed byfive im pedance settings allidentical,then a
andnosubsequentdifferences.Apairoriented algorithm would s
changeisreallyinthe middle ofthe five im pedanceswhich differb

Instead,we use an algorithcronevg hiMmehyloono k slat snu pedance inter

125



Set Impedance:

1 old himped — m iddle im pedance value
2 oldlvmped — 0O

3limped—m iddle im pedance value
himped — O
5w hiletheoldandcurrentim pedancesdiffer
6 old_himped — himped

7  himped — fin dh ighm p e dianmpale (
8  oldlimped — limped
9
1

N

limped — fin do wm p e dimpedg (
Osetim p e dimped, Rirhped

Figure 6.22.Im pedance SelectiomoApgp rithm (OQuter L

attem ptto zeroinonthelargestdelta.To avoid missinglarge gaps v
the recursive search divides the region into pieces and recursec¢
space with the largestgap. Further,since thettdhwe oéthkbaovwposit
asecond-ordereffecton thettdpgiwm e itienrptedthhma e ghesearchingfor
and low -im pedance settings until thee2zddudidsnth @ obnave irgea.l Goguitle r
forconvergingon apairofimpedance values.Figure 6.23describes:t
in onanimpedance value usingthe heuristic strategyjustdescrib

6.8.4 Reqister Sizes

When adaptingthe im pedance controlstrategydescribed here
process,itisimportantto considerthe amountofgranularityava
and the time window covered bythe sam ple register. The num b
and hencethenumberofbitsused bythe im pedance controlre
impedances to which the pad needs to match,the potential prc
mism atch w hichisconsidered negligible. The num berofbitsin th
the size ofthewindow required fbigwma sae teoer tiheadt &ht @ ltrmnosc e ss c o
one could degeor,exancelyw hen to sam ple the output,onlya single b
would be necessary. How ever,since processingand operatingt
tim ingoftheinputand outputcircuitryythe num berofbitsinthe s:
such thatthewindow spansallpotentialtimingvariations.

6.8.5 Sample Results

The testcom pone DK88swc nib edrfigured w ith a 16-bitsam ple recg
sixbits ofboth pull-up and pull-down im pedance control. Figure
atboth end&todna HM ission line foran impedance selection dete
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Find Impedance:

llp—highestim pedance value with no trlansition

2hp—low estim pedance settingw ith sam e value

inthe sampleregisterasthe highestim pedance settin

3w hilky-Ip)>2)

4 hmid — hp — (23

5 Imid — Ip+ ("252)

6 iftransition differewmala migitwgeeeante r th g n
thatb e twicaend

7 hp — hmid
8 else
9 Ip — lmid

10 retu(iﬂ’éﬂ)

This version ofthe algorithm dividesthe rem ainingdistance into th i
overlappingtw o-thirdsregions.Alargerfractioncould beused form ¢
greaterselection accuracy,attheexpense ofslowerconvergence.

Figure 6.23:Im pedance SelectiomoAgorithm (InnerL

the algorithm described above. Atthe processcornerrepresent
Ssixbits ofim pedance controlwere more th&Qnrawmfioneins$itoncle at
line.Figure 6.25show sthe m atchingapcdnevetdafo dthudcmna €« omtmp e C
selection algorithm whenfewercontrolbitsareused.Ofcourse,a
curvewouldprovideadiferentim pedanceresolutionandrange.
diagram sw henthe sam e pad is auXtrmnastic esl$ymnalionteed to a 100

6.8.6 Sharing

One option w hich maym ake sense in manysituations is to sh
perhapsimpedance control,between severalpads.Ifagroup ofp
physical mgedam(e PCB),the externaltransm issionlinestheydrive w |
samecharacteristic im pedance.Ilfthe padsare physicallyclose c
processvariation from padtopad.In such cases,itm akes sense
impedancecontrolw ithinthegroup ofpads.Incaseswherewec
aboutthe externalim pteltlaen pe ssw beutld share a single sam plere
group ofphysicallylocalpads.Such ashared sam pleregisteronly
to selectam ongthe possibleinputsources.
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Vo Its
Vo Its

-0.25 -0.25

-0.50 -0.50
200ns per division 200 ns per division

Shown above isthe voltage profile seen atboth the driverand recei
50Qtransm issionline.Theim pedance m atchingshownherewasde
usingthe algorithm detailed in Figures 6.22and 6.23.

Figure 6.24:Im pedance Matching:6Control Bits

6.8.7 Temperature Variation

Tem perature isanimportantenvironm entalfactor w hich affec
circuit.Tem perature affects the trancymosimtegrcattendceiodd etvamedsh e @a
theterminationimpedance.The autom aticim pedance m atchin
to adjustthe term inationim pedance tobematchedatthe tem p«

Theprocessdescribedabovewouldnorm allybeperform ed as|
foreacthpoomnt.In som e environm ents,itispossible forthe com p
widelyduringoperation.Asthe tem perature varies from the poin
place,the term ination im pedance will deviate from the transm
effectis signifcant enough to afféeléttytrlae smuisinigproebiabl w ill no ti
higherthannorm alrate ofcorrupted m essagesthrough the com
system attem pts to localize errors (See Chapters 5),itcan rerun t
adjustthe impedance forthe currentoperatingtem perature. Ar
taken byintegratinga tem perature sensor onto the integrated c
on-chip tem perature sensor,the scan controllercould periodic
component.Whenacomponentstemperatureindication differs
indicationw henthecomponentw as lasacalliilbrate th ehiensgead acroa
setting.Usingthe port-deselection andagdut-bygpm Chsacpate faSctihieie s a
controllercan isolate individualportpairs and r recalibrate theit
havinga signifcantperform ance im pact.
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Shownabove arethe voltage proflesseenclosetothedriverandrec

50Qtransm ission line follow ingboth high andlow outputtransition

selected autom atically. Since only3bitsofcontrolwere used,the h
usedtosimulate param etervariation —inthe top pairoftracesthe |
the bottom itwasenabled.

Figure 6.25:Im pedance Matching:3Control Bits

6.9 Matched Delay

In Section 32w e pointed outthatpipeliningbittransm issionso
preventthetransittimesacrosswiresinthesystem from havingan
bandwidth andlatency With the circuitrydeveloped inthepreviou
how toreliablypipeline multiple bitsopdmewtises betw een routi
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Vo Its
Vo Its

-0.25 -0.25

-0.50 -0.50
200 ns per division 200 ns per division

Shown above isthe voltage profile seen atboth the driverand recei
10Qtransm ission line. The impedance was m atched autom atical
voltage levelisthe resultofthe finiteim pedance ofthemeasurm ent

Figure 6.26:Q000 pedance Matching:6Control Bits

6.9.1 Problem

The wiresinterconnectingcom ponentsinthe network varyin |
tem perature variations,the exactdelaythrough aninputoroutp!
With arbitrarylength wires and uncertain i/o delays,there is no g
arrives atthe destinationcom ponentrelative to the system cloc|
setup time justbefore the clock rises orduringthe hold tim e jus
receivercan clock inindeterm inate data. To avoid this potential
delaythrough each outputpad to gutdoa naterevehsaattt hheesd gnsat | i raatihosn
reasonable time with respectto theclock.

6.9.2 Adjustable Delay Pads

Tocontrolthearrivaltim e ofsignalsatthedestination,avariable
theinternallogicandthefinaloutputdriver.Thisbufferisdesigned:t
such thatitcan always m ove the arrival tim e ofthe signaloutoft
processingand tem perature. For the granularityofcontrol nece
variable delaybuffercould sim p lybaec a ens g [td pal & goqu e mocvedaritgap s o f
chain ofinverters (See Figure 6.27). For finercontrol,ofcourse,a volta
be used instead of,orin addition to,a varia b5.28).dreguaryem6.@9tip le xo r
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Shown here isavoltage controlled delayline (VCDL)after [Baz85]and [Jo
vCTRLe ffe ctivelycontrols th eibime dauand 6 éceanplaytla e b urt peurtt o f

stage and hence the delaythrough each inverter stage. The num be
the VCDLw illdepend ontherange ofdelaysrequired from the buffer.

Figure 6.28: Vo ltage Controlled Variable DelayBu ffer

show s arevised pad architecture w hich incorporates the variat
configuringthe delaythrough the com p o neecretiveTAR Thceu pta ylr d mi & irna
the sameasinthe matched impedance padsdescribed above.

6.9.3 Delay Adjustment

We can use the sam e basic strategyused for m atchingim peda
is,byw atchingthe voltage levelatthe source end ofthe transm iss
round-trip transittim e across the transm ission line. Since w e C
the sam e tim e to propagate from the source to the destination a
the destination to the source,we know thatthe signalarrived at
the round-trip transittime. All we need to do itdaregdrraiminth ev h e n
halfw aypointto the fullsignalvoltage railaswellaswhen ittransi

The inform ation w hich wer record in the sam ple register w hen
impedancevalues,ineffect,alreadyprovidesusw iththisinform at
register. Th e crepwetrris setto trip w heneverthe voltage onthe source
[line exceeds the halfw aypolinn ¢preat. dre m ahhm silgo peration,w e se
driver im pedance to m atch the transm ission |limeasd thas the so
halfw aypointduringthe round trip-time.Iffforexamople,weweret
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Shown above is the revised bidirectional pad architecture incorg
buffersintheoutputpath aswellasascannable registertocontro!

Figure 6.29: Ad justable DelayBidirectional Pad Scan Architec

threetimesthe characteristicim pedance ofthetransm ission lir
midpointanacteipethreoortw hen theline wasdriven,butw hen the re
the farend ofthe transm issionline.Thatis:

20
VI (4—Z0)Vszgnal
VR = VI

1
VRST‘C = (E) VRdst

For atranstitioopha&tpad voltage becom es

Vsignal

V= 4

for the pe<tito<d2—fOAfterthe reflection returns and reflects againstthe

term ination,
5
V: VRsrc—I_VRdst—l_VI: (g) Vsignal

for the pé&rkotd< 2. Qualitatively, the situation resem bles the case
term inationistoo large as show n inecgraseadrAifdr fhetditigenimtme d a
to b&Asassumed,forthisbehaviorto hold.Aslongasthedriverim

20 < Zgrive < 420
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select <sample register outputvalue>

ey, | T
”F:DI_JhI_JI_JI_J

Figure 6.30:Sam ple Register w ithn paulectable Clock I

the sampleregisterwilltrip after th e BAgivan gdthtd eesa m pr kefle € ¢i o tre
issufficientlylongw e candeterminenotonlytheim pedance setti
andreflected wavesoccur.

Notice thatthe delaytheowaigle thetingpsdm e w hen sdanchingfort
to the midpointaswhen searchingfoitithhre.mhidp,0hretde fa yitharid tirgh
the receiveriscanced&dngat whreedellta tim es to determ ine w hen
atthe destination.Also note thatthisis adiscretized tim e sam p|l
granularity.

We stillhave the problem sthatthe delaybetw een sam ple bitsi
ofthe sam plesrelative to actualsignaltransitionsisuncertain. T
byallow inga version ofthe clock to be switched intothe sampler
the inpoaerver (Se e6BJuinethis w ay, the inter-sam ple bittimescan b
term s offractions ofthe com ponent’s cloitilop doriald e libbuotphutthpealad ¢
andtheenable pulse onthe sam pleregistersare synchronized: t
alignm entofa signaltransition atthe farend ofthe transm ission |
through thedepvetrAddinga delaym argin for variation in the recei
m argin necessaryforclean signalreception,the varitdabhesdelaycar
alw ays arrive atthe farend ofthetransmissionlineatawelldefine
otherpiece ofinform ation w hich we getfrom thisconfiguration is
requiresforabittotravelacrossapiece ofinterconnect.Thisinfor
the routingcom @oconuennttfba the pipeline delaydtarsgloidsaae dovs sth tr
the associated interconnect(See Section 4.11.3).

6.9.4 Simulating Long Sample Registers

The discussion in the previous section assum ed the sam pler
actuallyrecord sam plesuntilsom etim @avwasiit He el e ¢ tfleaca koanr déstu r n
O8uprocess,inverterdelaysrun aboeaaddOpamop20® bstihesabled ro
200psto 400ps apart. Each nanosecond ofw ire,oraboutl5cm ofyv
sam plebitsinthe sampleregister.Actuallybuildingalongsam ple

!Actually,in anidealsettingthe im g2d&bZee £24M.be as high as
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therange ofwirelengthsofinterestwould beim practical.How eve
registerbydelayingthe sam ple pulseinto ashortsampleregister
ifwecandelaythepulseintothe sampleregisterbym ultiplesofth
slide the sam ple register forw ard in the tim e sequence.Byperforr
w ith varyingoffsetsforthe sam pleregisterpulseandrecordingthe
transition,w e can virtuallyreconstructthe waveform w hich alon

Figure 63lshow s a sim ple sam ple register architecture for sim
inthismanner.The enable pulseripplesthrough the invertercha
pulsereachesthe end ofthe inverterchain itis optionallyrecycl
pulse finishes cyclingthrough the inverters the configured num be
willcontain the valuesrecorded duringthe lastcycle. Care,ofco
therecycle path andinreconstructingthe waveform .Ifthe recycle
delaybetw een thelastsam ple bitinonecycle and the frstsam pl
notbeidenticaltotheinter-samplebitdelayforbitsenabled duri
issm all,itm ayonlym ake the sam ple granularityslightlycoarser.
thatrecyclesthe samplebitbeforecompletingacycle.Asaresult
alltransitioncanbepin-pointedtointer-sam plebittimes.The w a
theoverlappingsam plestomoreaccuratelym im ic asinglelongs

The m aximum operatingfrequencyofthecounterandcom parat
ofa sam pleregister we can use in thisscheme.The sam ple regi:
longto allow the com paratottherancd bn @ ferrelp gircetd e the nextena
Ifw e assum e adelayofatleastl1l00psthrough eachduvetege,r and w
weneedasampleregisterw hichisatleast25inverter-pairs longfc

6.10 Summary

Inthischapterwe addressed the issue ofoghesmpte eWlesiigealling
tifed theproblem oftransm ittin glonihselndsva &€ arp ooin tittogg oimttrans
line signallingproblem .We saw thatalow -voltage swing,series-ter
nallingschem e provided the low -latencysignallingw e desired w 't
low .In orderto address the issue ofterm ination m atching,w e in
end ofthe seriesterminated transmission line. This allow ed us
im pedance tothecharacteristiclineim pedance,com pensatin
vironm ent.Finallyw e show ed thatthe basic m atchingm echanis
the delayalignm entnecessaryto reliablypipeline dataacross w i

6.11 Areas to Explore

In thischapter,we have detailed a m atchingschem e thatuses
m atched impedance.ltwould also be poeivebrisetioo dieste st wlhipth g
theimpedance selection was highorlow.Such aschememayre
moreamenable to autom atic,on-chip calibration.
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<sample register outputvalue>

select
e 0o 0
'C”:D | | | | |
npatl ol Le—) Le— L= L
L atch Latdh Latgh L atch Latdh LN )
en o o0
Conﬁ‘_ ACom;paraor
|l
“cir Counte . .
1 enable romend ofinverter chain
To sim ulate alargersam ple register,w e allow the enable pulse to
sam pleregisterinverterchain.Varyingthenum berofcycles w hich tf
through the inverterchain,allow sustomovethewindow oftim e re
register.We can com binethesamplesrecorded ateach recycle co
thewaveform seen bytheinputpadoveralarge period oftim e.
Figure 6.31:Sam ple Register w ith Recycle Option
select <sample register outputvalue>
e 0o 0
'C”:D | | | | |
npatl ol Le—) Le—l L= L
L atch Latdh Latgh L atch Latdh o o0
en
Conﬁ‘_ ACom;paraor
|l
—c\rCo_unte

To gain higher accuracyw hen reconstructinga waveform from m ¢
window s,wecanr recycle the enable beforethe end ofsample reg
registerw indow s acihl ovaela.p

Figure 6.322.Sam ple Register w ith Overlapped Recycle
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The extensions necessaryto allow delaym atchinghave not,as
tested.Nodoubt,westand tolearn more aboutthisproblem from
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7. Packaging Technology

When we actuallybuild anysystem ,we mustplpynealtgpW@ek age if
mustprovide a physicalmedium forthe wiresinterconnectingcec
amechanical supportsubstrate to organize and house the com
packagnga network willdirectlyaffectthe size ofthe packaged 1
connection distances and transitlatencybetweencomponents
packagngtechnologies and develop hierarchicalschemes forp
in Chapter 3. The packagingschem e developed heremakesuse o
m inim ize interconnectiondistances.

7.1 Packaging Requirements
When packaginganetw ork we have manyoften conflicting,goals
e Minim ize the interconnect@)stances (andhence

e Provide controlled-im pedance signalpaths (Chapter 6)

Supplyadequate powertoallcomponents

Facilitateosrypalsrclock distribution to allcom ponents
eCoolcomponentsbyrem ovingthe heatgenerated byIlCsduring
e Facilitate physicalrepair

e Minim ize packagingcost

To keep theinterconnectdistancesshort,weseekdensepackacg
as close as possible. Excessive density,however,makes supplyi
physicallyrepairingfaults difficult. High-perform ance packagingan
the mostexpensive partofa system to m anufacture and assem b
strategy,w e mustkeepinmindtheeconomics ofthe available tec

7.2 Packing and Interconnect Technology Review

7.2.1 Integrated Circuit Packaging

Conventionalpackagingtechnololgyetarndevgibhted c kra geitlssas th e
levelbuildingblock.Silicon ICs are diced frame th ien faloprac&ktage sw a f
Fine pitchwiresarebondedfrom padsaroundtheperipheryofthe
shelvesalongthe perim eterofthe die cavityin the ICpackage.The
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and bondingw ires from the environm ent.Dicingand packaginga
components biyWyamdtsopneaed. The packaged ICcan be more easilyl
andassem blythanthe bare die.Packaged ICscanbereplaced as

TodaymostlICpackages are plasticencapsulants,ceram ic,or fi
Plastic packages are inexpensive,butonlyallow connections ar
l[im ited capacityfor heatrem oval. Ceram ic packages are much
herm etic sealingfor the die cavityand allow greater heat transfe
package.High powerlCpackagesprovide pathsofhightherm alcor
package w here aheatsink maybe mounted to disperse the heas
circuitboard ICpackageshuntolipegid®israns e ite ®CBproduction and ¢
experience,tools,and m anufacturingdeveloped for fine-line PCBs. (
packagescansupporti/oconnectiaos oTlnins giget ® pib @ wlddlea ge su
pin-grid array(PGA)arrangem ent.

Whetherthe pinsare arranged around the peripheryofthe ICfor
in agridded fashion,the package size isgenerallydetermined byt
size and achievable densityofexternali/oconnections.As aresul
thanthehouseddie.The size ofanICpackage m ayonlybe correlat
because both the package size and the die size are often directly
pinsonthecomponent.

7.2.2 Printed-Circuit Boards

PackagedICsareassembledonprinted-circuitboards (PCBs). The
supportforthe ICs and provide the frstlevelofinterconnection a
Conventionalprinted-circuitboardtechnolo gy@BsaMuspghe m an u fa
layers ofetched copperprovide interconnectintwo-dimensiona
areseparated bylayersofinsulatingm aterials.Drilbendneercd plated
amongthe two-dimensionaletched claidp\yoB.aPgecrls angetch iGsa sin gl
m aybelocated ononeorboth sidesofacom posite PCB.

Som e packaged ICs have pinsw hich can beinserted in m ating
via asocket.Duringassem blysolderisusedtoconi®eBEtthe comp
Componentpackages w ithilpeédsadétu ére agtik sodurgh the PCBand ar
te r mtleadgh-holecom ponents. Anothercom mon form ofpackaged ICs
w hich can be soldered to exposed metallands on a surface o ftl
w hich siton the surface ofthe PCBand solderto PeBBaanrés w ithout
c a |l lsidace-mountc o m p on eadsc@unrfcom ponentsonlyconsumespace
ofthe PCBconnected to the ICCw hereasthrough-holecomponents
the PCBincludethe opposingPCBsurf

Acom mondisciplinewhendesigningprinted-circuitboards for
dedicate apowerplane foreach powegr Geoeul gquifed in the syste
Thisdiscipline allow spowerdistribution with minim alresistive |
andthecomponents.Dedicated powerplanesalsoprovidelow il
supplies and the packaged ICs’pow erleads. Solid conductor pl
reduce the cross-talk betw e e nPEBgica guraaraenseoen db a sistre@tcontr
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im pedance interconnect,signaltracred aateogemla naellyribre bwesrean ca
ofsolid conductingpDgip.es (See [R

As a practicalm atter,thereisalim ittothe system size wecanp
board. Despite the factthat PCBs are deaipdeacdyacdonr d@yweead,dPCB u
technologyis essentiallytw o-dim ensional. The size ofa single pr
bymechanical stability,yield,and manufacturingconstraints. T
m axim um viable side length for PCBtechnology In fact,for m anufac
m anufacturerslimitone PCBsidedim ensiontolessthan l14dinches
yield considerations willgenerallyprovide m ore severe lim its on

Today PCBfeatures down to 8m ils (1000m ils =linch)are consid e
m anufacturerscanproduce featuresdownto 3or4mils,butthe o
m anufacturingcosts are roughlyproportionalto thh€kBaum ber ofl
Below the feature sizesused involum e production,thecostincre
When dealingw ith m unhlhibalgegid’€Bt®@cstisalsodependentonthevari
holesrequired.

7.2.3 Multiple PCB Systems

When a system design exceeds the size w hich can be efficiently
circuitboard,the system m usP®GBs bnutidir ér e mtend wildipben nectors a
cables.Boardsinterconnectedviaabackplane PCBis,byfar,thedo
interconnect,today. In thiscase,one PCBisused to interconnectrt
on the “‘pbackplane”™oard allow otherboards to m ate orthogon a
produces astructure w hichtakessomeadvantage ofthree-dim e

When a system exceeds the size practicalto build in backplan
physical,ormechanicalrequirementslimitbackplaneuse,portit
viacabling Again,connectorsoneachprinted-circwitheatd provid
Ratherthandirectlyattachingtw oorm ore boards,acable ofinsu
connectthe boards.

Cablesforcontrolled-im pedanceinterconnectscomeinthree

1. Ribboncables
2. Coaxialcables
3. Flexible printed -circuitcables

Ribbon cables are com posed ofaasxehqsep aeactéadomydauncion ss latinc
rial. Flat-ribbon cables can be used in a maanapetaw lkeiclo md moel ra dl:
impedance interconnect. Coaxialcables place aconductorins
cableshave more stable impedance characteristics,butare o fte
the alternatives. Flexible printed-circuits use the wellestablishe
lam inates.Typicallyflexible printed-circuitcablesachieve contro
overground plan eitiap ®0Bgyfa m
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7.2.4 Connectors

To date,m ostboard-to-board,board-to-cable,and board-to-pac
usingpin-and-socketconnectors.Oneboard,cable,oriIChasacon
row s ofpins.The m atingunithasaconnectorw hich houses ase
geom etry. The tw oomiee esearbym atingthe pin and socketconnect

More recentlyyanum beooft@atmrrselsaverbecom e available.One
connectors can m ate directlyw ith lands on tw o PCBs or package
nectorprovides electricalinterconnectbetw eenthelands.Com
characteristicsw hich m akethem preferable topin-and-socketc

1. Higherdensity
2.Superiorsignalintegrity
3.Low erinsertion force

4. Function withoutsolder

Pin-and-socketconnectorsarelimited bythe achievable densityf
compressionalconnectorsarelim ited bythe arearequired to cal
ofseparate conductors. Rem ovingthe need for solder m akes as
insertion force required forinsertingpin-and-socketconnectors
pinsonthecomponent.Asthenumberofi/opinsingdrase,sodoe
pin PGAs are alreadyexperiencingexcessiva nresdotrionnafo ucfe ctfonmer
tomovetomorecomplicated sockettingschemeswhich m ate g
outtherequired insertionforce.Traditionalpin-and-socketconn:¢
controlled-im pedance paths,w hilemanyofthe em ergingcom pr
signalpaths.

Severaltechnologiescurrentlyavailable forcom pressionalinte

e Anisotropicconductive elastom er
e ‘Button balls”
e Springs

Severalm anufacturersnow produce stripsorsheetsofelastom e
conductors are arranged to conductonlyalongone axis. In this v
betweencoadaedtmps pite sidesoftheconnectorandlinedupalor
The elastom erwillcompressunder pressuretaveleweintgtba&lcond
contag {lH c 90][Po 190][Te c 88][ND90]). “Bu tton balls”arespam gool d evdioe 25
compressedinto sm alldiaeyg e20er clyiiradnr iectelrlboyd®m (il high)in a pla
carrier. Theyprovide m ultiple points ofco retach sedwe e etin ¢hbeaPCB |
w hen comaggr¢seds|dSih o 85]). Sprin gstyle c¢tors h o vescee s hoaf meedt i

w hich behave asspringsin a flexible carrier.Whencom pressed bc¢
ofthe metalforces positiRéBs @mmth ot 3 ildotiseoef ely@ [GPM9I2]

[Co r90]).
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«——P rinted -Circuit Board

= < Compressible Connector

il

-.[-

C——— 1« DSPGA Packaged Componen:

nut rigid plate

Shown here is across-sectional view ofa p @CBsagimregstack. Com po
sandwichedin alternatinglayerstoform athree-dim ensionalstack
This stack structure serves asthe nextlevelofthe packaginghierar
form sthe basic buildingblock outofw hich largersystem scanbeb

Figure 7.1:Stack Structure for Three-dim ensionalPackagil

7.3 Stack Packaging Strategy

Leveragingm ostlyconventionalpackagingtechnologies,wecan g
utilize allthree spatialdim ension.We continue to use fairlyconve
technologybut stack ®6Bs pnotthendsmaedsion orthogonalto the PCE
formsackstructure sandw ichinglayers ofpackaged ICs betw een PCE
Com pressionalboard-to-package connectors provide signalcon
printed-circuitboards and integrated-circuitcom ponents. This
packed three-dimensionalcube ofcomponents and interconn
buildingblock foreven largernetw orksand system s.

7.3.1 Dual-Sided Pad-Grid Arrays

While thereisnoveltyin ourdesign anduseofthelCpackage,the
weemployisconventional. The integrated-circuitis housed in a
ofcontacts. Rather than beingpins,the contacts are land grids
for attachingsumdcesmM ponents. These land grids are connected
connectors to similarland grids on the PCBs. Due to the low -inse
available from these land-grid areagsnUgAs ¢ cloenyle aave attractive o pt
packaginghigh piegc ¢Buwc 8I)siftel,for e xand p petehdath @ LGAp ac k a ge
forits 80386SLm icroprocessor [Mal9l].

We m ake one finaladdition to the LGAstructure. Rather than pla
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the bottom side ofthe package,we placetheland-grid arrayon b
optionally,provide continuitythrough the package betw een the tc
resultin gs tduaesidedpadagridarray (DSPGA)to em phasize the faatctbdtpads ar
on both sides ofthe package.Each verticalpad paircan be configu

1. The correspondingpadsonthetopandthe bottom ofthe pac
through withoutconnectingto an ICpinto supportverticalinte

2. The correspondingpadscan be connected togetherand to a|
m ake contactto traceson eitherorboth ofthe boards above

3. The correspondingpadscanbeconnected to differentlICpins

Notconnectingthe correspondingtop and bottom padsasin (3)r«
ufacture and willmake the package more expensive than ifonly
used.

Figure 7.2sh ow s DSPGA372,a 372p ad DSPGAw e h ave duepve lorge d . DSPG,
160ICsignalconnections,76through signals w hich do notconnect
suppliessupported by72,40,and 24pads,respectively.Alllandsare 3
around 10m il plated holes. Contactsiditycgo hdPe@AF2hfa s high nob
threeinternalpowerplanesforprovidingalow resistance and lo
andtheexternalpowersupplies.Thenominalgroundplaneissu,
planessupplythe lodig,p awdetrhseupigny lump@iMy,w. &d d ition ally,
space is provided in the paaka peygoarssucrdapcaecntors across the po\
The 76through pins allow the package to suppaytbRGBs fhrinterconn
signals which do notconnectto the IC.The rem aininglé0pads su
Each ofthese 160signalsis available on both the top and the botto
Table 71sum m arizes the physicaldimensions ofour DSPGA372p ac
pictures ofthe package.DSPGA372w as fabricated bylbiden usingBT
asaseven-layerprinted-circuitboard.

Th e DSPGA372package hasdedicated coolingand alignm entholes
be used to align the package to the com pressionalconnector ar
Theinnerholesopenintothe heatsink cavityunderneath the die
fow acrossthe heat-sink forheatrem oval.

7.3.2 Compressional Board-to-Package Connectors

Packaged ICs are m ateRCBg jbhodld mlcemet and below ,through com
connectors. These connectors provide through contactbetw ec
PCB.Usingselfaligningcoomnmrectoiosn@abcsolderisneeded to m ake re
Properlyselected com pressionalconnectorswillprovide consis
asrequired forhigh-speed signallinag.

Figure 74show s a picture o0fBB372,a com pmensescdmrad,dsuighoend-ito a
m ate w ith DSPGA372h BB3&e s 372b uttons aligned wDhDSRGABR.land grids
The buttons used HhyBB3/R dx#@ n20il cylinders. Figure 75show s a clo
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372 contact chip carrier package
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DSPGA372is a 372pad dual-sided pad-grodnanre a yeAll ptaaiglatreha o u gh
betweenthetopandbottom ofthe package.76padsdonotconnec
existsim plyto provide through interconnect.(Artwork byFred Drenc

Figu re 7.2: DSPGA372

picture ofa button ionthecBB372cThe buttons provide low -resistan
impedanceinterconnect. Thoenoercttorodth geBB3f@@accom m odate t!
or lid associated w ith the m atingDSPGA372. BB372is 30m ils thick al
orlid attached to DSPGA372to extend atm ost30m ils verticallyab o ve
Com plementaryholes are provided forcoolantflow to m atch tho
has two stubs atopposite cormBRGAB/a tignm atretvih othe sh eTh e stu b
protrude on both sides ofthe carrier,allowingthe carrier to m a
the attached PCBand DSPGApackage. The BB372carrieris m ade from
Polym er[Cor89and w as fabricated byCinch.Table 72sum m arizes tl

Our m ain disap p oBBB7Tthhearstwei¢m the handlingcare required. Th
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\ Feature Size |

Package Outline A x 1471
Package Height
includingheatsiaki@Gmdl lid
excludingheatsink and lid | 80m il
Die Cavity 540540 m il

Die Side Length (m axim um ) 5p00m il
Pad Diam eter 30m il

Pad Spacing 50m il
CoolingHole (diam eter) 100m il
Mo untingHo le

(diam eter) 778m il
(slotlength) 100 m il

Table 7.1: DSPGA372Ph ysical Dim ensions

Top (die cavity) Bottom (heatsink)

i

Pictures o fDSPGA372show n actual size

[

Figure 7.3: DSPGA372Ph o to s

composingthe buttonscan easilybepulled outofthe cylindricall
the buttons,the wires often attach to theridges onthe person’sfi
thefingers move aw ayfrom theconnector.Asaresult,theconnect
im properly. With properequipment,the buttons can be restuffed
inserted into a system and com pressed,the buttonsrem ain situ

Initialexperim eomtd wcittveaeclasto m e rj@2psw dge jst oNy[Fe lastom eric
technologyis aviable alternative forthisapplication.Elastom eric
hum anhandling The elastom erprovides asheetofanisotropicc
isrequired to m atch the pad geom etryofthe package or PCB.Size anr
custom izationrequired foreach application.As aresultNREcosts
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Picture ofBB372show n actual size

Figure 7.4: BB372

\ Feature Size |

Connector Outhing 1
Connector Height 30m |il
CenterOpening x 800Om il
Button Diam eter 20m il
Button Spacing 50m il
CoolingHole

(diam eter) 100m il
Align m ent Stub

(top height) 28m il
(bottom height) 48m il
(diam eter) 78m il

Table 7.2:BB372Ph ysical Dim ensions

us slightlym ore freedom to choosetheconnector height. As a sid
to gasketthe coolantforced through the coolingholes.On the ne
low ercurrentcapacityand higherresistance thanthe button-bo

7.3.3 Printed Circuit Boards

Printed -circuitboardsaresandwichedbetweencomponentla
These PCBs are fairlycolniMarygirgoahtralle BGBs.pTddamrclgy special
accommodations required are the land grids and alignm entan
w ith the DSPGApackages.The PCBlands m im icthe gecom etryofthe C
nobilitycontact,alcehP®@@ $d bfe gold plated . Alignm entholes allow c
as the BB372,to align w ith the PCBland pattern. Colotlaneglcobelaate re
fow through thecoolantholesprovided intheconnectorand ICp
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Closeup ofbutton on BB372

Figure 7.5:Button
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Inside the stack,each printed-circp ot e ratetahgaatms wtishtéw o c o |
one above the PCBand one below it. Mostofthe pins on the com |
PCBshouldnotbeconnected to th e aocre e ppoomedcinhagp itm € @ phoes ate
side ofthe PCB.The PCBm ustnotprovide c o netancthito biestw terdanc thse p
w hich occupythe sameplanarlocation.Thisrequirem entcan be
m anufacturingtechnologybyeitherusingvias w hich onlyconnec
routinglayers on the fCB,gthleyddfsea sse & ¢dhtbadnvd th theydo notinter:
Insom ecase,continuitybetw eencorrespondingpinsonthecom
isdesirable.Pow ersignals,busses,and globalsignallinesare col

7.3.4 Assembly

Astack isassem bled bybuildimmoedaoes sanfePGBsa cck age d ICs. Figu |
depictsthe com position ofa typical stack. Figure 76show s a m o
componentstack.Figure 77show s aclose-up cross-section ofan
placed bohe thtrtdhegstack provide verticalcom pressive force and
board alignm ent. Arigid m etal plate atthe top and the bottom o
compressive force acrossthe stack.The alignm entpinsand hole
carriers,and packaged com ponents. BB¥2aaiboenase htlpuntd pro vid ¢
board to align to DSRGAdaadt ®#6BindependentlypAs mermessurlé,aclogn
ateverystage. Alignm enttolerances from laye etwodBBB8y2rsare notad
30m ilsthick and the m atbSR@A8H2Ii® 80mfela tihick ,the space betw ee
inanassembled stack usingthese com ponentsis 140m ils.

7.3.5 Cooling

Once stacked,thecoolantholesinthe DSPGApackages,carriers,
vertical coolingchannels through the stack stru®8PGA. The heat
com poneancteig atbjthe fourcoolingchannele meno.clindecch wntheits c
allow forced airorliquid coolantto becirculated through the stac
proper heatsink design,the coolantflowingacross acomponen
experience turbulentfluid flow to effectefficientheattransfer from
All coolantchannels can be leftopen allowingparallelflow acrao
colum n. Alternately,everyothercoolanthole can be plugged forci
sinksinacoolantcolum n.

7.3.6 Repair

Componamcemeintis sim plified byptheecsooldsrlleseplace a faultyc
ponelB,orocnnector,we simplyneed to disasslkmolwlen tdoeo dtack, ¢
replacementforthe faultyunit,and re-assemnleletid @ ssodacvka tlh €h £C
needtodesoldercom ponehPOBsadfd o@wscerlp bnve d mmruesd teed d is c
from the stack andcoolantdrained before the stack canbe disa:
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Shown aboveisanenlarged cross-section ofanetworkcom pc
(Diagram courtesyofFred Drenckhahn)

Figure 76:Cross-section ofRoutingStack

7.3.7 Clocking

Anysynchronous system requiresthatclocks be distributed to
thecomponents seetheclock edges atapproxim atelythe sam e
arrivaltim es is kdookskewas dhgenerallyacts to lim itthe clock rate &
setup and hold times.The clock distribution problem in the stac
problem ofclock distribution on anylarge PCBor m ulti-PCBsystem
distributiontreesandlow -skew clock bufferscanhelp minim ize
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Shown hereisaclose-up picture ofa m ated e hehBB372and DSPGA37
w hich has beencutatan obligue angle to expose the topologyofth
The stack shown above iscom posed ofa BB372, DSPGA372, BB372,an d DS
sandwiched inside a plastic encapsulant. The encapsulantseryv
togetherafterthecross-sectionalcutwas m ade.

Figure 7.7:Close-up Cross-section ofMated BB878&mdsDSPGA372Co m

Forshortstacks in w hich the propagation delayverticallythrou
ponentsissmall,itm aybe suffcientto ceaaeluctlytuisitmbownte nreela ye
ofPCB (See Figure 7.8 hhneenctthe clock signals verticallythrough each
stacks,thepropagation delaythrough thecolumn m aybe intolere
through the verticalinterconnects maynotbe suffcientlycontroll
tion.Alternatelyw e canuse atwo-tierfanoutschem e.Each PCBla
identicalclock fanout,similarto the singlelayerfanout.The input
from anotherfanouttree through carefullytuned lengthsofcontro
flexible printed-circuitcables.The additionalstage offanoutadds

Anotheroptionistoprovideadirectconnectiontoeachclocke
the edge arrival tim e is carefullivauiveld, [$iis Rj.nQuafclock distribu
sim ilarto the m atched delaydrivers described in Section 69. How
clock skew makeitamuch moredificultproblem

7.3.8 Stack Packaging of Non-DSPGA Components

As described so far,the packagingschem erequires alllCs be pa
The networks described in thisdocumentare builtoutofhom o
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1 Ut |

Lt ClockedIC

’—Jé [~ e Buffer

Primary Clock

Sh ow nab oveisarepresent at ive clock fanout sch eme. Th e tracelengt h sin al clock runs
sh ouldb eb alanced so ast o guarant ee aslittleskew b etw eenclock edgesas possib le.

Figure 7.8: Sample Clock Fanout on Horizont al PCB

long as w e can package our rout ing component in DSPGA packages, th eentirenetw ork canb e
easily const ruct ed as describ ed. It is, noneth eless, w orth w h ileto consider h ow to accommodat e
ot h er componentsinth estack. Th enetw ork endpoint s, for example, const it ut e component sot h er
th anrout ers,andw emay not h avet h efreedomt opackageall such component sin DSPGA packages.

Th e st ack st ruct ure w ill readily accommodat e loviile@nponent sinth e spacesb etw een
DSPGA component s. As not ed, using DSPGA372 and BB372 component st h ere is 140 mils of
clearance b etw een PCB layers. ICsw h icht camfortab lyw ith inth ish eigh t canb e accommo-
datedinth estack. Th eh eigh t requirement precludesamost alt h rough -h olecomponent sincluding
PGAs. Th rough -h ole component sfurt h er complicat eth ematter sinceth eir pins generaly ext end
th rough th ePCB andintoth espaceb elow th eattach ed PCB. Most leadlessch ipcarriers (LCC) and
gull-w ing surface-mount component s are around 100 milst h ick and can easily b e accommodat ed.
Jlead surface-mount component s are generally t h icker and leave infdient clearance. Smaller
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surface mount component s such as TSOPs are easily accommodat ed and may b eth inenough to
alow componentstob emountedonb oth sides of adjacent b oards. Of course, th e non-DSPGA
component s only h ave direct accessto signalsonth e PCB tow hich th ey are mounted. Such
component smust make useof t h espare, t h rough connect ionsprovided b y DSPGA packagesw h en
th ey require vertical int erconnect . Th e non-DSPGA packages are not part of t h e assemb led st ack
cooling ch annels. Cooling for t h ese component sislimit edt o h orizont al forced-air b et w een PCB
layers.

7.4 Network Packaging Example

For t h e sake of concret eness, let us consider h ow w e package a small mult ist age, mult ipat h
net w ork. Figure 7.9 depict samapping of amult ist agenet w ork int o ast ack package. Each st age of
rout ersisassignedit sow nplaneinth estack. Th erout ersaredistrib ut edevenlyinb ot h dimensions
w ithinth eplane. Th e PCB b etw een planes of rout ing component simplement sth e int erconnect
b etw een adjacent stages of routing components. Since th &8 srerout ers in each st age,
distrib utedintw o dimensions, each S@SNV) long, makingth ew irelength sb etw een st ages
O(v/N)long. Th etransit latency grow th forth isstructurew ill th usmatch our expect at ionsfrom
Section 3.1.5. If th einput sand out put sare not all segregat ed t o opposit esidesof th enetw ork as
sh ow nintfigere, it w ill b enecessarytorunth einput and out put connectionsw h ich originat eon
th ew rongsideof t h epackaged netw ork verticalyth rough th enetw orklayerstoconnect th einputs
oroutputsintoth enetw ork. Th eseloop-t h rough connect ionsare oneclassof signalsw h ich useth e
straigh t-th rough int erconnect providedb yth e DSPGA packages.

7.5 Packaging Large Systems

7.5.1 Single Stack Limitations

Unfort unat ely, t h ereisalimit toth esizeof our st acksand h enceth esizeof netw orkw hich w e
canb uildinasingle st ack package. Recall from Section 7.2.2, our PCB sizeislimit ed somew h ere
under 30 inch es.fine-line t ech nology w e use. Vertical layers are relat ively t h in. Consequent ly,
if w e package t h e layers as suggest ed in t h e previous section, w e normally do not run int o any
ph ysical constraintsinth evertica packaging dimensions. For example, at ypica PCB t h ickness
forth eh orizontal PCB w ould b e 100 mils. Section 7.3.4 notedth at using DPGA372 and BB372
component s, th espaceb etw een PCBsis 140 mils. Int h isscenario, each additional netw ork layer
w illincreaseth estack h eigh t b y just under 0.25inch es. Sinceth e PCB side size isincreasing as
O(v/N)andth enumb er of st ages, andh enceh eigh t,isincrea@pgsN )),w eencounterth e
PCB sizelimit at ionsb efore any vert ical const raint s.

Nonet h eless, th evertica const raint st h at may arise are most Iy dominat ed b y cooling and signal
int egrity constraints. Asth e numb er of component sin a vertical column increases, in a parallel
cooling sch emew ew ill require great er pressurefamd -rat est o cool t h e component s. Similarly,
in a serial cooling sch eme, th et emperat ure gradient b etw eeninlet and out let w ill increase. As
not ed in Sect ion 7.3.7, for sdficient ly t all stacksw e cannot rely on vertical column int erconnect
for h igh -speed, low -skew , glob al signal dist rib ut ion.
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L ogical Diagram of . Physical Network

Simplifed Network 5 Construction
From Processing Nodes From Processing Nodes
[ | | print ed circuit
v | A A
Netw ork Inputs
: | Routing
Netw ork Inputs St ack
rout ing
Netw ork Out put s i ‘ component
To Processing Nodes [not e: rout ing component s

aredist rib ut ed evenly
inb ot h dimensions
acrosseach plane.]

To Processing Nodes
(Netw orksnot draw ntoscae)
Th e diagram ab ove depict sh ow alogica stack ismapped intoth estack structure. Th e
int erconnect b etw eeneach pair of rout ingst agesisimplement edasaPCBint h est ack. Each

st age of rout ing component sb ecomes a layer of rout ing component s packaged in DSPGA
packages.

Figure 7.9: Mapping of Net w ork Logical St ruct ure ont o Ph ysical St ack Packaging

7.5.2 Large-Scale Packaging Goals
Tob uildlargenetw orks,w eseektw oth ings:

1. A netw ork stack primitivew h ich represents a logical portion of th enetw ork and can b e
replicat edt orealizet h econnect ivity associat edw ith th etarget netw ork

2. A topology for packaging and int erconnect ingt h ese primit ives

As developed in Ch apt er 3, for large mach inesw e focus on fat -t ree netw orks. Our prob lem is
finding adecompositionof t h efat treeint orepresent ativesub -netw orksw h ich canb eimplement ed
inasingle st ack st ruct ure. We desireh omogeneit y in st ack primit ivesfor t h e samereasonsw edo

in int egrat ed-circuit component s (See Section 2.7.2). Wh en select ing a packaging infrast ruct ure

for assemb lingt h e primitivest acks, w e must addresst h e same general packaging issuesraised in
Section7.1.
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7.5.3 Fat-tree Building Blocks

Recall from Section 3.5.6th at w ecanth ink of afat -t ree, multistagenetw ork as composed of
th reepats:

1. adownnetw ork w h ich recursively sort sconnectionsasth ey h ead fromth eroot tow ardth e
leaves

2. anupnetw orktorouteconnectionsupw ardtow ardth eroot

3. lat era crossoversw h ich allow a connectionto ch ange fromth eup netw orktoth edow n
netw orkw h enit h asreach edth eleast common ancest or of t h e source and dest inat ion nodes

Using radix-r, dilat ion< crossb ar rout ers,w eb uildany dow ntreesortingnetw ork much likea
flat, multist agenetw ork. Rout ersinth eupw ardpath allow aconnectiontoconnect intooneofth e
next (r — 1) dow nw ard rout ing st ages or cont inuerout ing upw ard. Th eupw ard rout ers compose
both th eupnetw orkandth ecrossover connections. For evéjylogical t reelevels, w eh ave
oneupw ard rout ing st age.

We can collect th(e — 1) dow nw ard routing st age, t h eassociat ed upw ard rout ing st age, and
th e crossover connect ionsint o a ph ysical tree level. Each such ph ysical t ree level encompasses
(r—1)levelsof th eorigina t ree. Taking ogr — 1) dow ntreestages, th et ot a sorting performed
b y aph ysical t ree levelisasgivenin Equat ion 7.1.

ry = 7= (7.1)

Th esizeof th elogical node at each ph ysical treelevel w ill increaseasw eh eadtow ardsth eroot
sinceth eb andw idth a each treestageincreasestow ardth eroot. Asaresult, w eneedtofurth er
decompose each ph ysical tree level into primitive unitsw hich can b e assemb ledto serviceth e
varyingb andw idth requirement sat each treestage.

We use th etermnit tree t o refer t 0 any primitive st ack st ruct ure w h ich implenfierdds a
b andw idth diceof each ph ysicaltreelevel. Th ereisalargeclassof unit t reesb asedont h eparamet ers
of th erout er and packaging t ech nology. Tab le 7.3 summarizesth e paramet ers associated w ith a
unit treest ack. Th erout er paramet er€/, and w h aveb eendiscussedindet ail in Ch apt ers3 and 4.
At th'b ottdhof th eunit tree, th enumb er of ch annels h eaded t o0 and from ph ysical t ree levels
closertoth eleavesisdenoted ¢; isamultipleof th erouter dilatianw h ich determinesth e
sizeofth eb andw idth diceh andledb yth eunit trés.d@menined,c; can b e ch osen such
th a th esizeof th eunit treeisaccommodat ed in a single packaging st ack. One generallyyw ant s
large for increased fault t olerance and resource sh aring. Th e availab le packaging t ech nology w ill
limit t h esizeof any st acksand, h ence, limitint h eserespect g ismuch liket h erout er dilat ion,
d; w egeneraly select aslarge avalueasw e can afford given our ph ysical and packaging limit s.
At th eleavesof atree, w eneedtoconnect th eprocessorsintoth etree, and h encew e need a unit
treew ith ch annel capacitiesmat ch edtoth einput and out put ch annel capacity of.each node (
¢; = nt = no). Th ech annel capacity in and out of th et op of aunitet,reefully det ermined
once¢; and r arech osenandisgivenb y Equat ion 7.2.

c, = ¢y T(T_Z) (7.2)
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r rout er radix
rout er dilat ion
w routerw idth
¢;  ch annels per logical directiont ow ard leaves
(depends on packaging t ech nology and syst em requirement S
rp, logical t reelevels per ph ysical t ree level
(det ermined b y rout er radix)
¢, ch annelsout of unit treet ow ard root
(det ermined b y; and r)

L

Tab le7.3: Unit Tree Paramet ers

Routing Components
UTeax2 UTeaxs
Up Rout ing St age 16 64
Final Dow n Routing St age 16 64
MiddleDow n Rout ing St age 12 48
Initial Dow nRouting St age 8 32

Tab le7.4: Unit Tree Component Summary

7.5.4 Unit Tree Examples

For th esake of illustration, let us consider t w ofeperiit t ree cofigurat ions int roduced in
[DeH91] and [DeH90]. Here, w e denot e each unit tre€/ds ... Both of th eseunit treesuse
t h e RN1 rout ing component , aradix-4, dilat ion-2 rout ing component (See Ch apt&18)..» h as
¢; = 2and, consequent ly,c, = 32. UTeaxgh a8; = 8andc, = 128. Both h avg= 64. Tab le7.4
summarizest h enumb er of component s composing each stageof th enetw ork ineach unit tree. If
each rout ing component ish ousedin a DSPGA372 package measuring 1.4 inch esalong each side,
andw eleave asmuch space b etw een rout ing component’s/#4qest ack measures just under
1foot along each side, andt V&4 g Measures just under 2 feet . Assuming BB372 connect ors,
t h efour layers of rout ing component sinb ot h unit treesare 1inch tall. With compressional plat es,
each stackisunder2inch tall.

At th eleaves, asingleunit treew; ithni = noisconnect edt o each clust ergf processors.
Tob uildth enext sizelarger mach ine, w ereplicat eth elow er ph ysicgltsnes aael b uild a
new treelevel out of enough unit treestosupport th ech annelsent ering or leaving t h eroot s of all
of th elow er ph ysical sub trees. To quantdfychfannels come out of each sub treew lavils,
th etota numb er of unit treesrequiredtoformth eroot of t h eph ysica sub treeat ph ysical t reelevel
n+ lisgivenb vy; .

Nn-l—l - — (73)

C
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Inturn, th eph ysical sub treerooted at ph ysical t reetetalv ill h ave at ot a ch annel capacit y
out of it sroot givenb v;
Cntl = Cp - Nn—l—l (74)

With th eparticular unit treesjust introduced, w eformth eleavesofth etreeb y connect ing one
UTgax2 toeach clust er of 64 processors. If w e 08842 Unit treesinth e second level asw el
asth érst, w eneeéz = 16 UTgyx2 Unit treestoformth eroot of each ph ysical sub t ree root ed
inth e second ph ysical treelevel. Th esub treerooted inth e second ph ysical t ree level support
64? = 4096 nodes and includes 64 UTg4 > Unit treesint hfiest ph ysical treelevel. Alt ernat ely,

W ecan U2 = 4 UTgxg Unit treesto composeth eroot of each sub treerootedinth e second
ph ysical t reelevel t o support t h e same numb er of nodeBistdievel unit trees. Tob uild an even
larger mach ine, w e can make 64 copies of a 4096-node t ree and int erconnect th emusing ath ird
ph ysical t ree level composed 0f218 = 256 U/Tsay unit trees of24 = 64 UTpays unit t rees.

Th eresultingsub treerootedinth eth irdph ysical t ree level suppere85444 nodesand h as
atotal of 6416 = 1024 U'Tgax2 OF 64 - 4 = 256 UTgaxg Unit trees composingth eint erna t ree
nodesint h esecond ph ysical t reelevel and 409G %4, unit t reescomposingt h e nodesin tfhrse

ph ysical t reelevel.

7.5.5 Hollow Cube

To ph ysically organizet h eunit treesw h ich makeup alarge fat t refdreah ehanner, w e
must consider t h eint erconnect t opology. Each groug @b treesat ph ysica tree leval il
b econnectedtoth esub set of unit treesat ph ysical tneeléwel h ich composeth eroot of th e
sub tree. If each of th esub treesat treelswamposed of U/ unit treesandth e parent t reelevel
isconst ruct ed fromt h esamesizeunit trees,w eknow th eparent set of unit treesw ill b e composed

of
& T

Uparems = C_l U
unit t rees (See Equat ions7.3 and 7.4). Th isgivesus
Uechitaren = 1p - U = 70~V U (7.5)
unit treesat treelevel connectingt o
Uparent = Z_; U=, (7.6)

unit treesat treelevel+ 1. Fromth eserelationsw eseeth at th egroup of unit t rees composing
th eroot of aph ysical sub treew ill generaly b e connect éthe®as many similarly sized unit
treesinth eimmediat ely low er ph ysica treelevel.

Wh enr = 4, asinour examplesfromt h eprevioussect ion, anat ural approach t oaccommodat ing
t h is:1 convergenceratioin our t h ree-dimensional w orld ist o bhalldw cubes. We select one
cub efaceasth*eoy of th ecub eandtileth eunit treescomposingth eroot of aph ysical sub t ree
inth eplaneacrossth etopfaceof th ecub e. Togeth erth efour adjacent facesinth ecub eh avefour
timesth esurfaceareaof th etopand h encecanb etiledw ith four timesas many unit tree st acks.
Th esidescan h ouseall of t h eunit t reescomposingt h eroot sdftth-e 84 immediat ech ildren
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Sh ow nh ereisanexamplew h ereth eunit treesinb oth ph ysica treelevelssh ow nareth e
samesize. Th isiscomparab letot h ecasedescrib edinSection7.5.4w h erea4096 processor

mach inew asb uilt fromtw o ph ysical t ree levels composed entlifBLy.of unit t rees.

Based ont h est ack sizes assumed in Section 7.5.4,th ish ollow cub ew ould measure ab out

4feet oneach side

Figure 7.10: Tw oLevel Hollow -Cub e Geomet ry

of th ecub etop. Ifth etopispart of ph ysical t reetdvet sidescont ainunit treesw h ich are part

of ph ysical treelevel — 1. Weleavet h & ot t dhof t h ecub eopent oincrease accessib ilitytoth e

cub &sint erior. Figures7.10and7.11sh ow tw oh ollow -cub earrangement sfor mach inescomposed
of tw oph ysical treelevels. Figure 7.12 depict sth e h ollow -cub e arrangement for a mach inew ith
th reeph ysica t ree levels.

Th e h ollow -cub etopology is optimized t 0 expose t h e surfaces of stacksw h ich int erconnect
toeach oth er. All of th einterconnect b etw eenunit treesw ith inah ollow -cub efat treew ill occu
b etw eenth esidesandface of somecub e. Th eh ollow -cub et opologyisath ree-dimensional fract al-
likegeometryw h ich attempt st omaximizet h esurface areaexposed for int erconnect w it h inagiven
volume.

7.5.6 Wiring Hollow Cubes

Each of th eunit tree stacksinth e sides of a cub e feeds connectionst o and from unit trees
composingt h eparent sub treeinth etopofth ecub e. All of th econnectioninandout of th etopof a
unit tree st ack are logically equivalent . Th ese logically equivalent ch annelssh ould b edistrib ut ed
amongt h eunit t reescomposingt h e parent sub treefor fault t olerance. Th isfanout fromaunit t ree
tomultipleunit treesinth eparent sub treeisdesirab lefort h e samereasonsfanout fromth edilat ed
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Sh ow nh ereisan examplew h ereth eunit treesinth eh igh er ph ysica tree level are four
timesaslargeasth eonesinth elow er ph ysical treelevel. Th isiscomparab letoth e case
describ edinSection 7.5.4w h ereth elow est treelevel w as corbipigged ohit t rees

w hileth eh igh erlevel w as composig of unit trees. Like Figure 7.10, t h ish ollow

cub emeasuresab out 4feet oneach side.

Figure 7.11: Tw olLevel Hollow Cub ew ith Topand Side St acks of Different Sizes

connect ions of asingle rout er isdesirab le (See Section 3.5.3). Wit h proper fanout entire unit t ree
st ackscanb eremoved fromt h enon-leaf, ph ysical t reelevels,andth enetw ork st illfretesin suf
connect ivit y t o rout e all connect ions.

Wire connect ionsaremadet h rough th ecent er of each h ollow cub eusing cont rolled-impedance
cab les. Th ew orst-casew irelength b etw eentw o ph ysica treelevelsisproportional toth elength
ofth esideofth ecub ew hich th ew iretraverses. Anyrouteth rough th enetw orktraversesacub
of agivensizeat most tw ice, onceonth epath toth eroot andonceonth epath fromth eroot toth e
dest inat ion node.

7.5.7 Hollow Cube Support

To support th eunit t reesmakingup ah ollow cub e, w eb uildagridded support sub st rat e much
liketh eraisefloors used in t radit ional comput er rooms. Duetoth e ph ysical size of th eh ollow
cub es, t h ey occupy room-sizedor b uilding-sized st ruct ures. Th est ruct uret oh ouseth eh ollow -cub e
netw orkisb uilt w ith th esegridded w allsand ceilingsto accept th eunit treesw hich are used as
b uildingb locks. Conduit sfor pow er and coolant are accommodat ed along grid linesint h e gridded
sub strate. Th esixth faceof each h ollow cub e, vacant of unit trees, suppliesaccesstoth einterior
and provides alocat ion for cooling pumps and pow er supplies.
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Figure 7.12: Th ree Level Hollow Cub e

Sh ow nab oveisah ollow cub econtainingth reeph ysical treelevels. If al th e unit trees

W erd/Tgay2 Unit trees, th isstruct urew ould h ouse 262
assumpt ions as in Figure 7.10, th e centra cub einth is st ruct ure measures ab out 16 feet

aongeach side. Th ew h oleunit,

16 feet tall.



Rat h er th andirectly connectingth ew iresintoaunit treetoth eunit treeitself, w ecanb uilda
w iringh anessw hich matesw ith th eunit tree. Th ish arnesscollectsal th ew iresconnectingto &
singleunit tree. Th eh arness makes compressional contact w ith eith erth etopor b ottom of aunit
treestacktoconnect th ew irestoth eunit tree. Th isw iring h tesdds serhpik of replacing
aunit treestack. With out th eh arnessit w ould b e necessary t o unplug all of t h e connectionsint o
th eout going unit treeandth enreconnect th emtoth ereplacement. Since each unit t ree generally
support sh undreds of connect ions, t h isoperat ionw ould b einvolved and h igh ly error prone.

7.5.8 Hollow CubeLimitations

Asint roduced, h ollow cub esareonlyw ell mat ch edtoradix four fat -t rees and only ret ain many
of th eir nice propertiesup t o th ree ph ysical tree levels. Fdirsthtd ree tree levels, th e cub e
side length sincrease b y a fact or of four b etw een tree levels. Since each successive t ree level
accomodat es 64 t imes as many processors, sidelength , and h encew orst-casew irelength s grow s
asv/N. Startingat th efourth ph ysical treelevel, th e need t o accommodat e space occupied b y
low ertreelevelsincreasesth egrow th factor tosix. Asaresult w orst-casew iring lengt h s grow
faster b eyondth ispoint. Alsostartingat th efourth ph ysica treébewtt ofivef many of
th eh ollow cub esb ecomeb lockedb yoth erh ollow cub eslimiting maint enance access.

7.6 Multi-Chip Modules Prospects

Th e Multi-Ch ip Module (MCM) is an emerging packaging t ech nology th at furt h er improves
component packaging density b y dispensingw ith th elC package. Bare die are b onded direct ly
to ah igh -performance sub strate w h ich servesto interconnect th e die. Th eremova of th elC
packagealow scomponent stob esit uat ed moreclosely low eringint erconnect lat ency. Recall from
Section 7.2.1th at package sizeis proportiona toth espacing of ext ernal i/ o pinsnot th edie size.
Avoidingt h epackage allow sth ecomponent t oonlyt akeup spacerelativetoth ediesize.

Unfort unat ely, MCM t ech nology h asanumb er of draw b acksw h ich relegat eitsuseto smal,
h igh -end systemstoday. Few |1C manufact urersare inth e practice of supplying b are, t est ed die.
Final, full-speed IC t estingis generally done aft er t h edieis packaged. Th efacilitiesavailab lefor
full-scale t est ing of unpackaged die are limit ed. Asaresult, it isgenerally not possib let o know
w hetherdlofthedew illw ork b efore assemb ling an MCM. Since component speed grading is
also generally only performed on packaged ICs, oneh aslitt leknow ledgeof t h eyielded operat ional
speedforeach IC. Th esedraw b acksarecompoundedb yth efact th at repair andrew orkt ech nology
for MCMsisinitsinfancy. Th e MCM t ech nologies availab le t oday generally are not amenab le
t o die replacement . Conseguent ly, st ocked MCM yield islow . Addit ionally, NRE cost son MCM
sub strat esare comparab let o silicon IC NRE costsrat h er th an PCB NRE costs. Th e comb ination
ofth efact th aa MCMsh aveyet tob ecomeah igh -volumet ech nology, th elow eryield duet o lack
of repairab ility, and h igh NRE cost s make MCM t ech nology uneconomical for most designs at
present .

Wh enMCMsb ecomean economically viab let ech nology,th ey mayb eab let oreplace packaged
ICs and PCBs. St acks composed from layers of MCMs could b eafact or of 3t 04 smaller in each
of th eplanar dimensionsth anth e st acks describ edw ith DSPGA372 st yle components. To b uild
MCM stacks,w ew ouldneedth eab ilityto connect signalsintob oth sidesof an MCM sub strat e.
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Ifth eMCM islimitedt o single-sided or periph era i/ o,th esizeof th e MCM requiredtosatisfy i/ o
requirement salone may negat emuch of t h edensit y htandJnlesssignficant advances are made

in MCM repair, MCM st acksw ould not h aveth erepair advant agesof t h e current st ack packaging

sch eme. Th eh ollow -cub et opology canb eusedt oint erconnect MCM st acksw ith most of t h esame
b enBt sand limit at ions.

7.7 Summary

Inthisch apter w e developed ath ree-dimensiona st ack packaging t ech nology. Using dual-
sided pad-grid array |C packages, compressional b oard-t o-package connect ors, and convent ional
PCBs, w e developed a stack structure w ith alternating layers of components and PCBs. Th e
comb inat ion of DSPGA packages and compressional connect orsservedtob ot h connect packaged
ICstoh orizont al PCBs and t o provide vertical b oard-t 0-b oard int erconnect w ith inth estack. We
demonstrated h ow tomapamultistagenetw orksintoth isth ree-dimensional st ack st ruct ure. We
th enlookedat th elimitationsonth esizeof stacksw ecanb uild. To accommodat e larger syst ems,
w edeveloped anetw ork decompositionfor fat -t ree, mult ist agenetw orksw h ich alow sustob uild
largefat -t reenet w orksfromoneortw oprimitiveunit treest ack designs. Weasosh ow edh ow th ese
unit treest ackscanb earrangedinah ollow -cub egeomet ryt o const ruct largefat -t ree mach inesand
commentedonth elimitationsof th eh ollow -cub estruct ure.

7.8 AreasTo Explore

Many areas of packaging are quit efert ile for explorat ion.

e We h ave pointed out th elimitationsw ith current MCM t ech nology and suggest ed some
requirement s necessary for t h et ech nology t o provide real Hhtane

e Th eh ollow -cub et opology h as many nice propertiesuptoitslimitations. It w ouldb euseful
t ofind alt ernat ivet opologiesw ith aw ider range of applicat ion.

o |f free-spaceopt ical int erconnect b ecomesaviab let ech nology ont h isscale, th eh ollow cub es
can b ecometruly h ollow . Using free-space optical t ransmission acrosst h e long dist ances
th rough th ecub e w e could exploit th e propagation rat e of ligh t to keep transit lat encies
low . Th edistance acrosst h elarger h ollow -cub e st dijeseit $uflargeth at th e savings
due to h igh er propagat ion rat e may make up for th e lat ency associat ed w ith converting
electrical signalsto light and b ack again. Recent w ork in optics promises to int egrat e
elect rical and opt ical processingsoth at w ew ill b eab letob uild optical conversionsint o our
primit ive rout ing element s [Mil91]. Since ph ot ons do not int erfere w ith each oth er, free-
spaceopticsmakesth etask of w iringth eint erconnectionsth rough th ecenter of th eh ollow
cub etrivial. [BJN86] and [WBJ"87] discussearly w ork on large-scale, free-space opt ical
int erconnect for VLSl systems. Th ey use h olograph ic optical elementsto direct optical
b eamsfor int erconnect ions. THlexib ility of th e h olograph ic mediah oldsout promise for
adapt ive and dynamic connect ion alignment and recdigurat ion. At present, much w ork is
still needed oneficient conversionb et w eenelect rical and opt ical signalsand emit t er-det ect or
alignment .
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8. RN1

RN1lisacircuit -sw it ch ed, crossb arrout ingelement developedint h eMIT Transit Project [MDK91].
RN1 may b e cofigured eith er as an 8-b it w ide, radix-4, dilat ion-2 crossb ar roet eri (= 8,
r=4,d =2, w = 8)or asapar of independent, radix-4, dilation-1routerde. tw orouters
w ith=4,r=4,d =1 w = 8) (See Figure 8.1). Inb oth dogurat ions, RN1 supportsth e
b asic rout ing prot ocol det ailed in Section 4.5. RN1 h asno int ernal pipelining. Each RN1 rout er
est ab lish esconnect ionsand passesdat aw it h asingleclock cycle of lat ency.

Figure 8.2 sh ow sth emicro-arch it ect ure for RN1. Each forw ard and b ackw ard port cont ains
asimplefinit e-st at e mach ine for maint aining connect ion st at e and processing prot ocol signalling.
Th e line cont rol unit s keep t rack of availab le b ackw ard port s and h andle random port select ion.
Backw ard port arb it rationoccursinadist rib ut edfash ionaong each logical out put column. Wh en
severa forw ard portsattempt to openaconnectiontoth esamelogical b ackw ard port duringth e
samecycle, an8-w ay arb itrationforth eavailab leb ackw ard port st akes place. [Min91] cont ains a
det ailed descript ion of t h e design and implement at ion of RN 1.

RN1 w as implement ed as a full-cust ongMoOs int egrat ed circuit using a comb ination of
st andard-cell and full-cust om layout. St andardjve-volt,cmos i/ o pads w ere used w ith this
first -generat ion rout ing component . RN1w asfab ricat edinHew let t’®acRard CMOS process
(cM0s34) th rough th e MOSIS service. Th e RN1 die measures 1.2 cm on each side. Th edie size

8x4 cr ossbar Two 4x4 crossbar s each
dilation 2 with adilation of 1
| T
— o
1 d —>: o
—>
e T
o —_—
—»E
_.=_ O
—! ¢ :
YY YY YVY VY VLVV VVVL

Figure 8.1: RN1 Logical Configurat ions
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Figure 8.2: RN1 Micro-arch it ect ure

w asfully determined b y t h e perimet er required t o h ouse 160 signal pads plus pow er and ground
connect ionsinasinglerow of periph eral b onding pads. RN1 ispackaged in aDSPGA372 package
assh ow ninFigure8.3.

RN1 can support clock rates up to 50 MHz. Analysis of th e critical-pat h timing indicat es
th a th e standéng-volt i/ o pads and th e st andard clock b uffer are key cont rib ut ors limiting
clock frequency. Th einput and out put lat encies for th e RN1 i/ o pads are each rough ly 10 ns
(i.e. ti, = 20ns). Insideth ei/opads, th elatency th rough th elC logic is aroundel4 ns (
tswitern = 14 nS).
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RN1ish ousedint h e DSPGA372 package int roduced in Section 7.3.1.

Figure 8.3: Packaged RN1 IC

164



9. Metro

Th e Multipath Enh anced Transit Rout ing OrganizaierrRQ) is an arch it ect ure for second
generat ion Transit rout ing component s. TIMETRO arch it ect ure encompasses t IMRP-ROUTER

prot ocol describ ed in Ch apt er 4includingt h e enh ancement s describ ed in Section 4.9. In addit ion
toth eb asic rout er prot ocol implement ed b y REfRO includes mult i-TAP scan, port -b y-port
deselect ion, part ial-ext ernal scan, w idt h cascading, fast pat h reclamat ion, and pipeliningprovisions.

9.1 METRO Architectural Options

Th emETRO arch it ect ure encompasses a large space of rout ing component figarat ions and
rout erb eh avior. Somearch it ect ural paramet ersmdisted @ h enconst ruct ingapart icular rout ing
component . Any particular rout er w ill h afixed dat aw idt v),(afixed numb er of input sand
out put s, o), a fixed numb er of pipeline delays routing datath rough th e raptkrd fixed
numb er of h eader w ordssw allow ed during connect ion est ab |igh) naat g fixed numb er of
scan pat h ssp). Each particular router w ill h avdigarat ion opt ions, accessib le viath e TAR,
w hich alow onetoch ooseamongaset of possib lerout er b eh aviors. @gaagoMETRO
rout ing component t oact asaradix-dilat iondrouter p = r x d) b ysettingt h eeffect ivedilat ion.
Each particular rout er w ill h ave amaximum limit onth e dilat ion set:t:ing.(Each forw ard
and b ackw ard port on amgTRO router can b e enab led or disab led (See Section 4.9.1). It is
also possib let o cdigure each forw ard and b ackw ard port omamgo rout ing component t o
accommodat et h epipelinedelay cyclesassociat edw ith pipeliningdat aonth ew iresb etw eenrout ers
(See Section 4.11.3). Th e cdigured value, vtd, definest h enumb er of cyclesw h ich w ill t ranspire
betw eenth etimew h enaportteendsadth etimew h efitdd piece of ret urn dat aarrives.
Each particular rout ing component w ill alkaw t o t ake on any value up t 0 some component
specific maximum, max _vtd. Each forw ardandb ackw ard port canalsofigucedt o eit h er use
fast pat h reclamat ion or det ailed connect ion sh ut dow n (See Section 4.9.2). Tab le 9.1 summarizes
th earch itectura variab lesw h ich must b eselect ed duringt h econst ruct ion of arout ing component .
Tab le9.2 summarizest h edogurat ionopt ionsw h ich areavailab leamro rout ing component .

9.2 METRO Technology Projections

Based on our experiencew ith RN1 andth esignalling t ech nology describ ed in Ch apter 6, w e
b elievew ecanb uild acomparab |y szetRo rout er in Hew lett Packar6.8m effect ive gat e-
lengt hcmos process (CM0s26) w h ich operat esat clock frequenciesupt 0 200MHz. Asnotedinth e
previoussection, th ecritical path for connectionestab lish ment inRN1w asunder 14 ns. Th rough
acomb inat ion of t ech nology scaling and clever circuit tech niques, w e can reduceth isallocat ion
latencyto5to010ns. Thilew -th rough latency onRN1w asmuch lessth anth eallocat ion lat ency.
Routingdat ab etw eenaforw ard port and b ackw ard port of an open connectionw ith lessth an5ns
of lat ency sh ould b e quit e manageab le. Consequent ly, w eexpect apart operatingat 200 MHz can
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| Variable || Function | Range
sp Numb er of Scan Pat h s sp>1
w Bit Widt h of Dat aCh anndl w > max_d
max_d Maximum Dilat ion max_d = 2" forsomen > 0
maz_d < o
? Numb er of Forw ard Port s ¢t = 2" forsomen > 0
) Numb er of Backw ard Port s o=2"forsomen > 0
o> max_d
71 Numb er of Random Input sBit s re > 1
hw Numb er of Header Words Consumed hw >0
Per Rout er
dps Numb er of Dat aPipest ages Th rough Routdps > 2
max _vtd || Maximum Numb er of Delay Slot s max_vtd > 0
Availab lefor Variab le Turn Delay

Th istab le summarizest h e arch it ect ural variab lesw h ich distinguish amgpant icular

rout ing component .

Tab le 9.1:METRO Arch it ect ural Variab les
Onefor | Number of
Option Each I nstances BitsEach

Dilat ion () component 1 [logy(logo(max_d))| + 1
Port (De)select port t+o 1

Deselect ed Port DrivesOut put  port t+o 1

Fast Reclamat ion port t+o 1

Turn Delay (vtd) port t+o loga(maz vtd)

Each METRO rout er h asseveral cdigurat ionoptionsw h ich controlitsb eh avior. Th istab le

summarizest h e opt ionscommont o 8ETRO rout ing component s.

b eb uilt w ith onecycleof dat alat/gacy (L) andoneortw ocyclesof connect ionest ab lish ment
lat ency fw = 0or hw = 1). Usingth ei/ o padsdet ailedin Ch apter 6,th edelay t h rough apair of
i/ opadsis3ns. Aslongasth epropagationdelay b et w een'@endpeint sisunder 2ns,th ei/ o

pads and int erconnect serve asasingle pipelinest age. Wit h convent ional PEB=£ 4), w ireruns

Tab le9.2: MTRO Rout er Corfigurat ion Opt ions

upto30cminlength canb etraversed inasingle 200 MHz clock cycle.
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10. Modular Bootstrapping Transit Architecture (MBTA)

Th eModular Boot st rapping Transit Arch it ect ure(MBTA) isaseriesof small mult iprocessorsb ased
around mult ist age rout ing net w orks composed of RNIMETRO rout ing components. MBTA

int egrat esanumb er of minimal processing nodesw ith amultist agenet w ork organized asdescrib ed
in Section 3.5.

10.1 Architecture

Figure10.1sh ow sth enetw ork usedfor a64-processor MBTA mach ine. Each processing node
h astw onetw orkinputsandtw onetw orkout puts(2) for fault t olerance. Th enetw ork
sh ow niscomposed of RN1-st yle rout ing component and usest h e dilat ion-1 roufiguiairion
inth éinal stagesoth a tw o different routing component s may provide netw ork out put s from
th enetw orktoeach processing node. Since RN1 isaradix-4 rout ing component, th enetw ork is
comprised of log,(64) = 3 rout ing st ages.

Figure 10.2 sh ow sth earch itecture of th e MBTA processing nodes. Each node is composed
of a RISC microprocessor (e.g. Int els 80960CA [MB88] [Int 89]), fast, st at ic memory, netw ork
int erfaces, and support logic. Four logical net w ork int erfaces serviceth etw o connect ion int o and
th etw oconnectionout of th enetw ork. Th e processor performs comput at ion, initiat esnetw ork
communicat ions, and services non-primit ivenet w ork operat ions. Th e processor isalso responsib le
forth eh igh est levelgarP-ENDPOINT, W h ich arenot h andledb yth enetw orkint erface. A single,
h igh -speed memory b ank servest o h oldinst ruct ionsand dat afor t h e processors, st ore dat acoming
and going fromth enetw ork, and st ore connect ion st at usinformat ion. Th eb asic node arch it ect ure
also h as provisionst o support co-processors and alt ernat e forms of memory. In order t o int erface
MBTA mach inesw ith existing comput ersand dat anetw orks, t h ere are provisionsfor some nodes
t 0 accommodat e ext erna int erfaces.

10.2 Performance

Th e MBTA arch itectureh asb eenb aancedt o support b yte-w idenetw ork connect ions running
a 100 MHz. Th e netw ork int erfaces send dat a from th e fast, st atic memory and receive dat a
intoth ememory, asw ell. Consequent ly, each netw ork int erface requires 100 megab yt es/ second
(100 MB/ s) of b andw idth int o memory during sust ained dat at ransfers. Th e processor is running
a 25 MHz and may read upt oonew ord, or four b yt es, per cycleduringb urst memory operat ions.
To prevent t h e processor from st aling, it , t 0o, needs 100 MB/ sof b andw idt h int o memory. To run
al netw orkint erfacesandt h e processor simult aneously at full-speed, w ew ould need 500 MB/ s of
b andw idth intomemory. To simplifyth eprob lem,w erestrict operationsoth a only onenetw ork
input may b efeedingdataintoth enetw ork at atime. Th isrestrictionlimitsth econtentioninth e
netw ork w h ilegivingusth efault tolerantedobrte avingtw o connectionsintoth enetw ork.
To provideth e400 MB/sof b andw idth required, w euse64-b it w ide, 20 ns, synch ronous SRAM
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forth eh igh -speed memory on a pipelined b us. Each of th efour unitsusingth ememory getsth e
opport unity t oread or w rit eone, 8-b yt e value t o or from memory every 80 ns. Th isallow seach
unit tosust ain 100 MB/ sdat at ransfersw it h out int ernal b uffering aslong asdat acanb et ransferred
as cont iguousdoub le-w ords.

If al nodes are b usy sending dat a at 100MB/ s, a 64-processor net w ork, liketh e one sh ow n
in Figure 10.1, can support apeak b andw idth of 6,400MB/s=6.4GB/s. With onenetw ork input
andb oth netw ork out put sin operat ion, a single node can simult aneously t ransfer up t o 300MB/ s.
Runningt h ®ETRO component describ edin Section9.2at 100 MHz, it t akesonecyclet ot raverse
each router and onecycleto traverse each w ireinth enetw ork. Th e unloaded lat ency t h rough
th enetw ofk,.q4.q4, iS 70 Ns arising from 10 ns of lat ency th rough each of th eth ree routing
component sinany path th rough th enetw ork and 10 ns of lat ency t h rough each of th efour ch ip
crossingsb etw een netw ork endpoints. If our t ech nology project imesHorh old, w e could
implement aversonw ith RNI1-stylepipeliningandcut th islat ency inh alf. Alt ernat ely, if w e could
cyclet h epipelinedmemory b ustw iceasfast orincreaseth ememoryw idth to128-b it sandrequire
16-b yt edat at ransfers, w e could support 200 MB/ snet w ork connect ions ugiEcRdreut er at
full speed. Th isw ouldcut th eunloaded netw ork latency inh afto35ns. Th isch angew ould also
doub leth eb andw fiiglires ab oveand cut th et ransmissiont ifg,, i, inh af. Forth issize
of anetw ork,th etotal timeto communicat e a message from one node t o aift.b. gL, w ill
b edominatedb y th enetw ork input and out put ¥5 endy/’, and t h et ransmission lat ency,

Ttransmit-
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11. MetroLink

METRO Link (MLINK) isanetw ork int erface designed t o connect th e processor and memory on
an MBTA node t 0 aMETRO netw orkMLINK h andles t h e core port ionsiRP-ENDPOINT (See
Sect ion 4.7) and provides support sot h enode processor can h andlet h e remainder.

11.1 MLINK Function

MLINK performsall of th elow -level operat ions necessary for an endpoint t o send and receive
dat a over aMETRO netw orkMLINK h andles cont rol and signallingw h ich must operate at th e
netw ork speed. It alsoh andlest h oseoperationsw h ich must b eimplement edinh ardw aret o exploit
th efull b andw idth of th enetw ork port sand keep end-t o-end net w ork lat iemcydaves.
infrequent diagnost ic operat ions, cert ain kinds of message format t ing, and policy decisionstoth e
node processor.

MLINK’S primary functionist o convey dat ab etw eenth enetw ork asmeodey. MLINK
movesdatab etw eenth edoub lew ordw ide memory b us, onw h ich it getsone cycle once every
80ns, ardth eb ytew idenetw ork port operating at 10&Mntkz.adds control b ytestoth e
dat astreamé€.g. ROUTE, TURN, DROP) t 0 open, reverse, and close net w ork connect iongLINK
also generat esand verfiest h e end-t 0-end message ch ecksumsused t o guard messaget ransmission.
MLINK w ill ret ry failed connect ionsw it h out processor int ervent ion up t o some procesi@maspeci
numb er of trials. A pair ofiLINK netw ork input sw ill arb it rat e using randomizat ion t o det ermine
w hich input isused for each connectionmrii@k netw ork out put scan h andlet h ereception of
asmall set of primit ive messages (See Section 11.3) w it h out processor int ervention. For all ot h er
messages, MLINK queuest h eincomingdatatob eh andledb y t h e processor

Operationsw h ich are more complicat ed and infrequent are left to th e node processor. Th e
processor isresponsib le for packet launch and for source-queuing of messagesw h ileth enetw ork
input isb usy. Th e processor det erminesh ow t o proceedvwi INK digilst o deliver amessagein
t h e spefiied numb er of trials. Th e processor isalso responsib lefor alocat ing space for incoming
remot efunct ioninvocat ion messages and for processing and dequeuingt h emessagesast h ey arrive.

Wh en cofigured t 0 do so,MLINK w ill st ore connect ion st at us informat ion for successful and
failed connect ions. Th isinformat ionincludest h e st a us and ch ecksumw ords ret urned from each
rout er in an alocat ed pat MLINK leavest h et ask of int erpretingt h isinformat iont ot h e processor.

Afew tasksarealsoleft toth eprocessorinordertolimit t h edeailseedst oknow ab out
t h emessage prot ocol or at t ach ednet w ork. Th eremot efunct ioninvocat ion providesianaeid
flexib le opport unity t o cust omizelow -overh ead messages for a part icular applicaticr. only
providesb asict ransport and queuing of t h ese messaget ypes, leaving format t ing and int erpret at ion
toth eprocessoMLINK also leavesth e selection of routingw ordstoth eprocessor. Th isalow s
th eprocessor t o select aparticular path inextrastage, multipath netw orks(See Section 4.7.1) and
prevent SMLINK from needing t o know th e det ails of format ting routing w ords for any part icular
netw ork (See Section 4.6).
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11.2 Interfaces

Onth enodesideiLINK connect st ot h e64-b it, pipelinedb us. Th isb usservestw o purposesfor
each MLINK int erface. Recall from Ch apter 10th at each netw ork int erface on an MBTA node h as
adesignat ed cycleont h epipelinedb usonce every 80 ra.INK usest h isslot toread orw ritedat a
fromth efast memory at 100MB/s. Th e processor also h asadesignat ed slot onth e pipelined b us.
Duringt h eprocessosdlot , it may readorw rit e32-b it valuesat memory-mappeck addresses.

Th ese memory-mapped addressesallow th e processor t o:

1. configure each MLINK
2. launch or ab ort netw ork operat ions
3. ch eckonth e st at usof emahiNK’s ongoing or recent Iy complet ed operat ions

Onth enetw orksidejNK h asab ytew idenetw orkport w h ich b dneresfidea ard
or b ackw ard port. Th enetw ork port h asth e same figuret tmm opt ions as eachMETRO
forw ardand b ackw ard port (See Tab le 9.2).

11.3 Primitive Network Operations

MLINK dist inguish dsve kinds of primitivenet w ork operat ions:
READ

WRITE

RESET

NOOP

a M w NP

ROP (remot e funct ion invocat ion)

Th &ESET, NOOP, READ, and WRITE operat ionsareh andledentirely b yth ereceiMingk w it h out
involving t h e processor, w h ereasth e remot e funct ion invocat ion is only quevedhB yo b e
h andledb yth enode processor. REA® operat ion performsamult i-w ord, memory read operat ion
onth eremot e node, ret urningth edat aat t hfiegoagdresst ot h e source. ThwelTE operat ion
performs t h e complement ary function, allow ingdatatob ew ritten int o aremohemode
Th ese operat ions are direct, h ardw are reads and w rites and are associat ed w ith no guards for
coh erence. Th RESET operat ion signalsMLINK t o release t h e associat ed processor and alow it to
b oot. Comb inedw ittvRITEeperation,th isprimitivealow seach nodetob eremofigyredn
and b oot ed acrossth enet w ork.NOreoperat ion performs no funct ionont h e dest inat ion node
b ut doesret urn connect ion st at usinformat ionw h ich isuseful during t est ing.

Remot e funct ion invocat ion is a generic primitive w h ich alow s soft viigaratéon of
arb it rary message t ypes and remot e net w ork funct iensNK simply conveyst h e spefiied dat a
and a dist inguish ed address from t h e source endpoint toth e destination viath e netw ork. Th e
dest inat ioMLINK queues t h e arriving dat a and address on t h e incoming message queue for th e
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MLINK M essage For mats:
(ROUTE)* o RESET o (DATA % sum)? © TURN
(ROUTE)* o NOOP o (DATA.}sum)> © TURN
(ROUTE)* o READ o len o (DATA44,)% © (DATA  sum)? © TURN

(ROUTE)* o WRITE o len o (DATAqqar)° © (DATA sum)? © (DATAwrite) ¢ o (DATA fsum)? © TURN

(ROUTE)* o ROP o len o (DATAq4dr )% © (DATA ksum)? © (DATA) %) o (DATA 4 sum)? © TURN
MLINK Reply Formats:

(DATAmiink_status)® © ACKINACK o DROP

(DATA tink_status)? © (DATALIDLE)* o (DATAcqq)®¢™) o (DATA j sum)? © DROP

Each primitive message type h asitsow ninitia message format. Wh ere det ermined b y
MLINK, superscript sindicat et h e numb er of b yt es composing each portion of t h e message
data. Th eread operat ionisth eonly primitivemessagew h ich receivesdat aalongw ith its

reply message.
Figure 11.1: MLINK Message Format s

dest inat ion processor t o service. Th edest inat ion processor dequeues each message and invokest h e
functionat th espied addressw ith th eassociat ed dat&2[allst h iskind of low -overh ead,
remot e code invocat ion amctive Message. Th isprimitiveexportsth eb asic functionality of th e
netw orktoth esoftw arelevel w h ere cust om message h andlers can b e craft ed in soft w are for each
applicat ion or run-t ime syst em.

Figure 11.1 summarizest h e message format s used vyINK net w ork int erfacest o performth e
primitivenet w ork operations. Wh ere appropriat €, th et arget address and dat alengt h are guarded
w ith theirow nch ecksumsoth at datacanb ew ritteninto memory w h ileit isb eing received (See
Section 4.7.4). Inreply t 0 @aVRITE, RESET, NOOP, Or ROP message, MLINK sends st at usinformat ion
and an acknow ledgement . Wh enreplyingt o an uncorruptesb operat ionMLINK ret urnst h edat a
associatedw ith th eread.DRaeDLE w ords precedingth eread dat ainth eread reply message
areusedt ofill inany delaysb eforet hfiest b yt eof read dat aisavailab le. Th isdelay arisespart ialy
fromth eneedtow ait forfirlt @ead dat aonth enodedat ab usand partialy fromth erféddt o
pipelinest agesw it MINNK w it h reply dat a.

Th eseprimit ivesform aminimal set of netw ork primitives. Th ey provideah igh -digsee of
ib ility for a general-purpose mult iprocessor. In sit uationsw h ereth e applicat ion and programming
model arelimit edor b iasedt oapart icular domain, it may make senset o cust omizeanetw orkint er-
facew ith additiona netw ork primitivesimplement eddirectly inh ardw arew ith outs h e processor
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int ervention. For inst ance, w h en b uilding a dedicat ed, sh ared-memory mach inew ith aparticular
memory-model in mind, it w ould b e bfiena t o provide primitivenet w ork operationstoh andle
coh erent memory t ransact ions.
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12. MBTA Packaging

In Section 7.4, w esh ow ed h ow to package anetw ork using th e stack packaging t ech nology
int roducedin Ch apt er 7. Here, w e consider packaging an ent ire 64-processor MBTA mach ine.

12.1 Network Packaging

Packaging th e netw ork is a simple application of th e netw ork to st ack packaging mapping
int roduced in Section 7.4. Assh ow nin Figure 10.1, a 64-processor netw ork b uilt out of RN1
component s, or comparab |y sizetheTRO component s, h as 16 rout ersin each st age. We arrange
th eserout ersin a4 4 grid arrangement assh ow nin Figure 12.1. With th erout ers packaged in
DSPGA packages and placed on 3inch cent ers, each routingb oard isrough ly 12 inch essquare.

12.2 Node Packaging

We can packageth e nodesinsideth esamestack b y h ousingth elarger, VLS| component sin
DSPGA packages and using gull-w ing surface-mount component sfor memory and b uslogic. By
sh aringth ei/ o pads associated w ith th e64-b it, node datab us, w e can int egrat e al four logical
netw ork int erfaces on a single die and place t h e die in a DSPGA package. Th e processor and
cust om b us cont rol logic can each b eplacedinth eir ow n DSPGA package. Th e memory canb e
ob tainedingull-w ing, surface-mount packages. Th eb usint erface logic can b e packaged in SSOP
packagesw ith a25mil pad pit ch [Tex91]. By adding afourt h DSPGA package, w e can package a
nodeona6inch square PCB w ith th e DSPGA component scent ered 3 inch esapart. Th e memory
and glue logic can b e placed on t h e surface of th e node PCB b etw eenth e DSPGA packages as
sh ow ninFigure 12.2. Th efourth DSPGA package can b e used eith er t o h ouse addit ional node
logicor asab lank for mech anical support and vertical signal cont inuity. Th isarrangement allow s
ust o st ack four node PCBsontopofth enetw orkroutingb oardsand alignt h e DSPGA packagesin
th enetw ork and nodes (See Figures 12.3 and 12.1).

To accommodat e addit ional logic or memory for each node, w e can b uild daugh t er b oards of
th esamesizeand usevert ical connect ivity t oint erconnect th eb oards. Aslongasth esignalsw h ich
connect toth e additional logic or memory are availab le on t h e pads of one of t h e four DSPGA
packages on t h e node, an adjacent PCB h asaccesstoth ese signas. A DRAM memory card, for
example, couldb eb uilt b yh ousingt h e DRAM cont roller ina DSPGA package, and packagingt h e
DRAM in TSOP packagesb etw eenth e DSPGA component sit es. Blank DSPGA packagesw ill b e
necessary in any unused DSPGA grid sit es.

12.3 Signal Connectivity

Each node needs to b e connected to tw o netw ork input ch annels and tw o netw ork out put
ch annels. Weuseth eth rough viasonth e DSPGA packagest o vertically connect each nodeint o
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Th el6routersineach stageof th enetw ork (See Figure 10.1) are arrangeckidad.
Th erout ersare h oused in DSPGA packages and spaced 3 inch es apart .

Figure 12.1: Rout ing Board Arrangement for 64-processor Mach ine
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By h ousingt h e processor, net w ork int erface, and b us cont rol logic in DSPGA packages,

w e can const ruct a6 inch square node suit ab le for st ack packaging. Th e fourth DSPGA
can b eb lank or h ouse addit ional logic, such as an opt ional co-processor. Memory and b us

int erface logic are h oused in gull-w ing surface-mount packagesinth espaceb etw eenth e
DSPGA packages.

Figure 12.2: Packaged MBTA Node
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Four nodes can b e arranged in one 12 inch sguare st ack layer w h ich mat es mech anically

and electricallyw ith th erouting component layers (Figure 12.1).

Figure 12.3: Layer of Packaged Nodes
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th enetw orklayers. Assh ow ninFigure12.3, w e can place four nodesin each st ack layer ab ove,
orb elow ,th egroup of th ree netw ork b oards. To h ouse 64 nodes%/v:e]rﬁeedch layers

of nodes. We can place h alf of th enodesab oveand h af b elow th enetw ork layer tominimizeth e
dist ance of any nodefromth enetw ork. Th issegregation leavesusw ith eigh t layers of nodes on
each sideofth enetw ork. Th evertical th rough signalsoneach nodemust runnet w ork connect ions
forth eeigh t nodesineach nodecolumnoneach sideofth enetw ork. Each of th eeigh t nodest aps
off th e appropriat e sub set of th ese signalsto connect intoth enetw ork. Mech anicaly, th e node
arrangement describ ed h asarot at ional symmet ry of four. Wit h proper signal arrangement , w e can
exploit th issymmetrytoalow asinglenode PCB designtotapinto any of four different vertical

signal runs. Wecantapintoth eeigh t different vertical signa runsusing only tw o different b asic
node designs. Inth enetw ork layers, th evertical th rough int erconnect w ill b eusedtoarrangeth e
netw orkinputsandoutputssoth a h alf of th einputsand h af of t h eout put sare availab le on each
sideofth enetw ork.

12.4 Assembled Stack

Figure12.4sh ow sanexplodedview of t h epackaged 64-processor mach ine. Ext erna int erfaces
mate w ith th enodesinth etop-most node layer using th e same vertica int erconnect sch eme
suggest ed for node daugh ter b oards. Th ecomplet est ack h ousesth enetw ork and all 64 nodesin a
cub ic st ruct urerough 1y’12 12" x 5" (See Figure 12.5).
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A complet e 64-processor mach ine st ack iscomposed of 3net w ork layers (Figure 12.1) and

16 node layers (Figure 12.3). Tw o different node PCB designs coupledw ith th erot ational
symmet ry of th e node PCBs, allow each of th eeigh t nodesinavertical columntotapinto
different netw ork connect ions.

Figure 12.4: Exploded Side View of 64-processor Mach ine St ack
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13. Summary and Conclusion

Weh ave examinedth elat ency and fault t olerance associat edw ith large, mult iprocessor net w orks.
We developed t ech niques at many levels for b uilding low -lat ency net w orks. We also developed
netw orkscapab le of sust aining fault sand t ech niquesallow ing proper operation of t h ese netw orks
inth epresence of faults. Inth edevelopment, w efound noinh erent incompat ib ilitiesb etw een our
goalsof low lat ency and fault t olerance. Rat h er, w efound commonality b etw eentech niquesw h ich
decreaselat ency andth osew h ich improvefault t olerance.

Consequent ly, w ew ereab letoidentify arich classof netw orksw ith good lat ency and fault -
t olerant ch aract erist ics. We paramet erizedt h enet w orksint h isclassin several w ays. We developed
an underst anding of h ow th enetw ork paramet ers effect netw ork properties. Th is underst anding
alow sustotailornetw orkstomeet th erequirement sof part icular applicat ions.

13.1 Latency Review

Comb iningt h elat ency cont rib ut ionsfrom Sect ion 2.4 and collapsingint o asingleequat ion,w e
get:

d;
1

_ = L
Thet = 7(appl|cat iont OpOIOg)) s, (tio + tswitch) + 2 \;M_ T | + ’75-‘ - Te (13.1)

Weseeth at th ereare many aspect sw h ich contrib utetonetw ork lat ency. To ach ievelow lat ency,
w emust pay attentionto al potential lat ency cont rib ut orsand w ork t o simult aneously minimize
th ereffects. INnCh apters3th rough 7,w eaddressed al of t h eselat ency component sand examined
w aystominimizeth eir cont rib utions.
We considered h ow tominimizeth etransit timeb etw eeiijout ers(

di
T, =3, L—w e (13.2)

Th islat encyisdet erminedb yt h espeed of propagatipasdt h et ot al dist ancet raversed; 2;d;.
Wesaw th a th emaximum speed of signal propagat ionw asdet ermined b y mat eria propert ies.

1
\IE

Weasosaw th a th ismaximumw asonly ach ievab lew ith proper signa t ermination. In Ch apt er 6,
w esaw signalingtech niquesfor ach ievingt h ismaximumrat e of propagat ionw ith minimal pow er
dissipation. Wesaw th at th etraversed int erconnect distdgoendsonth egrow th ch aract er-
isticsof th enetw ork t opology andt h e ach ievab le packaging density. In Ch apter 3, w e looked at
th eint erconnect distancegrow th ch aract eristics for alarge class of net w orkfiedd desei

v =
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w ith th emost favorab legrow th ch aract eristics. In Section2.4.2,w enotedth at,insomesit uat ions,
locality can b e exploit ed t 0 minimize, on average, th e distancesw h ich must b e traveled inside
th enetw ork. Consequently, in Ch apter 3w e adoadiestwv ork t opologiesw ith locaity. In
Ch apter7,w elookedat tech nologiesfor h igh -densit y packaging. We also looked at t opologiesfor
mapping net w orksont ot h e packaging t ech nology inaw ay th at exploitsth edensity t o minimize
int erconnect ion dist ances.

We considered h ow to minimizeth etota numb er of routersw hich must b etraversed in a
netw ork,. InCh apter3,w efoundth at logst ruct uredsortingnetw orksgaveusth elow est numb er
of sw itch esaslongasw erestrict ed ourselvest o b ounded degree sw it ch ing nodes (Section 2.7.1).
Weasonotedth at th erout er radigivesusaparamet er w ecanuset ocontrol t h eact ua numb er
of sw itch estraversed in an implement ation. Again, for some applicat ions locality exploit at ion
may allow ustofurth erreducet h eaveragenumb er of sw itch estraversedw h enroutingth rough th e
netw ork.

We notedth a th elatency contrib uted b y each routing component w as composed fromth e
sw itch ingtimeandth ei/ olat ency.

bt = tio + Lowitch (13.3)

INCh apter6,w eiddéiedasignalingdisciplinew h ich minimizedt ransit andch ipi/ olat encies. We
looked at t ech nologies for implement ingoOs drivers and receivers for t h issignalling discipline
and sasw h ow to design circuitry for redizing low -latency i/o. In Ch apter 4, w e developed a
simplerouting protocol th at w asw el match edtoth ecapab ilkitviesdCaunplement at ion
t ech nologies. Th e routing sch eme comb ines simple, local decision making w ith a minimum
complexit y rout ing prot ocol toalow th esw itch toperform al of it sfunct ionsquickly.

Tokeepth econtentionlat engyandt h etransmissiont in®,.,,sm::, low ,w elookedat h ow
toprovideh igh b andw idth inth esenetw orks. Wesaw th at increasingth eb andw idth availab lef
of each connectionw ill decreaseth et ransmission lat ency.

L
Ttransmit = ’VE-‘ -t (134)

Wecanincreaset h isb andw idth eith erb yincreasingth esign@’ijjngmtyd,ncreasingth edat a
ch annel w idtih. Wecanadsonoteth a th elow erth etransmission¥a gncy;:, th e fast er

t h eresourcesused b y aconnect ion arefreed. Asaresult, decreasing t ransmission lat ency w ill also
decrease cont ent ion lat ency.

Wenoticedth a w ecanoftenreliab ly senddat afasterth anth edat acantraversew iresorrouting
component s. Asaresult ,w esaw th at pipeliningt h et ransmissionof dat aoft enalow sust o decrease
th esignalling clock:., considerab ly, and h enceincrease b andw idth ,w ith out any negat ive impact
onlatency. Toth isend,w esh ow edh ow th erouting prot ocol can accommodat e pipelining of dat a
acrossw iresand insiderout ers(Section 4.11). InCh apter 6,w eadsosaw h ow th ei/ocircuitry and
signalling disciplineallow ustoreliab ly pipelineb it sacrossw iresof arb itrary lengt h .

Furth er,w esaw th at contentionlat ency arisesfrom inadequat e or improperly ut ilized resources
insideth enetw ork. Wesaw inCh apter3th at dilat ed rout ers gave connect ionsach oice of resources
toutilizeth rough out th enetw ork. Th isfreedom reduced t h e likelih oodth at b locking w ill occur
w ithinth enetw ork and h ence reduced cont ention lat ency. InSection4.9.2, w esaw h ow fast path
collapsing reduced cont ent ion lat ency furt h er b y quickly reclaiming resources alocat edt o b locked
connect ions.

184



InCh apter 3,w ealsosaw th at w eh avesevera optionsfor reducing cont ent ion lat ency:

1. Wecanincreaseth eper connectionb andw idth b yincreasingth ech annel w idth or signaling
frequency, asdescrib ed ab ove.

2. Wecan asoincreaseth e aggregat e b andw idth of th emach ineb y increasingth e numb er of
input and out put connectionsb etw eeneach nodeandth e net andork,

3. We can decrease th e likelih ood of b locking b y increasing th e dildf isp,t h at each
connection h asmore optionsat each rout ing st age.

13.2 Fault Tolerance Review

InSection2.5 w esaw th a w ecannot dependonth ecorrect operation of every component in
th enetw orkifw eneedtoach ievereasonab le MTTF for large-scale mult iprocessor net w orks. We
adsosaw tha theabilitytooperateinth e presence of even a small numb er of fault y component s
improvesour syst emreliab ility, considerab ly. Th isob servationled ust olook for net w orksinw h ich
w ecould maximizet h edist inct resourcesavailab let o makeany connect ionsand h encet ominimize
th elikelih oodth at any set of fault sw ill render th enetw ork disfunct ional.

InSection2.1.1, w enotedth at transient faultsw ere much morelikely t h an permanent fault s.
Th isfact, coupledw ith th esingle-component fault rat ederivedin Section2.5,ledust ob econcerned
w ith rob ust operationinth e face of dynamicaly arising faults. We found th at w e must devise
prot ocolsw h ich donot assumeth ecorrect operat ion of any component inth enetw ork at any point
intime. Rath er, w emust arrangeth eprot ocol t overify t h eint egrity of each netw ork operat ion.

In Section 3.3 w e examined multipat h netw orksand notedth eir potential for providing fault
tolerance. Inth esenetw orks,th emultiplepath sb et w een endpoint suse different rout ing resources.
Th ese alt ernat e rout ing resources provide th e b asis for fault -t olerant operation. Wh en afaulty
component rendersone pat h inoperat ive, anot h er pat h isavailab lew h ich avoidsth efaulty compo-
nent. In Section 3.5w e examined many of th edetailed w iring issues associated w ith multipath ,
multist agenetw orks. Wesaw th a th enumb er of connectionst o eachw: eamdpointisth e
w eakest link b etw eenanodeand amultipath netw ork,andw esaw h ow tomaketh eb est use of
th eendpoint connectionsavailab leinaparticular netw ork. We alsovisitedth eissueof w iringth e
multiplepat h sinsideth enetw ork t o maximizefault t olerance. We saw different evaluat ion crit eria
b asedonw h eth ernetw ork connectivityisview edasayieldprob lemorasah arvest prob lem. Ifw e
allow nodeisolation,w esaw th a randomly-w irednetw orksgenerally b eh avemost rob ustlyinth e
face of fault s. Wh ennodeisolat ionisnot permitted,w efoundth at det erminist ic, maximum-fanout
net w orksgenerally survive morefault s.

Weadsosaw th a w ecancontrol th eamount of redundancy, and h encefault t oleranceinth ese
netw orks, b y selectingth erout er dilés amalt h enumb er of node input and out put connect ions,
ni and no. We can adjust ni and no tocontrol th emeantimetonodeisolation. Forth eh arvest
case, W h ere node isolationisnot allow ed, increasing th e numb er of node input s and out put sis
prob ab lyth emost effectivew ay of increasing fault t olerance. We can adjust t h edilat iont o cont rol
th eamount of path fanout w ith inth enetw ork and h enceth e numb er of pat h sprovided b etw eer
endpoint s. Increasingt h edilat ion iseffect ive for increasing fault t oleranceinb oth th eth eh arvest
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and yield sit uat ions. How ever, duetoth edifferent reliab ility metricsw euseinth esetw o cases,
increasingt h edilat ionismuch moreeffectiveinth eyieldcaseth aninth eh arvest case.

Multipat h netw orktopology,h ow ever, only gaveust h epot ent ial for fault -t olerant operat ion. To
realizeth at potentia,w enotedth at th eroutingsch ememust b eab let odet ect w h enfailuresoccur and
b eab letoexploit th emultiplepat h st oavoidfaults. InCh apt er 4, w edeveloped such asch emefor
routingont h emultist age,multipat h netw orksdet ailedinCh apt er 3. End-t 0-end messagech ecksums
guard each dat a t ransmission against unnot iced corrupt ion. End-t o-end acknow ledgment s and
source-responsib leretryw orktoget h ert oguarant eeeach messageisdeliveredat least oncew ith out
corrupt ion. Random select ion of a particular path th rough th e multipath netw ork coupled w ith
source-responsib leret ry, guarant eest h a any non-faulty path b etw een any source-dest inat ion pair
canevent ualy b efound. Comb iningt h esefeat ures, t h erout ing prot ocol ach ievescorrect operat ion
w ith out requiringany know ledgeof th efaultsw ith inth enetw ork.

Wesaw th a w ecould minimizet h eperformanceimpact of fault y component sand int erconnect
onth enetw ork b yidentifyingth emand maskingth emfromth enetw ork. A know n, masked fault
isdet erministically avoided. Th isavoidance allow sth erandom pat h selectiont o converge more
quickly on agood path b y removing all know nb ad pat h sfromth e space of potentia path s. We
asosaw th at identifying fault salow susto make assessmentsab out th eintegrity of th enetw ork
(Section 5.1, Section 5.7).

We developed minimally int rusive mech anismsfor locat ing fault s. Th e rout ing prot ocol uses
th epipelinedelay cyclesassociat edw ith reversingth edirect ionfbdwdat acrossth enetw orkto
t ransmit rout er ch ecksumsand det ailed connect ioninformat ionb ackt ot h esource. Th isinformat ion
h elps narrow dow nth e source of any faults. Port -b y-port deselection and part ial-ext ernal scan
(Ch apter5)allow th esystemtoisolat eregionsofth enetw orkandt est forfaults. Sinceth enetw ork
h asredundant path s, portionsof th enetw ork can b eisolated andtested in th is manner w it h out
int erfering signficant ly w it h normal operat ion.

Finally, w esaw th a th e mech anisms used for fault isolation and testing, coupled w ith th e
multiplepat h sw ith ineach netw ork, providefacilit iesforin-operat ionrepair. Ph ysically replaceab le
sub unitscan b e isolat ed, repaired, and ret urned t o servicew ith out takingth eentire netw ork out
of service (Section 5.6, Section 7.5.6). On-line repair allow susto minimize or eliminat e syst em
dow n-timeandh ence maximize syst emavailab ility.

13.3 Integrated Solutions

We h ave describ ed a set of tech niques for b uilding rob ust, low -lat ency mult iprocessor net -
w orks. Th ese solut ions span arange of implement at ion levels from VLS| circuit s, packaging, and
int erconnect upth rough arch it ect uresand organizat ions. Each tech niquepresent edisint erest ingin
itsow nrigh t forth efeat uresanfitseneffers. How ever, t h ecollect ionof t ech niquespresent ed
h ereismost int eresting b ecauset h et ech niquesint egrat e smoot h ly int o acomplet e syst em. Wh en
assemb led,w edoget asystemw h ich reapsth ecumulditisetieend b y al of t h et ech niques.
Th e feat ures of many of t h et ech niques compliment each oth ersuch th at th e overall feat ures and
b enfit sof t h ecomposit esystemaregreat erth anth efeat uresof t h eindividual pieces.
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A. Performance Simulationst

Inth isappendix, w ew ill describ eth esimulat ionsused t 0 measure net w ork performance. Wew ill
b egin b y describ ing some feat ures of th e b asic arch it ect ure modeled. We revist some pract ical
issuesof net w ork const ruct ioninvolvingt h einput sand out put sof th enetw ork. Finally, w edevelop
met h odsfor exercisingnet w orksb ased on represent at ivenet w ork loadst aken from sh ared memory
applicat ions.

A.1 TheSimulated Architecture

Th enetw orkssimulat ed useacircuit -sw it ch ed rout ing component b ased upon RN1 (See Ch ap-
ter 8) and Met ro (See Ch apter 9). Th e part icular component used t h rough out th ese experiment s
canact eith er asasingle8-input, radix-4, dilat ion-2 rout er, or ast w o independent 4-input , radix-4,
dilat ion-1rout ers.

Toadth erouting of messages, each component w ill h ave a pin dedicat ed t o caldlbst ing
cont rol informat ion accordingt ot h efollow ingb locking crit erion t aken from Leigh t on and Maggs
in[LM92]. A rout er isblocked if it doesnot h aveat least one unused, operat ional out put port in
each logical directionw hich leadstoarouterw hich isnot b locked. To rout e a message, arout er
at t empt st och ooseasingleout put poffiréi yookingat unused port s, and second eliminat ing any
portsw h ich areb locked. If no unique ch oice-arigbsport sunused, b ut al unb locked or all
b locked—th enth erout er randomly decidesb et w een port s.

Each ch ipasoincorporat esaserial t est -accessport (TAP)w h ich accesses. Th eseport s,int urn,
areconnect edt oget h erinadiagnosticnetw orkw h ich can providein-operat iondiagnost icsand ch ip
reconfigurat ion as det ailed in Ch apt er 5.

A.2 Coping with Network 1/0

Much of th efault t olerance and rout ing b eh avior of our net w orksisdominat fdsb gnoh e
last stages. Alth ough multipath netw orks provide multiplepath sb etw een any tw o nodes, th ese
pat h scan only use alarge numb er of ph ysicaly distinct rout erstow ardsth emiddieofth enetw ork.
Near th enodes, th esepat h smust concent rat et ow ards ticaowoeas and dest inat ions. Th is
concent rat ionismost severeint tiirst and last st ages, w h ereeach node only h asasmall numb er
of connectionstoth enetw ork (See Section 3.5.2). For th e sake of th ese smulationsw e assume
dilat ion one rout ing component sare used int fireal st ageof th enet w oes ( Figure 3.11).

Th isinformat ionisreprintedw ith digh ficatédn from [Ch 092]
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A.3 Network Loading

Inth issection,w ederivenetw ork loadsfor usew ith our performance simulat ions. We needt o
run alarge numb er of simulat ionst o ob t ain average performance of each netw ork at various fault
levels. Consequent ly, w e use simplesynt h eticloadingst o keep simulat ion t ime manageab le. We
start b yusinguniformly dist rib ut ed random dest inat ionsfor our messages. fiviei@ir model b y
looking at sh ared-memory applicat ionsst udiedb yth eMIT Alew ife Project [CFKA9Q].

A.3.1 Modeling Shared-Memory Applications

Our god isto provide a redlistic model of netw ork utilizationth at can b e used t o compare
many different netw orks and paramet ers. To keep simulationtimetractab le, w e use avariant of
uniform t rafic. Our simulat ion sends messagest o random dest inat ionsin a uniform dist rib ut ion.

How ever, messagelengt h sarerandomly generat ed accordingt o dist rib ut ionsderived froricpeci

paralel applications. Th ese application w ere t aken from cach ing studiesdone b y th e Alew ife
Project [CFKA90]. Th ese st udiessimulat eash ared memory arch it ect urew ith coh erent cach esat
each processing node. Dat at akenfromt h isst udy correspondst ot h efollow ing syst em paramet ers:

¢ Sh ared memory, coh erent cach es

¢ Full-map direct ories

e 16-b ytecach elines

¢ 64 nodes, corresponding t 0 3-st age, radix-4 net w orks.
e Singleth read

e CISCinst ructions

¢ 1 memory reference per inst ruct ion

e Processors st al aft er 1 out st anding memory reference

¢ Barrier synch ronizat ion

A.3.2 Application Descriptions

[CFKA9Q] st udied four applicat ions: SIMPLE, SPEECH, FFT, and WEATHER. SIMPLE models
th e h ydrodynamic b eh avidflwfls using finit e difference meth ods to solve th e equations in
tw o dimensionssPEECH isth e lexical decoding st age of a ph onetically-b ased spoken language
underst anding syst em. It usesavariant of t h eVit erb i search algorithigaradix-2 Fast Fourier
Transform. WEATHER uses finit e-difference met h odst o solve partial differential equationsw h ich
model t h e at mosph erearoundt h eglob e

Th ese applicat ions att empt to represent th ree mgor classes of prob lems: graph prob lems,
cont inuum prob lems, and particle prob lems. Graph prob lems involve search ing and irregular
communicat ion. Cont inuum prob lemsgenerally h avelocalized communicat ionin regular pat t erns.
Part icle prob lems oft en involve communicat ion over long dist ancest o simulat e int eract ions such
asth oseduet o gravit at ional forces.
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A.3.3 Application Data

Cach e-coh erent sh ared memory syst ems ut ilize a small set of message t ypes, eaclixedl a
length . Th emessagessent th rough th enetw ork read cach elines, w rit e cach e lines, and maint ain
cach e coh erency. A cach e-line read, for example, requires an 8-b yt e read request follow edb y a
reply cont ainingth edat a. Th ereply consist sof an 8-b yt eh eader follow edb y 16 b yt esrepresent ing
t h edesired cach eline.

Tab le A.1llist st h efrequency of all t ransact ions for our four applicat ions. Th e messages sent
for each transaction are also listed. In contrast toth e Alew ife study, it isimportant for usto
distinguish w h ich transactions are split ph ase. Our netw orks are circuit -sw it ch ed and can save
routingtimeif areply t o arequest isimmediat ely availab le. How ever, if th etransactionmust b e
split intotw oph ases,tw omessagesw illh avetob erout ed separat ely. Tab leA.1dist inguish esth ose
messagesw h ich are single ph ase, alw ays split ph ase, and somet imes split ph ase. Tab le A.2 gives
t h epercent age split ph aseforth osew h ich aresometimessplit ph ase. Assumingatw orout er cycles
per processor cycle, our dat agivesusa3, 6, 7, and 9 percent approximat e message generat ionrat e
per rout er cycle fOrwEATHER, SIMPLE, SPEECH, and FFT, respect ively.

Tab le A.2 also givesth e approximat e grain sizes of each application. Thoesesw ill b e
used t o det ermine frequency of b arrier synch ronization,t o b e discussedin Section A.3.4. Findly,
Tab le A.3 givesth e relat ive frequency of each length of message for each application. Th isis
summarizedb yth eaveragelengt h of messages given for each applicat ion.

A.3.4 Synchronization

Our performance simulat ionincludesb arrier synch ronizat iont o elimirsaee. Our simulat ion
modelsapplicat ionsw h ich assume some degree of synch ronizationb etw eenth emult iple processor
nodesof th esystem. Wh enasimulat ionviolat est h isassumpt ion, result sare skew ed. We prevent
th isskew b y performing periodic b arrier synch ronizat ion according t o grain sizes est imat ed for
each applicat ion.

It isimportant to eliminat e smulation skew b ecause it can mask th e effect s of localized
netw ork degradat ion. Analytic modelssuggest th at fault s and congest ion may severely affect th e
performanceob servedb y spdot dest inat ionnodesw h ileleavingot h erslargely unaffect ed [KR89].
Wit h out synch ronizat ion, such localized degradationw ould b e lostvérege I O b andw idt h
utilizat ion. Modeling synch ronizat ion, h ow ever, forces all processorsto w ait for t h ose faling
b eh ind, resultingin amoreredistic decreaseinl/ O b andw idth utilization.

A.35 TheFLAT24 Load

We also simulat e a uniform message dist rib ut ioR,AT24. FLAT24 uses 24-b yt e messages
and ot h er simulat ion paramet ersw h ich are similar t o t h e messages and paransetierEaind
SPEECH. FLAT24 servesasab asisfor net w ork comparison.
For our lat er st udies,w esh al alsoesat24, b ut w esh all useparamet ersw h ich differ dligh tly
fromth oseinth eAlew ifest udy and correspond more closely t o our t arget arch it ect ures.
Toderivet h efrequency of messageloading, severdlreasonab [&paramet er valuesw erech osen.
Not et h at our result sarenot overly sensit ivet oloading, so rbgghes are adequat e. Th e program
code for each processor is assumed to b e resident in local memory. Conseguent ly, only dat a
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| Message Type | WEATHER | SIMPLE | SPEECH|  FFT|

read miss, w rit emode 0.4400 | 0.4500 | 1.8700 | 0.9600
[h dr,h dr+dat @ (h dr,h dr+dat a)
read miss, not w rit e mode 0.8400 | 4.2400 | 1.3500 | 1.7500
(h dr,h dr+dat a)
read miss, not inany cach e 0.6700 | 0.7700 | 0.0800 | 0.1300
(h dr,h dr+dat a)
w ritemiss,w rit e mode 0.6400 | 0.6300 | 0.0100 | 2.5100
[h dr,h dr+dat g (h dr,h dr+det a)
w ritemiss,not w ritemodge 0.0000 | 0.1900 | 0.0000 | 0.1000
?h dr,h dr+dat a?
w ritehit,not w ritemodg 0.5500 | 0.4500 | 1.8500 | 0.9900
%h dr,h dr?
w ritemiss, not inany cach ¢ 0.3300 | 0.3000 | 0.1500 | 0.0000
(h dr,h dr+dat a)

inst ruct ion miss 0.0700 | 0.1900 | 0.0000 | 0.2700
(h dr,h dr+dat a)

privat e misses 0.1159 | 0.1038 | 0.0013 | 0.1821
(h dr,h dr+dat a)

invaidat ions 0.4318 | 1.2562 | 2.7455 | 2.8004
(h dr,h dr)

evictions 0.0000 | 0.0000 | 0.0000 | 0.0000
(h dr,h dr)

replacement sof dirty dat a 0.0407 | 0.4512 | 0.0090 | 0.0196
(h dr+dat @)
synch ronizat ionsnot cach e 0.0000 | 0.0000 | 0.0000 | 0.0000
(h dr,h dr+dat a)

h dr = packet h eader, dat a=cach eline
[...] =split ph ase message comb inat ion
(...) =singleph ase
?..7 = somet imes split ph ase
Relat ivet ransact ion frequencies for each of our four applicat ions, in t ransact ions per pro-

cessor cycle, are given ab ove. Messages sent for each kind of t ransact ion are also given.
(Dat a Court esy of David Ch aiken)

Tab le A.1: Relat ive Transact ion Frequencies for Sh ared-Memory Applicat ions
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| | WEATHER | SIMPLE| SPEECH | FFT |

percent split ph ase  85.5560 | 91.7210 | 100.0000 | 88.8396
grainsize 59769(3) 7271 | 1000to| 28289
187714(3) 10000

For each application, th e percent split ph aseis given for t h ose list ed as somet imes split
ph ase (?..7) inTab le A.1. Approximat e grain sizes are also given for each applicat ion.
Th erearetw ograin sizes fBEATHER, onefor each of tw oph asesinth eapplicat ion.

Tab le A.2: Split Ph ase Transact ions and Grain Sizes for Sh ared-Memory Applicat ions

\ | WEATHER | SIMPLE | SPEECH | FFT |
8b yte 29211 | 2.0798 | 55800 | 5.3179
16-b yte 05112 | 1.2936 | 2.7455 | 2.9109
24-b yte 1.1207 | 1.7055| 1.8890 | 3.5784
32-b yte 24359 | 5.9295 | 3.3813 | 5.6832

| AveragelLengt h|| 21.2178 | 24.3463 | 17.8074 | 20.4033 |

Relat ive frequencies of each lengt h of message are given. Th ese are summarized b yth e
average lengt h of messages for each applicat ion.

Tab le A.3: Message Lengt h sfor Sh ared-Memory Applicat ions

references w ill result in non-local memory references. We assumed a dat a cach e missrat e of 15
percent. For each dataread orw rite, w eget 0.15 missesper processor cycle. We assumed t h at 50
percent of t h ereferencesaret olocal memory,w h ich givesus0.075 referencest o non-local memory
per processor cycle. With a50 MHz processor andth e RN1 part runningat b etterth an 100 MHz,
w eh avetw orout er cycles per processor cycle. Th isgivesus 0.0375 non-local memory references
per rout er cycle. Adding an addit ional 10 percent t o account for cach e coh erency messages, w e
endupw ith approximat ely 0.04 messages per rout er cycle.

We aso examinetime b et w een synch ronizat ions, or, equivaent ly, applicat ion grain size. A
grainsizerepresent at ive of applicat ionsst udiedis 10,000 cycles, or 1000 x 0.04 = 400 messages.
Alt oget h er, our performance metricisth etimetorouteth efollow ingtask: al processorsinth e
syst emmust each send 400 24-b yt emessagesat arat e of 0.08 messages per act ive processor cycle.
Weassumet h at each processorcanh aveupto4th reads, ort asks,each w it h anout st anding message,
b efore st alling.

Noteth at ourtask explicitly modelsb arrier synch ronizat ion. Ot h er st yles of synch ronizat ion
may involve smaller processor groups, b ut may alsotendt o synch ronizet h ese groups more oft en.
In any case, it isimport ant t o model t h e synch ronizat ion requirement s of an applicat ion. For our
purposes, b arrier synch ronizat ion incorporat es an appropriat e component of th ese requirement s
int o our performance metric. We see th at synch ronizat ion plays a major role in performance
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degradat ion. Th isdegradat ionoccursw h ennetw ork failureresult sinasmall numb er of nodesw it h
part icularly poor communicat ionb andw idth .

Let ust ake one morelook a our numb ers. Since messagesare 24 b yteslong, w eareb asicaly
running our netw ork at 1 b yte per rout er cycle, or 100 percent. If th e message rate w ere any
h igh er,th eprocessorsw ouldjust b estaled moreoften, andth enetw ork loadingw ould not realy
ch ange. Noteth at our analysisassumeslow -lat ency message h andling, a concept demonst rat ed in
th e >JMach inefd2]. If, asw ith many commercial and research mach ines, th ere exist sah igh
lat ency for message h andling, t h elat ency induces afeedb ack effect w h ich prevent sfull utilizat ion
ofth enetw ork[Joh 92]. Alth ough cach emissand messagelocality numb ersareopentodeb ate,w e
ob serveth at th etech nological t rends of mult iple-issue processors and w ider cach e linesw ill only
increase demandsonth enetw ork. How ever, performance result spresented int h ispaper w ereaso
verifiedt o b equalit at ively unch anged under net w ork loading h alf of th at usedh ere.

A.4 Performance Resultsfor Applications

Inth issection w e summarize our performance result s for each netw ork in th e presence of
faults. Performance w as measured for complet e netw orks only. For each fault level sh ow n,
multipletrilsw ereruninw h ich faultsw ererandomly ch osen. After fault insert ion, applicat ions
w eresimulat edonth osenetw orksw h ich remained complet e. Dat ash ow nrepresent th eaveragel/ O
b andw idth utilizationandlat enciesoverth oset riasinvolvingcomplet enet w orks. Th eseresult sdo
not represent th eact ual performance of t h ese applicationson h ardw are. Rat h er, our dat a provides
ab asisfor netw ork comparisonb y illust rat ing performancet rendsint h e presence of fault s.

To isolate th e effects of interw iring, th e det erministic and random net w orks present ed use
dilat ion-2 component sinth elast st age. We st udied 3-st age non-int erw ired, randomly-int erw ired,
and det erministicaly-int erw irednetw orks. I/ Ob andw idth utilizationvariedb y lesst h an 2 percent,
avariat ion not sigrficant for our simulat ion accuracy.

How ever, t 0 avoid single-point disconnectionsinth elast stage, th einterw ired netw orksw e
sh all analyze for fault performance are const ruct ed from dilat ion-1 component sinth elast st age.

Alt h ough dilat ed component sprovide b et t er performance, th euse of t h ese dilat ion-1 component s
sub st antialy increases fault t olerance (See Section 3.5.2). For applicat ions st udied on 3-st age
netw orks,th edecreaseinl/Ob andw idth utilizationw aslessth an 6 percent .

Figures A.1 and A.2 det ails t h e fault performance of our applicat ions on 3-st age, radix-4,
netw orksw h ich canw ith standfaults. Th empptiétsorow nasasolidline,isrepresent at ive
of graph trendsandw ill b eusedinnetw ork comparisons.

Figures A.3 and A.4 comparest h e performance of th osenetw orksw h ich can tolerat e fault s.

Th e performance of th erandom netw ork isdligh tlyb etterth anth a of th edet erministic netw ork.
How ever, recall th at Ggures are for complet enet w orksonly. For each fault level sh ow n,th e
randomnetw orksh avealow erprob ab ility of remaining complet eth anth edet erministicnetw orks.
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I/Ob andw idth utilizat ionand lat encies for applicat ionson 3-st age random net w orks. Th e
applicat ionFLAT24, sh ow nasasolidline, isrepresent at ive of graph trendsandw ill b eused
for net w ork comparison.

Figure A.1: Applicat ionson 3-st age Random Net w orks
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I/Ob andw idth utilizationand lat enciesfor applicat ionson 3-st age det erministic net w orks.
Th e applicat ioALAT24, sh ow nasasolidline, isrepresent at ive of graph trendsandw illb e
used for net w ork comparison.

Figure A.2: Applicat ionsonth e 3-st age Det erminist ic Net w ork
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Comparativel/ Ob andw idth utilizat ionand lat encies for 3-st age det erminist ic and random
netw orksarAT24. Recal from Tab le 3.4t h at expect ed percent ages of failuret olerat ed

b y random and det erministic net w orks are, respect ively: 10% and 16%. Noteth at th e
performance degradat ionappearst olevel off b ecauseonly complet enet w orksare measured.
Alth ough th esurvivingnet w orkssuffer less degradat ion as percent age of failureincreases,
th enumb er of survivingnet w orksisb ecoming sub st antially smaller.

Figure A.3: Comparat ive Performance of 3-St age Net w orks
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Comparativel/ Ob andw idth utilizat ionand lat encies for 4-st age random and det erminist ic
netw orksarAT24. Recal from Tab le 3.4t h at expect ed percent ages of failuret olerat ed

b y random and det erministic net w orks are, respect ively: 4.6%, and 8.8%. Noteth at th e
performance degradat ionappearst olevel off b ecauseonly complet enet w orksare measured.
Alth ough th esurvivingnet w orkssuffer less degradat ion as percent age of failureincreases,
th enumb er of survivingnet w orksisb ecoming sub st antially smaller.

Figure A.4: Comparat ive Performance of 4-St age Net w orks
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