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ABSTRACT

The STUDERT problem solving aystem, programmed im LISP, ae-
cepts as input a comfortable but restricted subset of English which
can expross o wide wvariety of algebra story preblems. STUDENT finds
the solution to a large clase of these problems. STUDENT can utilize
a store of global informstion not specific to any one problem, and
may make assumptions about the interpretation of ambiguities in the
wording of the problem being solved. If it uses such information,
or makes any assumptiona, STUDENT communicates this fact to Ehe user.

The thesis includes & summary of other English language gques=-
tion-answering systeme. All these svstems, and STUDENT, are evalu-
ated according to four standard criteria.

The linguistiec analysis in STUDENT is & first approximstion
to the analytic portion of a semantic theory of discourse outlined
in the thesis. STUDENT finds the set of kernel sentences which are
the base of the input discourse, and transforms this sequence of
kernel sentences into & set of simultaneous equations which form the
semantic base of the STUDENT system. STUDENT then tries to solve
this set of equations for the values of reguested unknowns. If it
is successful it gives the answers in English. If not, STUDENT asks
the user for more information, and indicetes the nature of the de-
sired information. The STUDENT system is a first step toward natu-
ral language communication with computers. Further work on the se-
mantic theory proposed should result in much more sophisticated
gystems .

Thesis Supervisor: Marvin L. Minsky
Title: Professor of Electrical Engineering
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CHAPTER T: INTRODUCTION

The aim of the research reported here was to discover how
one could build a computer program which could communicate with
people in a natural language within some restricted problem domaim.
In the course of this investigation, T wrote a set of computer pro=
grams, the STUDENT svstem, which accepts as input a comfortable but
restricted subset of English which can be used to express a wide
variety of algebra story problems. The problems shown in Fipure 1
illustrate some of the communication and problem solving capabil-
lties of this svatem.

In the following discussion, I shall use phrases such as
"the computer understands Emglish". 1In all such cases, the "En-
glish" is just the restricted subset of English which is allowable
a3 input for the computer progrém under discussion. In addition,
for purposes of this report I have adopted the following operational
definition of understanding. & computer understands a subset of En-
glish if it accepts input sentences which sre members of this subset,
and answers questions based on information contained in the input.
The STUDENT svstem understands English in this sense.

A. The Froblem Context of the STUDENT System.

In constructing a question-answering system, many problems
are greatly simplified if the problem context is restricted. The
simplification resulting from the restrictions embodied in the 3TU-
DENT system, and the ressons these simplifications arise, will be
discussed in detall in the bedy of this report.

The STUDENT system is designed to answer questions embedded
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in Englieh language statements of algebra astory problems such as
those shown in Figure 1. STUDENT does this by constructing from
the English input & corresponding set of algebraic equations, and
solving this set of equations for the requested unknowns. If
needed, STUDENT has access to a store of "global" information,
not specific to any particular problem, and can retrieve relevant
facts and equations from this store of information. STUDENT com-
ments on its progress in solving a problem, and can request the
help of the questioner if it gets stuck.

There are a8 number of reasons why I chose the context of
algebra story problems im which to develop techniques which would
allew a computer problem solving system to accept natural language
input. First, we know a good type of date structure in which to
store information needed to answer questions in this context,
namely, algebraic equations. There exist will known algorithms
for deducing informstion implicit in the equations, that ia,
values for particular varisbles which satiafy the set of equations.

In addition, I felt that there was a manageable subset of
English in which many types of algebra story problems were ex-
pressible. A large number of these story problems are available
in first year high school text books, and T have transcribed seme
of them into STUDENT's input English. Since this guestion-answer=
ing task is one performed by humans, and since the entire process
from input to solution of the equations was programmed, we can ob-
tain a measure of comparison between the performance of STUDENT
and of a human on the same problems. In fact, this progrsm on an
IEM 7094 answers most questions that it csn handle as fast or
faster than humsns trying the same problem. In judging this com-
parison, one should remember the base speed of the IBM 7094, which

can perform over one hundred thousand additions per second.



E. Reasons for Hantinﬂ Hatural Language Toput.

Why should one want to talk to & computer in English? There
are many tongues the computer alresdy understands - such as FORTRAN,
COMIT, LISF, ALGOL, COBOL, to name just a few. These aserve ade-
quately as communication media with the computer for a large clase
of problems. A more pertinent question {s really, when is English
input to & computer desirable?

English imput is desirable, for example, if it is necessary
to use the computer for retrieval of information from & Cbext in
English. If & computer could accept English input, much information
now recorded only in English would be available for computer use
without need for human translation.

A computer which understood English would be more accessible
to any speaker of English, whether or not he was trained in any
"foreign" computer tongue. For 2 single shot at the computer with
& gquestion not likely to be repeated, it would not be worthwhile
to train the wser in a specialized language. For fact retriewsl,
rather than document retrieval, English is a goed vehicle for
stating queries. For a good description of the differences betwesn
fact and document retrieval, see Cooper (12).

Programming languages are process orlented. One cannot
deseribe a problem, only a methed for finding a solution to the prob-
lem. A naturzl language is a convenient vehicle for providing a
description of the problem itself, lesving the cholce of processing
to the problem solver accepting the imput. In an extreme case, one
would like to talk to the computer about a problem, with appropriate
gquestions and interjections by the computer on assumptions it finds
necesgary, until the computer claims that the problem is now well

formed, and an attempt &t solution can be made.
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Finally, man's ability to use symbols and languege is a prime
factor in his intelligence, and if we can learn how to make a com-
puter understand & natural language, we will have taken a big step
toward creating an "artificially intelligent" computer (32).

C. Criteria for Evaluating Question-Answering Systems.

We have defined understanding in terms of an ability to an-
swer questions in English. A number of question-answering systems
have been built, and will be deseribed in the next section. In this
section, we shall give a number of criteria for evaluating question-

answering systems.

In many systems there is a separation of data input and ques-
tion input. For all systems under consideration, the input quest iong
are In English. The input data may be either in English or in a
prestructured format, e.g. a tree or hierarchy. The English data
input may be used as a data base as is, or mepped into a structured
information store. Simmons, in his competent survey of English ques-
tion-answering systems (40), calls those asystems using a structured
information store "data base question-answerers", as opposed to
"text-based question-answerers” which retrieve facts from the original
text .

The extent of understanding of a question-answering svstem
can be messured along three different dimensions, syntactic, seman-
tic and deductive. Along the syntactic dimension one can messurs
the grammatical complexity allowable in input sentences. This aY
differ for the data input and question input. Ia the simpleat case,
one or some small number of fixed format sentences are allowable in-
puts. Less restricted inputs may allow any sentences which can be
parsed by & fixed grammar. The nearer this grammar is to a grammar

11



of all of English, the less restricted is the input. Because text-
based guestion-answerers accept as input any string of words, with-
out further processing, they have no syntactic limitation on input.
However, the fact-retrieval program may only be able to abstract

information from those portions of a text with less than some maxi=

miim syntactic complexity.

In data base gquestion-answering systems, only certain rela-
tionships between words, or objects, may be representable in the
information gtare. Other information mey be discarded or ignored.
This is & limitation in the semantic dimension of understanding.

In order to cbtain answers to questions not explicitly given
in the input, & guestion=answering system must have the power to per-
form some deductions. The structure of the information store may
facilitate such deductive ability. The range of deductive ability
is measured along the deductive dimension of understanding. The
gtructure of the information store may also ald in selecting only
relevant material for use in the deductive gquestion-answering pro-

cess, thus improving the efficiency of the svstem.

Another criteria clesely related to the extent of under-
standing, is the facility with which the syntactic, semantic, or
deductive abilities of a question-answering svstem can be extended.
In the best case one could improve the system along any dimension
by talking to it in English. Altermatively, one might have to add
gome new programs to the system, or at worst, any change might imply

complete reprogramming of the entire system.
An important additional consideration for users of &8 gues-

tilon=answering system is the amount of knowledge of the internal
gtructure of the system that is necessary to use it. At best one

12



need not be swere of the information storage structure used at all,

At worst, & thorough knowledge of the internal structure may be nec-
essary to construct suitable input.

Another measure of the usefulness of a question-answering
system is its ability to interact with the user. 1In the worst case,
4 question is ssked and sometime later en answer or report of fail-
ure is given. When the question cannot be answered, no indication is
given of the csuse of failure, nor does the system allow the person
to give any help. This is typical of the eperation of a number of
Alr Force query systems (Jay Keyser, persenal communication). Im
the best case, the system will ask the user for specific help and

accept suggestions of appropriate courses of action.

In this section we have given four criteria for evaluating
question-answering systems. They may be summarized ss follows:

1) Extent of wunderstanding (syntactic, sementic and de-
ductive abilities)

2) Facility for extending abilities (syntactic, semantic,
deductive)

3) HKeed by uvser for knowledge of intermsl structure of
system

4) Extent of interaction with user

D. English Language Question-Answering Systems.
In this section, I shall give a critical summary of & number

of English language question-answering systems, utilizing the cri-
teria outlined in the previcus section. This discussion will provide
a4 context for the section of the concluding chapter which summarizes
the capabilities of the STUDENT system. For & description of the dif-

ferent syntactic analysis schemes mentioned below, see the survey by
Bobrow (4).
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1) Phillips. One of the earliest gquestion-answering systems
was written in 1960 at MIT by Anthony Phillips (36). It is & data

base system which accepts sentences which can be parsed by & very

simple context-free phrase structure grasmar, of the type defined by
Chomsky (8). Additional ayntactic restrictions require that each
word must be in only one grammatical class, and that a sentence has

exactly one parsing.

A parsed sentence is transformed into a list of five ele-
ments, the subject, werb, object, time phrase, and place phrase in
the sentence. All other information in the sentence ie disregarded.
Questions are answered by matching the list from the transformed
question against the list for each input sentence. When a match is
found, the corresponding sentence is given as an answer.

Phillips' system has no deductive ability and adding new
abilities would require reprogramming the system. A questioner must
be aware that the system utilizes & matching process which does not
recognize synonyms, and therefore the sentence "The teacher eats
lunch at noon.'" will not be recognized as an answer to the question
"Jhat does the teacher deo at twelve o'clock?" When Fhillips' system
cannet find an anawer, it reports only "(THE ORACLE DOES MOT FNOW)'".

It provides for no further interaction with the user.

2) Green., Baseball is a questlion-answering system designed
and programmed at Lincoln Laberatories by Green, Wolf, Chomsky and
Laughery (19). It is a data base system, in which the data is placed
in memory 1n a prestructured tree format. The data consists of the
dates, location, opposing teams and scores of some American League
baseball gemes. Only questions to the system can be given in English,

not the data.

14



Questions mmet be simple sentences, with no relstive
clauses, logical or coordinate connectives. With these restrictions,
the program will accept amy question couched in words contained in
a8 vocabulary list gquite adequate for ssking questions about bagg-
ball statistics. In addition, the parsing routine, based on tech-

nigques developed by Harris (21}, must find a parsing for the question.

The questions must pertaln te statistics about baseball
games found in the Information store. One cannot ask questions
about extrems, such as "highest" score or "fewest' number of games
woni. The parsed question is transformed into a standard specifica=
tion (or spec) list, and the question-answering routine wtilizes
this canonical form for the meaning of the guestion. For example,
the question "Who beat the Yankees on Julvy 47" would be transformed
into the "spec list™:

Team (lesing) = New York
Team (winning)= 7
Date = July &

Because Baseball does not utilize English for data input, we
cannot talk about deductions made from information implicit im sev-
eral sentences. However, Baseball can perform operations such as
counting (the number of games played by Beston, for example) and
thue in the sense that it is utilizing several seperate data units
in ites store, it is performing deducticns.

Baseball's abilities can only be extended by extensive re-
programeing, though the techniques utilized have some general appli-
cability. Because the parsing program has a very complete grammar,
and the vocabulary list is quite comprehensive for the problem domain,
the user neede no knowledge of the intermnal structure of the Base-

ball program. WMo provision for interaction with the user was made,

15



3} Simmons. The SYNTHEX system is a text-based question-an-

swering ayatem designed and programmed at SDC by Simmons, Klein and
McConologue (41). The entire contents of a children's encyclopedia
has been tramscribed to magnetic tape for use as the information
store. An index has been prepared listing the location of all the
content words in the text, i.e. including words like "worm," 'eat,"
and "birds,"” while excluding function words like "and," "the," and
"af." 41l the content words of a question are extracted, and in-
formation rich sections of the text are retrieved, i.e. sections
that are locally dense in content words contained in the question.
For example, if the question were 'What do worms eat?", with

content words "worms" and "eat", the two aentences "Birds eat worms
on the grass." and "Most worms usually eat grass." might be retrieved.
At this time, the program performs a syntactic enalyeis of the ques-
tion and of the sentences that may contaln the answer. A comparison
of the dependency trees of the guestion and varlous sentences may
eliminate some irrelevant sentences. In the example, "Birds eat
worms on the grass" is eliminated because "worms'" is the object of
the werb "eats"™ instead of the subject as in the guestion. In the
general cese, the remaining sentences are given in some ranked order

a8 possibly answering the gquestion.

SYNTHEX is limited syntactically by its grasmar to the ex-
tent that the svntectic analysis eliminates irrelevant statements.
It makes no use of the meaning of any statements or words, and cannot
deduce answers from informetion implicit in two or more sentences.
Because the grammar ie independent of the program, the syntactic
ability of SYNTHEX can be extended relatively easily. However, be-
fore it can become & pood question-snswering svstem, some semantic
abilities will have to be added.

SYNTHEX does not explieitly provide for interaction with the

16



user, but because it is implemented in the SDC time-sharing system
(%), a user may modify a previous question if the sentences re-
trieved were not suitable. The mechanism for selection of sentences
must be kept in mind to get best results.

4) Lindsay. While st the Carnegie Institute of Technology,
Robert Lindsay (28) programmed the SAD S5AM question-answering ayatem.
The input to the system 1s & set of sentences in Basic English, a
subset of English devised by C.K. Ogden (35), which has & vocabulary
of about 1500 words and a simple subset of the full English gram-
mar. The SAD part (Syntactic Appraiser and Diagrammer) of SAD SAM
parses the sentence using a predictive analysis scheme. The Seman-
tic Analyzing Machine (SAM) extracts from these parsed sentences
information about the family relationships of people mentioned; it
stores this information on & computer representation of the family
tree, and ignores all other informstion in the sentence. For example,
from the parasing of "Tom, Mary'as brother, went to the atore." Lind-
say's program would extract the sibling relationship of Tom and Mary,
place them on the family tree as descendants of the same mother and

father, and ignore the informastion about where Tom went.

The information storage structure utilized by SAD SAM, namely,
the family tree, facilitates deductions from information implicit
in many sentencesa. HBecause a family relstionship ie defined in
terms of the relative position (no pun intended) of two people in
their family tree, computation of the relationship is independent
of the number of sentences required to place in the tree the path

between the individusls.
Extending the abilities of the SAD S5AM system would require

reprogramming. No provision is made for interaction with the user,

Ho internal knowledge of the program structure is necessary if the
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user restricts his queries to guestions of family relationships, and
his language to Basic English.

5) Raphsel. The SIR question-answering system (mnemonic

for Semantic Information Retrieval) was designed by Bertram Raphael
{38) at MIT. The SIR system accepts simple sentences in any of
about 20 fixed formats useful for expressing certailn relatiomships
between cbjects. The semantie relationships extracted from these
sentences are those of set membership, set inclusion, subpart, left-

to-right position and ownership.

The information about the relationships between various ob-
jects is stored in & semantic network, where the nodes of the net-
work are objects and the relationships are indicated by directed
labeled 'inks between nedea. For exemple, 1f the three senbences
"John is & boy," "A boy is s person," and "Twe hands are part of
any persen"” were an input to SIR, four nodea labeled John, Boy,
person and hand would be created. Included in the network would be
s link indicating set membership between John and boy, ancther with
s lebel indicating set ineclusion between boy and person, and 2 link
indicating hand is a subpart of person, with the number of parts equal
te 2.

Separate question-answering routines are used for questicns
imvolving different relationships. Each routine takes cognizance
of the interaction of various relationships, and can deduce answers
from the lipked strueture of the network, independent of the number
of sentences which were necessary to set up these links. For exam-
ple, by tracing the 1inks from "John'" to "hand," S5IR would answer
"YES" to the question "Is a hand part of John?"

The SIR system can interact with the user. For example, if
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told that "A finger is part of a hand" and asked "How many fingers
does John have?™ it would reply "How many fingers per hand?" Then
if it is told "Every hand has five fingers,”" it would answer the
question with "The answer is 10".

Any extensions of the SIR system necessitate additiomal pro-
gramming effort, though it is conaiderably easier to add new syntac-
tic forms than new semantic relatiomships. Within the input limits
of the 20 fixed format statements, the user need not know anvthing

of the internal structure of the information storage structure.

E. Other Related Work.

In addition to those guestion-answering systems described
abave, a number of programs have been writtenm to tranmslate English
statements into a logical notation te check the consistency of a set
of statements, and the validitv of logical arguments. In the sense
that, given a corpus transformed to some logical notation, and another
statement, a8 logic-based system can answer the question "Is this
statement (or its negation) implied by the corpus?", such logic-
based systems are question-answering systemas.

Cooper (12) and Darlington (14) both have programs which
translate a subset of English into the propositional calculus. Dar-
lington is also working on progrems which cen translate English into
the first order and second order predicate calculi. A difficult prob-
lem being considered by Darlington, in trying to handle implicetions
of English statements in terms of their logical tramslatiom, is the
determination of the proper level of analysis for a particular prob-
lem - that is, whether to translate the input into second order
predicate calculus where proofs are very difficult, or to Lry to

use first order predicate or propositional calculus to prove the
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theorem, and perhaps find it logically insufficient.

At the National Bureau of Standards, Kirsch (22), Cohen (10)
and Sillars (39) have designed a svstem in which pictures and English
language statemente are converted to expressioms in the first order
predicate calculus. One can then check to see if an English language

statement is consistent with a given plcture.

MeCarthy's Advice=Taker (30}, though not designed to accept
English input, would make an excellent base for a question-answering
ayatem. Fiacher Black {2) has programmed a system which can do all
of McCarthy's Advice-Taker problems, and can be adapted to accept a
very limited subset of English. The deductive system im Black's

program is equivalent te tme propositional caleculus.

A number of people hawve done work bearing directly on the
problem of solving algebra word problems stated in English. Sylvia
Garfinkle (18) wrote a paper in which she described the heuristics
she would use in programming a computer to solve algebra word prob-
lems, but never wrote the program. Most of the heuristica were too
vague to really be used; e.g. just stating that one should idemtify
two wvariables' names which are only slightly different, but glving
no good criteria for a slight difference. The treatment of "this" was
taken from Garfinkle's paper. 8o were a number of simplified state-
ments of algebra story problems she transcribed and transformed from

problems in a first yesr slgebra text book.

Michael Coleman {11), at MIT, wrote & term paper describing
a program of his which sets up the equations for some types of alge-
bra story problems (alsc handled by STUDENT). Some of the special
heuristics I use for "age problems'" were inspired by techniquea he
iovented.
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In his thesis, David Kuck (24) describes his ideas on how to
construct this type of program, but again did not implement these fdeas.
He suggests methods for transformation of English input to equations
which would require much mere informatiom about words than is used
in the STUDENT program, and therefore were not applicable in this work.
The STUDENT program considers words as symbols, and makes do with
as little knowledge about the meaning of words as is compatible
with the goal of finding a solution to the particular problem.
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CHAPTER I1: SEMANTIC GENERATION AND AMALYSIS OF DISCOURSE

The purpose of this chapter is to put the techniques of analy-
gls embedded in the STUDENT program inte a wider context, and indi-
cate how they would fit into a more general language processing sys-
tem. We will deseribe in this chapter & theory of semantic genera-
tion and analysis of discourse. STUDENT can then be considered a
first approximation to a computer implementation of the analytic
portion of the theory, with certain restrictions on the interpreta-
tion of & discourse to be asnalyzed. It will be evident from the theo-
ry why analysis is so greatly simplified by the impesed restrictioms.

A. Language as Communication.
Language is an encoding used for communicstion between a

speaker snd a listener (er writer and reader). To transmit an

"idea", the speaker must first encode it in 2 message, as a string

in the trensmission language. In order to understand this message,

a listener must decode it, and extract its meaning. The coding of a
particular message, M, is & function of both its global context and
local context. The global context of a message 1s the background
knowledge of the speaker and the listener, including some knowledge
of possible universes of disecourse, and codings for some gimple ideas.

The local context of a message, M, is the set of messages Cem-
porally adjacent to M. M may refer back to earlier messages. M may
even be just a modification of a previous message, and only under-
standsble in this context. For example, consider the second sen-
tence of the following discourse: "How many chaplains are in the
U.5. Army? How many are in the navy?"

In order for communication to take place, the information map
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of both the listener and the speaker must be approximately the same,
at least for the universe of discourse; also the decoding process

of the listener must be an approximate inverse of the encoding process
of the speaker. Education in language is, in large part, an attempt
to force the language processors of different people into a uniform
mold te facilitate successful communication. We are not proposing
that identity in detail is achieved, but &s Quine so nicely put it
(37):

"Different persons growing wp in the same language are
like different bushes trimmed and trained to take the shape
of identical elephants. The anatomical details of twigs and
branches will fulfill the elephantine form differently from
bush to bush, but the overall outward results are alike."

As a speaker transmits successive messsages concerning some
portion of his information map, the listener who understands the mes-
sages construcks a model of a "situation™. The relation between the
listener's model and the speaker's information map is that from each
can be extracted the transmitted infermation relevant to the universe
of discourse, including imformation deducible from the entire set
of messages. The internal structure of the listener's model feed

bear no resemblance to that of the speaker, and may in general con-

tain far less detail.

EB. Theories of LﬂnEuaEe,

According to Morris' theory of signs (33), the encoding and
decoding of language can be stratified into three levels. The first
level is the syntactie which deals with the relationships of signs
to other signe. A syntactic analysis, treating words &8s members of
clesses of words, can yield structurings of messages which indicate
common processing features. The second level, semantie analysis, is

concerned with the relaticnships of signs to the things they denate.
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A third level, pragmstic analysis, is concerned with the relationships
between signs and their interpretations in terms of actions required.
fur theory will deal with all three levels of analysis, with a pri-
mary emphasis on the relation of the semantic aspect of language to

the generation of discourse.

Many theories of syntax have been developed to describe the
structure of English, and many of these have served as bases for
computer programs which perform syntactic analysis. For a& complete
survey of such systems see the paper by Bobrow (4). Almost all
of these theories ignore the concepte of meaning and semantics. Be-
cause they ignore such an important aspect of language, programs based
on such theories often vield many possible structurings for a single
sentence which is unambiguous to a person. With some use of meaning,
many of the meaningless ambiguous interpretations could be eliminated.
For a good discussion of why ambiguities arise in syntactic analysis
see Kuno and Oettinger (25).

Based on some ideas described by Yngve (46), a number of
programs have been writtenm which generate syntactically correct En-
glish sentences. In most cases, the sentences generated are pre-
dominately meaningless nonsense. The coherent discourse generator of
Elein (23) is the one exception I know. Klein utilizes an input text
from which he extracts certain structural dependencies of the words
in the input. He then generstes sentences and befure they are re-
leased for output, a postprocessor checks to see if the words in the
generated sentence satisfy structural dependencies consistent with
those found in the input text. However, even in Klein's progrim no
attempt 1l made to use the denotive meaning of any word, except imn
so far as this meaning is reflected in its cooccurrences with other

words in the input text.
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Some theories which do consider the problem of semantics are
being developed mow. Pendegraft (27) states that the programs being
developed at the Linguistic Research Center of the University of Tex-
a8 are an explication of Morris' theory of signs. Though not yet
implemented, the semantic analysis program will make use of & pro=
liminary phrase structure syntactic analysis. A nomber of syntactic
structures, with appropriate vocabulary items, will map onto gingle
semantic constants, essentially indicating that these structures all
have the same meaning. This gives a type of canonical form for
structures in terms of their meanings, but does not utilize any ex-
plicit model of the world. WNo provision is made in the theory for

deduction of information implicit in a set of sentences.

Lamb (26} also has proposed a stratificational theory of gram-
mar, not yet implemented om @& computer, in which successive levels of
analysis are performed, with a final mapping of the imput into strue-
tures in a "sememic" stratum of the language. In this sememic atra-
tum sre bundles of "sememes" or meanings, and indications of the re-
lationships between different bundles. Different sentences which
meart the same thing should map into the same structure in this sememic
stratum. Sememic structures are thus canonical representations of

mesning.

C. Definition of Coherent Discoutse.

The theory of language generation and analysis which we shall
describe below is designed to handle what we call coherent discourse.
A discourse is a sequence of sentences such that the meaning of the
discourse cannot be determined by interpreting each sentence inde-
pendently, disregarding the other sentences in the discourse. The
interpretation of each sentence may be dependent on the local con-
text, in the sense defined previously. A discourse is coherent if
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it has a complete and consistent interpretation. Completeness im-
plies that there is no substring within the discourse that does not
have some interpretation in the model of the situation being built

by the listener.

4 listener's ability to bulld & model of a situation from a
discourse iz dependent on information available to him from his gen-
ersl store of knowledge. Therefore it is quite posaible for a dis-
course to seem coherent to one listener and net ancther. A writer,
reading his own writing, may feel that he has generated a coherent
sequence of sentences, but in fact, it is incoherent to all other
readers, This is, unfortunmately, not a rare cccurrence In the sci-
entifiec literature. Conversely, a listener who is a paychlatrist,
for example, may find coherence in a sequence of remarks which a

patient *hinks are entirely unrelsted.

The STUDEWT system utilizes an expandable store of general
knowledge to build a model of & situation deacribed in a member of
a limited class of discourses. The form of this model of a situation
Built by STUDENT will be discussed in detail in & later section of
this chapter. As far as I know, STUDENT is the only computer im=
plementation of & theory of discourse analysis now extant that maps
a digseouprse into some representation of its meaning. When the theo-
ries of Lamb and Pendegraft are implemented, they should also be
sble to analyze this clase of discourse (and others). Harris also
talks sbout "digscourse anmalysis,"™ (20) but in his use of this term
he specifically exeludes the use of meaning, stating:

"The method [of discourse analysis] is formal, depending
only on the occurrence of morphemes as distinguishable ele-.
ments, sand not upon the analyst'as knowledge of the particular
meaning of each morpheme."
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D. The Use of Kernel Sentences in Our Theory.

4 basic postulate of our theory of language analysis is that
a listener understands a discourse by transforming it into an equi-
valent (in meaning) seguence of simpler kernel sentences. A kernel
sentence is ome which the listener can understand directly; that
is, ome for which he knows a transformation into his information
store. Comwversely, 8 speasker generates a set of kernel sentences
from his information map, and utilizes a sequence of transformationa
on this set to yield his spoken discourse. This set of kernel sen-
tences 1s pot invariant from person to person, and even varies for a
gingle individual as he learns.

The use of kernel sentences in this way is conmtroversial,.
However, the theory is proposed as a good framework for understanding
and implementing language processing on a computer, not necessarily
as a model for human behaviour. The usefulness of this theory as a
psychological model is an empirical question. Skinner (42) has
given some peychological justification for assuming the existence of
a get of base sentences, and Chomsky (7) has discussed the linguis-
tic merite of the use of the concept of kernel sentences. Despite
this common concept of kernel sentences, in practice, our use of
kernel sentences i different than that of Skinner or Chomsky. Our
use of kernel sentences as a basis of 8 language 18 analogous to the
use of generators in defining a group.

Although we are not proposing our theory as a basis for a pay-
chological model, it has been uwseful, te avoid circumlocutions, to
describe the theory in terms of the properties and actions of a hypo-
thetical speaker and listenmer. All statements about speakers and
listeners should be interpreted as referring to computer programs
which respectively, generate and analyze cocherent discourse.
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E. Generation of Coherent Discourse.

Ll The Speaker’'s Model of the World. We sgsume that a

spesker has some model of the world in his information store. We
ghall not be concerned here with how this model was buile, or its ex-
act form. DMfferent forms for the model will be useful for differeat

language tasks, but they must all have the properties described below.

The basic components of the model are a set of objects, {Fi} 5
a set of functions {F]E}. a set of relations {R‘:} s @ set of pro-
poaitions {fii , and & set of semantic dedoctive rules. A function
FT is a mapping from ordered sets of n objects, called the argu-

m:nta of F: » into the set of objects. The mapping may be multi-
walued and is defimed only if the arguments satisfy a set of con-
ditions assoccisted with F? « A condition is essentially membership
in a claas of objects, but is defined more precisely below. A re-
lation H: iz & special twvpe of object in the model, and consists

of a label (a unique identifier), and an ordered set of n conditions,
called the argument conditions for the relation. Functions of re=

lations are again relations.

An elementary proposition conaists of a label associsted with

some relation, Rn » and an ordered set of n objects satisfying the

i
ergument conditions for this relation. One may think of these pro-
positions as the beliefs of a speaker about what relationships be-

tween objects he has noticed are true In the world. Complex pro-

positions are logical combinationsa {(in the usual sense) of elementary

propositions.

The semantic deductive rules give procedures for adding new

proposaitons to the model based on the propesitions now in the model.
In addition to the ordinary rules of logiec, these rules include axioma
about the relationships of the relations in the model. The semantic
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deductive rules alse include links to the senses of the speaker,. For
example, one such deductive rule for adding & propositon to the model
might be (loocsely speaking) "Look in the real world and see if it is
true," These rules essentially determine how the model is to be ex-
panded, and are the most complex part of a complete system. How-
ever, from our present point of view, we need only consider these
rules as a black box which can extend the set of propositions im the

model.

A closed guestion is & relational label for some R? and an

ordered set of n objects. The answer to this question iz affirmative

if the propeosition, consisting of thie label and the n objects, is
in the model (or can be added to it). If the negation of this pro=
position is in the model (or can be added), the answer ia negative.
Otherwise the anawer 1s undefined.

An open guestion consists of a relational label for an n-argu-
ment relation, RE s &and a set of objects corresponding to n-k of these
arguments, where n&k &1 . An answer to an open guestion is an or=
dered set of k objects, such that if these objects sre associateéd
with the k unspecified arguments of RT » the resulting proposition is
in the model or can be added to it. An open question may have no
answers, or may have cne or more snswers. A condition is an open
question with k=1, and an cbject satisfies a condition if it {is en
answer to the guestion.

2) _Generation of Kernel Sentences. We have described the
logical properties of the speaker's model of the world. We shall
now consider how strings in a language, words, phrases, and sentences,
are associated with the model. Corresponding te the set of objects
0, there is a set Hij of strings (in English in our case),

called the names of the cbjects. There is a many-one mapping from
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{PIJ} ontao '!hi . It is meny-one because one object may have more
L-. L]

than one name, e.g. frankfurter and hot dog both map back into the
game object.in the model.

Recall that functions map n=tuples of objects into objects.
Thues a function name and an n=tuple can specify an object. We
can derive a name for this object from the function name and the
names of its m-arguments. Associated with each function is at
leaﬁt one linguistic form, a string of words with blanks in which
names of arguments of the function must be inserted. Examples of
linguistic forms asscciated with a model are "number of "
"father of ", and "the child of and ". There is
a many-ong mapping from the set of linguistic forms % bonto the

ij
set of functioms. Two examples of multiple linguistic forms for

the same function are: "father of " amd " 's father";
and " plus " apd "the sum of and ". Thus,
if objects x and y have names "the first number” and "the second
pumber” and associated with the functien " * " is the linguistic

form "the product of _ and ", then the name of the object
produced by applying the functiom "™ * " to x &nd y is "the product
of the first number and the second number". A parsing of a name

thus must decompose it into the part which is the linguistic form,
and the parts which are names of arguments of the corresponding func-
tion. We shall call cbjects defined in terms of a function &nd an
n-tuple of objects a functienally defined object, and those which

are not functionally defined we shall call simple objects. Simple
objects have simple names and functionally defined objects have

composite names.

In addition to linguistic forms sssoclated with functions,
there are linguistic forms associated with relations. For an n ar-

gument relation there are n blanks in the linguistic form. Examples



of relational linguistic forms sre: " equals "

" gave to " oand " apeaks”. It is thia
set of linguistic forms, corresponding to the relastions in the model,
that serve as frames for the kernel sentences.

In a manner eimilar to the way composite names are built, a
kernel sentence corresponding to an elementary propesition is con-
structed by inserting names cerresponding to each argument in the
appropriate blemk. Names may be simple or composite. An exsmple of
# kernsl sentence for a proposition built from such a relatiomsl
linguiatie form is "John's father gave .3 times the salary of Bill
to Jack.” which containe the simple names “"John", ".3", "Bill",
and "Jaek". It contains the functional linguistic forme " 's
father™, ™ times " and "salary of " and the rela-
tional linguistic form " __  pave to ",

A kernel sentence corresponding to a complex proposition
is constructed recursively from the kernel sentences corresponding
to its elementary propositional constituents by placing them in the
corresponding placea in the linguistic forms " and "

n

or y ok "

(=] off 9

The kernel sentence corresponding to & closed question is
constructed from the kernel of the corresponding proposition by
placing it in the linguistic form "Is it true that ™ For
an open question, dummy objects are placed in the open argument po-
sitions to complete a propositional form. These dummy arpuments
have names "who", "what", "where", ete., and which dummy objects are
used depends on the condition on that argument position. A guestion
mark is placed at the end of the kernel sentence constructed in
the usual way from the relational linguistic form and the names of

the arguments.
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In generating a coherent discourse, a speaker chooses a num-
ber of propositions in his model andfor some open or closed ques-
tions. He then uses linguistic information associated with the model
to construct the set of kernel sentences corresponding to this set of
chosen propositioms. In the next section we will discuss how he

generates his discourse from this set of kernels.

3) Troansformations on Kernel Sentences. The set of kernel

gentences is the base of the coherent discourse. The meaning of a
kernel gentence is the proposition into which it maps, and simi-
larly, the meaning of any nime is the object which 1as ilts image un-
der the mapping. To this set of kermels we apply a sequence of
meaning preserving transformations to get the final discourse. We
use the word "transformation" in its broad general senmse, not in

the narrow technlcesl sense defined by Chomsky (7).

There are two distinct types of transformations, structural and
definitional., A structural pr svntsctic transformation is only de=
pendent on the structure of the kernel string(s) on which it operates.
For exasmple, one syntactic transformation takes a kernel in the ac=
tive volce to one in the passive woice. Another combines Ewo sen-

tences into & single complex coordinate sentence.

One large class of sayntactic transformations is used to sub-
stitute pronominal phrasea for nsmes. Pronominal phrases may be

ordinary pronouns such as "he", "she", or "it". They may be refer-
ential phrases such as "the latter", "the former" or'this quantity".
They may algo be truncations of a full name such as "the distance™
for "the distance between Hew York snd Los Angeles". In cases where
guch pronominal reference is made, the echerence of the final dis-
course ig dependent on the order in which the resultant strings

Eppear.
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The socond type of transformation is definitional. It in-
volves substitutions of linguistic strings and forms for ones ap=
pearing in the kernel sentences. For example, for any appearance of
"I timee" we may substitute "ewice", and for .5 times" substitute
"one half of". In addition to this stripng substitution, some trans-
formatfions perform form substitution and rearrangement. For example,
for & kernel sentence of the form " x is v more than ", where x, ¥,
and z are any names, one definitiopal transformation can substitute

"% exceeds z by y."

Some trapsformations are optienal, and some may be mandatory
if certain forme are present in the kernel set. Certain transforma-
tions are used by a speaker for stylistic purposes, for example,
to emphasize certain objects; other syntactic transformations such
ag those which perform pronominal substitutions are used because
they decrease the depth of a construction, in the sense defined by
Yngve (44).

Let us review the steps in the generation of a coherent
discourse. The spesker chooses a set of propositions, the “ideag"
he wishes to transmit. He then encodes them as language atrings called
kernel sentences in the manner described above. He then chooses a
sequence of structural and definitional transformations which are
defined on this set of kernels or on the ordered set of sentences
which result from applications of the first transformations. The
resulting sequence of sentences will be a coherent discourse to a
listener if he knows all the definitional transformations applied.,
In addition, for every pair of distinct nemes which the speaker maps
back into the same object, the listener must also map into a single
chject.

In order te elarify this theory,we show, in Appendix E, a

semple semantic generative grammar which will generate coherent dis-
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course understandable by the STUDENT analysis program. The ob-
jects are numbers and the functions are the arithmetic operations
of sum, difference, product and quotient. The only relatiom in

the model is mmeriecal equality. The transformations are described
informally; further linpguistic investigstlon is necessary before a
formal notation for trapsformations can be decided wpon. Parallel
to the graemar is a sample problem generated by utilizing this gram-
mar. This problem is solvable by the STUDENT system.

F. Analysis of Coherent Discourse.

Ceneration of coherent discourse consists of two distinguish-
able steps. From propositions in the speaker's model of the world,
he generates an ordered set of kernel sentences. He then applies a
sequence of transformations to this kernel set. The resulting dis-
course is a coded message which is to be analyzed and decoded by a
ligtener. The listener's problem can be loosely characterized as an
attempt to answer the question, "What would I have meant if I said
that?"

To analyze a discourse the listener must find the set of ker-
nel sentences from which it was generated; one way to do this is
to find a set of inverse transformations which when applied to the
input discourse yield a sequence of kernel sentences. The listener
must then tramsform these kernel sentences to an appropriate rep-
resentation in his information store. The appropriateness of a rep-
tesentation is a funetion of what later use the listener expects to
make of the information contained in the discourse. The listener
may simultanecusly transform a given kernel sentence into 8 mumber
of different representations in his informatien store. On a level
of pragmatic analysis, statements require only storage of information.

Questions and imperatives require appropriste responses from the
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listener. The difficulties in analysis dichotemize inte those
associated with fimding the kernel sentences which are the base of
the discourse, and those associated with tramsforming the kernel sen-

tences into representations in the information store.

Mathews (29) has suggested that analysis ecan be performed by
syntheaias. A sequence of kernel sentences, snd & sequence of trams-
formations are chosen, and the transformations are applied to the ker-
nel sentences. The resulting discourse is matched against the input.
If they are the same, these kernel sentences and transformations give
the required snalysis of the imput. If not, a change is made eo that
the resulting discourse becomes more like the input.

If the kernel sentences and transformations were chosen ran-
domly, this method would obwviously be too inefficient to work in
any practical sense. However, by utilizing clues within the input
digcourse, the choice of kernels and transformations can be greatly
regtricted. This technique of sentence analysis is being implemented
in a program being written at MITRE by Walker and Bartlett (43). This
technique hes the advantage that exactly the same grammar can be
utilized for both analysis and generation of discourse.

A more direct analytical spproach would utilize a set of in-
verse analyvtic transformations. If Ti is a transformation that may
be wsed in generating a discourse, and Ti{E} = 8, where § and 8 are
sets of sentences, then the analytic transformation Ti-l iz the in=-
verse of T, if and only if Ti-ll'_i} =8 . The choice of which in-
verse transformations to apply and the order of their application
may again be restricted by utilizing heuristics concerned with

features of the input.

Once the base set of kernel sentences for a given dis-



course 1s determined, there remains the preblem of entering rep-
regentations of these sentences in the listener's information store.
The major problem in accomplishing this step involves the separation
of those words which are part of linguistic forms for relations, and
those which are part of a8 neme. This is difficult because the same
word {lexicographic saymbol) may have multiple uses in a language.
Having separated the relstional form from the names which represent
the arguments of this relation, one can then analyze the name in
terms of components which are functional linguistic forms and others
which are simple names. From thia parsing in terms of relational
linguistic. forms, functional linguistic forms and simple names, the
discourse can ba transformed into 5 cenonical representation im the

information store of the listener.

G. Limited Deductive Models.

A complete understanding of a discourse by a listener would
imply that the representation of the discourse in his information
store is essentially isomorphic to the speaker's model of the world,
at least for the universe of discourse. The listener's representa-
tion must preserve all information implicit in the discourse.

If the listemer is only intereated in certain aspects of the
discourse, he need only preserve lnformetion relevant to his interest,
and discard the rest. Within his ares of interest the listener's mod-
el is isomorphic to the speaker's model in the sense that all rele-
vant deductions which can be made by the speaker on the basis of the
discourse can slso be made by the listemer. Outside this area of
interest, the listener will be unsble to anawer any questions. We
call such restricted information stores limited deductive models.

The question-snswering programs of Lindsay and Raphael, and
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the STUDENT system, all utilize limited deductive models. For the
area of interest in each of these programs there was a "natural®™
representation for the information in the allowsble input. These
representeétions were natural in that they facilitated the deductien
of implicit information. For example, Lindsay's family tree rep-
resentstlon made it easy to compute the relationship of any two in-

dividusls in the tree, independent of the number of sentences nec-
eagary to build the tree.

Because the number of relations and functions expressible
in the models in all three systems is very limited, there is s
corresponding limitation on the number of linguidtie forms that may
appear in the input. This greatly simplifies the parsing problem
digcussed earlier, by restricting alternatives for words in the
input text.

H. The STUDENT Deductive Model.

The STUDENT system is an implementstion of the analytic por-
tion of our theory. STUDENT performs certsin inverse transformations
to obtain & set of kernel sentences and then transforms these kernel
gentences to expressions in a limited deduetive model. Utilizing
the power of this deductive model, within its limited domsin of under-

standing, it is eble te answer questions based on information im-

plicit im the input information.

The analytic and trensformational techniques utilized in
STUDENT are described inm detail in Chapter IV. We shall describe
here the canonical representation of objects, relations and funec-
tions within the model. STUDENT is restricted to answering questions
framed in the context of algebra story problems. Algebraic equa-

tions are & natural representation for information in the input.
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The objects in the model are numbers, or numbers with an as-
gociated dimension. The only relation in the model is equality, amd
the only functions represented directly in the model are the arith-
metic operations of sddition, negation, mmltiplicatlen, division
and exponentiation. Other functions are defined in terms of these
basic functions, by compostion, and/for substitution of constants
for arguments of these functionms. For example, the operation of
gquaring is defined as exponentiation with "2" as the second argu-
ment of the exponential function; subtraction is a composition of
addition and negation.

Within the computer, a parenthesized prefix notatlon is used
for a standard representation of the equations implicit In the En-
glish input. The erithmetic operation te be expressed iz made the
first element of & list, and the arguments of the function are suc-

ceeding list elements. The exact notation is given in Figure 2 below.

Operation Infix MNotation Prefix Hotation
Equality A=BR (EQUAL A B)
Addition A+ B (PLUS A B)

A+ B+ C (PLUS A B C)
Hegation - A (HIKUS A)
Subtraction A-B (PLUS A (MINUS B))
Multiplication A® B (TIMES A B)

A*B*C (TIMES A B C)
Division AJB {QUOTIENT A B)
Exponentiation At (EXFT A B)

Figure 2: HPtEtiun HWithin the STUDENT Deductive Model

In the figure, A, B, and C are any representations of objects in the
model, either composite or simple nsmes. The usual infix notation for
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these functional expressions is given for compariseon. Because this
is a fully paremthesized notstion, no amblguity of operational order
arises, as it does, for example, for the unparenthesized infix nota-
tion expression A*B+C or its corresponding natural lapguage expres-
sion "A times B plua C". Hote also that in this prefix notation plus
and times are not strictly binsry operators. Indeed;, in the model
they may have any finite number of arguments, e.g. (TIMES &4 B © D)

is a legitimate expreasion in the STUDENT model.

Representations of objects in the STUDERT deductive model
are taken from the imput. Any string of worda hot containing &
linguistic form asscciated with the arithmetic functions expressible
in the model are conaidered simple names for objects. Thus, "the age
of the child of John and Jane" iz considered a simple name because it
contains noe functlenal linguistic forms asscclated with functions rep-
resented in STUDERT's limited dedvctive model. In a more general
model it would be considered a composite name, and the functional
forms "age of " and “child of and " would be
mapped into thelr corresponding functions in the model.

Because such complex strings are considered simple names in
the medel, apd objects are distinguished only by their nsmes, it
is important to determine when two distinct names actually refer to
the same object. In fact, answers to questions in the STUDENT svs-
tem are statements of the identity of the object referenced by two
names. However, one of the names (the desired one) must satisfy
certain lexical conditions. Most often this condition is just that
the name be & numeral. For a more genmeral model this restriction
cowld be stated 28 requiring & simple name corresponding to some
functienally defined name — because, for example, "number of "
would be & functional linguistic form in the general model, and the

only simple mame for such an object would be the numeral corres-



ponding to thia number. An answer consists of a statement of

identity e.g. "The number of customers Tom gets is 162."

The other lexical restriction on answers sometimes used in
the STUDEMT svstem is insistence that a certain umit (corres-
ponding to a dimension essociated with a number) appear in the de-
gired answer. For exemple, spane is the unit specified by the gues-
tion "How many spans eguals 1 fathom?", and the answer given by

STUDENT iz "1 fethom iz B spans'.

The deductive model described here is useful for answering
questions because we know how to extract implicit informstion from
expressions in this model; that is, we know how to solve sets of
algebraic equations to find numerical walues which satisfy these
equations. The solution process used in STUDENT is described in de-
tail in Chapter VI. The transformation process, based on the theory
described earlier, which STUDENT uses to go from am English input
to this deductive model, is described in Chapter IV.



CHAPTER IT1T1: PROGRAMMING FORMALISMS AND LANGUAGE MAHTFULATION

Almost any programming langusge is universsl in the gense that

with enough time, space, and work at the implementation, any computable
Function may be programmed. However, the task of programming can be
made much easier by the proper choice of a higher level problem ori-
ented programming language. The dats to be manipulated by the 5TU-
DENT system is symbolic, and of indefinite length and complexity. For
this reason, & list-processing language was the most appropriate type
of programming for this task. There are a number of such languages
available, each having its own set of advantages and disadvantages.
For a description of the general properties of list-processing lan-
Buages, with & detailed comparison of four of the better known list-
processing languages, see Bobrow and Raphael (5). Mostly because I
knew it so well, I chose LISP (31) as the basic language for the STU-
DENT svstem.

The LISP formalism is very convenlent for programming recursive
tasks such as the solving of & set of simultanecus equations. However,
LISP does not provide any natural mechenisms for representing manipula-
tion of strings of English words, another very important subtask in
the STUDENT system. For this type of manipulation one would like to
perform a sequence of steps involving operations such as recognizing
a sentence format which fits a particular pattern, finding certain ele-
mente in a sentence by their context, rearranging a string of words,

deleting, inserting, and duplicating parts of strings, and others.

The LISF formalism cannot easily express such string manipula-
tions, though each could be individually programmed. However, a for-
malism for just this sort of manipulation 18 the basis of the COMIT (45)

programming syatem. Rulea in this formalism can ecasily express very
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complex string manipulstions, and are easy to read and write. How-
ever, COMIT and LISP cannot be used simultaneously, and the problem
context necessitates going back and forth between LISP-oriented tasks
and COMIT-oriented tasks. Therefore, I adapted the COMIT rule nota-
tion for use in LISP, and constructed s LISP program called METEOR which

would imterpret string transformation rules in this notstion.

In constructing the METEOR interpreter, I effectively extended
the eloguence of the LISP programming language; that is, operations
which could be done previously, but were swhward Eo lnvoke could mow
be expressed easily. An extended langusge embodying the best features
of COMIT and LISP could have been built from scratch, but it is much
more economical to achleve such extensions by embedding. The advan-
tages and disadvantages of language extension by embedding are discussed
in detail by Bobrow and Weizenbaum (&).

A. Bpecifying a Desired String Formac.

METEOR has been described in detall elsewhere (3), but we in=
clude here & brief summary of its features. We do this because use of
the notation makes later explication of the transformation process
easier. In addition, if any ambiguity becomes apparent in the expla-
naticon of the operation of STUDENT, it may be resoclved by consulting
the listing of the STUDENT program in Appendix B. In this latter
case, it may be necesssry to consult the more complete specification
of METEOR referenced above.

A METEOR program consists of & sequence of rules each specifying
a string transformation and giving some contrel informatiom. Let us
first consider how a string transformation 1s specified. We shall
call the string to be transformed the workspsce. The workspace will
be transformed by a rule only if it mstches a pattern or format given
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in the "left half" of the rule. This left half is & list of ele-
mentary patterns which specifies a sequence of items that must be
matched in the workspace. For example, if the left half were

"(THE BOY)™ then 2 mateh would be found only if the workspace con-
tained a "THE" immediately followed by "BOY" . In addition to
known constituents, one can match unknown constituents. The ele=
ment §1 in a left half will match any one workepace constituent. The
left half "(A $1 B $2 C)" will match & contiguous substring of the
workspace which consists of an A followed by exactly one constituent
(specified by the marker "51") followed by & B followed by exactly 2
constituents (matching the "%2") followed by an occurrence of a .
Thus $1 will match an element of the workspace with a specified con-
text. If a left half would match more than one substring in the
workspace, the left-most such substring is the one found by the
matching process.

We have discussed elementary patterns which match a fixed num-
ber of unknown constituents (e.g., "$3" matches 3 unknown constitu-
ents). METEOR also has an elementary pattern element "5" which
metches an arbitrary number of unknown comstituents. For example,
the left half (THE % BOY) will match a substring of the workspace
which starts with an occurrence of "THE" followed by any number of con-
stituents (including zero) followed by an occurrence of "BOY"™ . Tt
would, for exemple, match a subatring of the workspace "(GIVE THE
GOOD BOY)"™ or of the workspace "(THE BOY HERE)" . If the left
half (5 GLITCH $3) matches a substring of the workspace, then the
elementary pattern "§" matchee the substring from the beginning of
the workspace up to but not including the first oceurrence of "GLITCH";
the pattern "GLITCH" metches this cocurrence of "GLITCH" in the work-
gpace; and the elementary pattern "$3" matches the 3 elements or
constituents of the workspace lommediately following GLITCE.
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Elements in the workspace may be tagged or subseripted to in-
dicate special properties of this element; for example, one might
have (HAVE/VERB) or (BOY/NOUN) as elements of the workspace. 3Such
elements can be matched by name (using HAVE or BOY &8 pattern elements),
or identified just by their subscripts {or by both). The elementary
pattern ($1/VERB) will match any single constituent which is a verb;
that is, one which has the subseript "VERE", even if this constituent
has other subscripts. Thus the left half (ALFRED (51/VERB) BOOKS)
will match the substring (ALFRED (READS/VERE) BOOES) in the work-
space (KOW ALFRED (READS/VERB) BOOKS IN THE LIBRARY).

Other elementary pattern ¢lements are provided, and new pat-
tern elements can be defined amd easily uwsed within the METEOR system.

B. Specifying a Transformed Workspace.

We have discussed how a desired format can be specified through
a prototype pattern, called a left half. If we try to match the work-
space to a left half, but it is not in the format specified, we say
the match has failed. If a substring of the workspace is im the speci-
fied format, the match is successful. When there is a successful
match, we may wish to transform or manipulate the substring matched,
or place in & temporary storage location, called a shelf, copies of
segments of the matching substring. We ghall now discuss the nota-
tion used for specifving such transformations, and storage of material.

A& left half is a sequence of elementary patterns, and we associ-
ate with each elementary pattern a number indicating its position in
this left half sequence. For example, in the left half (52 D § E),
the first elementary pattern, 52, would be associated with the number
1, the second, D, with 2, § with 3, and E with &. If a match is suc-
eeseful, each elementary pattern element in the left half matches a
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pert of the substring of the workspace matched by this left half. The
pert matched by an elementsry pattern can then be referenced by the
number associated with this ¢lementary pattern. For the left half
glven above, end the workspace (A B CD B A E G), the left=half matech
succeeds, and the substring (B C) may then be referenced with the nume=

ber 1, the substring (D) by 2, (B &) by 3, and (E} by &,

The transformed workspsce is specified by the "right half"
of & METEOR rule. This right half may be just the mumeral 0, in
which case the matched portion of the workspace is deleted. Other-
wise this right half must be a list of elements epecifying & replace-
ment for the matched substring. Any numbers in this right=half list
reference (specify) the appropriate part of the matched substring.
Other items in the list may reference themselves, or strings in tem-
porary storage, or functions of any referenceable substrings. In
the example discussed above, 1f the right half were (32M2H), then
the matched portion of the workspace would be replaced by (B ADMDH,
ard the workspace would become (A B A DM D H G). Note that 1 and &
were not mentioned in this right half snd were therefore deleted from
the workspace. Also 3 and 2 were in reverse order, and thus these
referenced parts were inserted in the workspéce in an order opposite
to that in which they had appeared. 2 is referenced twice in this right
half and therefore two copies of this referenced substring, "(D)" ap-
pesr in the workspace. The elements M and H in thia right half refer-
ence only themselves, and are therefore inserted directly into the
workspace.

Using the right=half elements deseribed, that i%, numbers
referencing matched substrings and constants (elements referencing
themselves), one can express transformations of the workapace in
which elemente have been added to, deleted fromyduplicated in, and

rearranged in the workspace. Elements to be added to the workspace
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thus far can only be constants. Let us consider some other possible
right=half elements. They are all indicated by lists which start with
special flags.

The contents of any shelf (temporary storage list) can be
referenced by a two element list with first element either *A (for All}
or *¥ (for Mext), and a secomnd element, the shelf mame. For example,
(*4 EQT) references the entire contents of a shelf named EQT. If this
element appeared in a right half, the entire contents of that shelf
would be placed in the corresponding place in the workspace. The
first element of a shelf named SENTENCES could be put into the work-
space by using the element (*N SENTEWCES) in a right half.

The flag FN as the firat member of a list gerving as a Tights
half element indicates that the next member of this list is a function
name, and the following ones ere the arguments of this function. The
value of the function for this set of arguments is placed in the
workspece. In this way, any LISP function can be psed within a METEDR

fule.

The flag *K indicates that the rest of the list following is to
be evaluated as a right-half rule, and them is to be “"compressed"
into & list which will be & single element of the workspace. Thus,
chunks which are longer, and have more complex structure than a
single word can be treated as a single unit within the METEOR
workspace string. The inverse operation 1s the expansion of a chunk
eo that all its components appesr as individual comstituents in the
workspace. Expsnsion is indicated by a *E flag at the beginning of
a right=half element list.

We have thus far discussed how the transformation of a string,

called the workspace, can be expressed in terms of a left half which
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is a pattern for a desired input format, &nd a right half which is a
pattern for the desired output format. There is no reason bo limit Eo
one the number of outputs from a single left half metch. In fact, a
third section of a METEOR rule, called the "routing section” {for
historieal reasons), allows the programmer to give any number of oth-
er right halves, and place these referenced lists at the beginning or
end of any shelf (temporary storage list). The storage of such a
“right half" is indicated in the routing section by a list starting
with & *§ or a *Q, followed by the shelf name, and followed by a
right half pattern. The %5 indicates that the referenced material ia
to be Stored on the beginning of the named shelf. #*Q indicates that
it should be Quewed on the end of the shelf. Used with s #N for re-
trieval, a ghelf built uwp by a *5 is a pushdown list, (s last-in-
first-out liat), and a shelf built up by a #Q is a queue (first-in-
first=put list).

The only other significant feature of a METEOR program that we
have not wet touched on is the control structure in a set of rules.
A METEOR rule has a name, and has a "go-to" section. Ordinarily, if
the left-hsalf match fails, control is automatically passed to the
next rule in sequence. If the left-half match succeeds, the right half
and routing sections are interpreted, and then control is passed to
the rule nsmed in the "go-to". However, by insertion of a "&"
immediately safter the rule name in the rule, the method of transfer of
control is awitched, and only on left-half failure will conteol pass

to the rule named in the “po-to™.

Routing eontrol can also be changed by a list of the form
"(*D namel name2)" in the routing section of a rule. After this list
is interpreted, any cccurrence of namel in a "go-to" will be inter-
preted as a "go-to" containing "namel™. This latter feature allows

easy return from subroutines. The use of left=half success or failure
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as a switeh for the transfer of control mskes it possible to write sig=-

nificant cne rule leops.

A METEOR program 18 a sequence (list) of rules. Each rule is
a list of up to six elementa. The following is an example of a METEOR

rule contalning all six elements:

(WAME # (4 BOY) (2 1) ( / (%S 81 2 2) (*D P1 P2)) P1)

We shall briefly review the function of each of these six elements.
The first element of a HMETEOR rule is & name, and must be present

in any rule. If no name 1a needed, the dummy name "*" can be used.
The second element 1a a "™ and is optional. When it is present it
reverses the switeh on flow of contral, snd transfer of control to the

rule mamed in the "go-to"™ ia made on left=half failure.

The third element 18 mandatory, and is a left=half pattern
which i% to be matched im the workspsce. The fourth element is
optional, and is a right-half pattern specifying the result in the
workapace of the atring transformation desired. The fifth (optional)
element 18 ecalled the routing section, and g a list flagged with
a "/ ag a firat element. The remsinder of the routing secticon is a
sequence of liata which specify operations which place items on
shelves or set "go-to" wvalues. The final element is called the "go-
to" and specifiea where control is to be passed if a match succeeds
(in the normal casel. A "% in this position specifies the next rule

in sequencea,

C. Summary.

In this chapter, we have briefly summsrized the features of a

language for atring manipulationm which has been embedded (by building
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the METEOR interpreter) in the general list-processing langusge LISP.
The ability to describe easily in METEOR the string transformstions
needed to process English sentences, and also use, where appropriate,
the funetional notation of the general list-processing language, LISP,

was 8 great advantege in the programming effort involved in this study.

As a final 1llustration of the power of the combined METEOR-LISE
langusge, we include a program for Wang's algorithm for proving
theorems in the propositional caleulus. This algorithm ie described
on pages 44-43 of the LISPF manual (31}, and a LISP program for the al-
gorithm appears on pages 48-50. Figure 3 below contains the complete
METEQR program for the algorithm, including definitions of four
small auxiliary LISP functions used within the METEOR PrOEram.

In addition, the figure contains a trace of the pProgram as it
proves the theorem given after the first line containing "(THEOREM)".
The other lines give the theorems that sre proven by the algorithm as
steps in the proof of this theorem. This METEOR pProgram compares
quite favorably in both size and understandability te the one given in
the LISF mapuwal, snd ta the one COMIT program which I have seen which
performe the Wang slgorithm.
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CHAFTER TV: TRANSFORMATION OF ENCLISH TO THE STUDEKRT DEDUCTIVE MODEL

The STUDENT syatem consists of two main subprograms, called
STUDENT and REMEMBER. The program called REMEMBER accepts and pro-
cesgses statements which contain global information: that is, in=
formstion which is not specific to any one story problem. We shall
discuss the processing and information storage techniques used
in REMEMEER in the next chapter. A listing of the global informa-
tion given to the STUDENT system may be found in Appendix C.

In this chapter, we shall describe the techniques embedded in
the STUDENRT program which are used to transform an English statement
of an algebra story problem to expressions in the STUDENT deductive
mdel. By implication we are alse defining the subset of English
which is "understood" by the STUDERT program. A more explicit des-
cription of this input language is given at the end of the chapter.

A. Outline of the Dperastion of STUDENKT.

To provide perspective by which to view the detailed heuristic
techniques used in the STUDENT program, we shall first give an out=
line of the operation of the STUDENT program when given a problem to
solve. This outline i a wverbal descriptiom of the flow chart of
the program found in Appendix A.

STUDENT is asked to solve a particular problem. We assume that
all necessary global information has been stored previously. STUDENT
will now transform the English input statement of this problem inte
expresalons in its limited deductive model, and through appropriate
deductive procedures attempt to find a solution. More specifically,

STUDENT finds the kernel sentences of the input discourse, and trans-
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forms this segquence of kernels into & set of simultaneous equations,
keeping @ list of the answers required, a list of the units imwvolved

in the problem (e.g. dellars, pounds) and a list of all the variables
(simple names) in the equations. Then STUDENT invokes the SOLVE program
to solve this set of equstions for the desired wnknowns. If a solu-
tion is found, STUDENT prints the values of the unknowns requested in

a fixed format, substituting in '"{variable IS walue)" the appropriate

phrases for variable and velue. If a sclution cannot be found,

wvarious heuristics are used to identify two wariables (l.e. find two
glightly different phrases that refer to the same object in the model).
If two wvariables, & and B, are identified, the equation & = B is added

to the set of equations. In additiomn, the store of global information

is searched to find any equations that mey be useful in finding the sclu-
tion to this problem. STUDERT prints out any assumptions it makes aboot
the identity of two variables, and z2lso any equations that it retrieves
because it thinks they may be relevant. If the use of global equa-

tions or equations from identifications leads to & solution, the an-

swers are printed ocut in the format described above.

1f a solution was not found, and certain idioms are present in
the problem (a result of a definitional transformation used In the
generation of the problem), a subatitution is made for each of these
1dioms in turn and the transformatiom and solution process is re-
pested. If the substituticns for these idioms de not ensble the prob-
lem to be solved by STUDENT, then STUDENT requests addicional informa-
tion from the questioner, showing him the variables being uaed in the
problem. If any infermatiom is given, STUDENT tries to sclve the prob-
lem again. If nome is given, it reports its inability te solve this
problem and terminates. If the problem is ever solved, the solution

is printed and the program terminates.
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L. Categories of Words in &8 Transformation.

The words and phrases (strings of words) in the English input
can be classified into three distinct categories on the basis of how
they are handled in the transformation to the deductive model. The
first categery consists of stringe of words which name objects im the
model; I call such stringe, variables. Variables are identified only
by the string of words in them, and if two strings differ at all, they
define distinct wvariables. One important problem considered below

ie how to determine when two distinet wariables refer to the same ob-

ject.

The second clags of words and phrases sre what T call "substitu-
tors". Each substitutor may be replaced by snother string. Some sub-
stitutions are mandatory; others are optionsl and are only made if the
problem cannot be solved without such substitutions. An example of
8 mandatory substitution is "2 times"™ for the word "twice". "Twice"
always means "2 times" in the context of the model, amd therefore this
substitution is mandatorv. One optionsl "idiomatic" substitution is
"twice the sum of the length and width of the rectangle" for "the peri-
meter of the rectangle'. The wse of these substitutions in the trans-
formation process is discussed below. These substitutions are inverses

of definitional transformations ss defined in Chapter IT.

Members of the third claas of words indicate the presence of
functional linguistic forms which represent functions in the deductive
model. I call membera of this third class "operators". Operstors
may indicate operations which are complex combinationas of the basiec
functions of the deductive model. One simple cperator is the word
"plug", which indicates that the objects named by the twe variables
surrounding it are te be added. An example of a more complex operator
ig the phrase "percent less than", as in "10 percent less than the

marked price", which indicates that the number immediately preceding
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the "percent” is to be subtracted from 100, thia result divided by 100,
and then this quotient multiplied by the variable following the "than''.

Operators may be clessified according to where thelr arguments
are found. A prefix operator, such as "the square of..... " precedes

its argument. #&n operator like ".....percent" is a suffix operator,

n 113

end follows its argument. Infix operators such as ".....plus.....
or ".....less than....." eppear between their two arguments. In a
split prefix operator such as "difference between.....and..... N

part of the operator precedes, and part appears between the two

arguments. "The sum of.....and .....and....." is & split prefix

operator with an indefinite mumber of arguments.

Some words may act as operators conditionally, depending om
their context. For example, "of" is equivalent to "times" if there
is a fraction ismediately preceding it; e.g.., ".5 of the profit" is
equivalent to ".5 times the profit"; however, "Queen of England™
does not imply a multiplicative relationship between the Queen and

her country.

. Transformational Procedures.

Let us now consider in detall the trensformation preocedure used
by STUDENT, and see how these different categories of phrases interact.
To make the process more concrete, let us consider the following example
which has been sclved by STUDERT.

{THE PROELEM TO BE SOLVED IS)

(IF THE WUMBER OF CUSTOMERS TOM GETS 15 IWICE THE SQUARE OF
20 PER CENT OF THE WUMBER OF ADVERTISEMENTS HE RUNS, AND THE
MUMBER OF ADVERTISEMENTS HE RUNS IS 45, WHAT IS THE NUMBER
OF CUSTOMERS TOM GETS Q.)
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Shown below are copies of actual printout from the STUDENT pro-
gram, illustrating stages in the transformation Elrul:]l the aoclution of the
problem. The parentheses are an artifact of the LISP programming lan-
guage, and "3." iz a replacement for the guestion mark not available

on the key punch.

The first stage in the transformstion is to perform all manda=-
tory substitutions. In this problem only the three phrases underlined
{bv the author, not the program) are substitutors: "twice" becomes
"I times", "per cent" becomes the single word "percent", and "square
of" is truncated to "sguare". Having made these substitutions, STUDENT

prints;

(WITH MANDATORY SUBSTITUTIONS THE FROBLEM IS)

(IF THE NUMBER OF CUSTOMERS TOM GETS IS5 2 TIMES THE SOUARE
20 PERCENT OF THE NIMBER OF ADVERTISEMENTS HE RUNS, AND THE
HIMEER OF ADVERTISEMENTS HE RUMNS IS 45, WHAT IS THE NUMEBER
OF CUSTOMERS TOM GETS 0.)

From dictionary entries for each word, the words in the problem
are tagged by their function Iin terms of the transformation process,
and STUDENT prints:

(WITH WORDS TACCED BY FUNCTION THE PROBLEM IS)

(IF THE NUMBER (OF / OP) CUSTOMERS TOM (GETS / VERE) IS

2 (TIMES [ OP 1) THE (SQUARE / OF 1) 20 (PERCENT / OF 2)(OF/OF)
THE NUMBER (OF / OP) ADVERTISEMENTS (HE / PRO) RUNS, AND THE
NUMBER (OF / OP) ADVERTISEMENTS (HE [/ PRO) RUNS IS 45,

(WHAT / (WORD) IS THE WUMBER (OF / OF) CUSTOMERS

TOM (GETS [ VERB) (QMARK / DLM))
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If a word has a tag, or tags, the word followed by "/, followed by
the tags, becomes & single unit, and is enclosed in parentheses. Some
typical taggings are shown above. "(OFfOP)" indicates that "OF" is

an operater and other taggings show that "GETS" is a verb, "TIMES"

is an operator of level 1 (operator levels will be explained below),
"SOUARE" is an operator of level 1, "PERCENT" is an operator of level
2, "HE" is a pronoun, "WHAT" is a question word, and "QMARE" (replac-
ing Q.) is & delimiter of a sentence. These tagged words will play
the primcipal role in the remaining tranaformetion to the set of

equations implicit in this problem statement.

The next stage in the transformation s to break the input sen=
tences imto "kernel sentences". As 1o the exemple, a problem may
be stated wsing sentences of great grammatical complexity; however,
the fimal stage of the transformation 18 only defined on a set of
kernel sentences. The simplification to kernmel sentences as done in
STUDERT depends on the recursive use of formst metching. I an in=
put sentence is of the form "IF" followed by & substring, followed by
a comma, a question word and a second subatrimg (i.e. it matches the
METEOR left half "(IF % , (51 QWORD{ 5)" )} then the first substring
(between the IF and the comma) is made an ipdependent sentence, and
everyvthing following the comma {5 made inte a second sentence. In
the example, this means that the input is resolved Into the fol-
lowing two sentences, (where tags are omitted for the sake of brevityy

"The mumber of customers Tom gets is 2 times the
square 20 percent of the number of advertisements
he rums, snd the number of advertisements he runs
1a 453." and "What is the number of customers Tom gets?"

This last procedure effectively resolves a problem into declara=

tive assumptions and & question sentence. A second complexity resolwved
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by STUDENT is illustrated in the [irst sentence of this pair. & co-
crdinate sentence consisting of two sentences joined by a comma im-
mediately followed by an "and" (i.e., any sentence matching the
METEOR left half "(§, AND 3)" ) will be resolved into these twe in-
dependent sentences. The first sentence sbove is therefore resolved

into two simpler sentences.

Using these two Inverse syntactic transformations, this prob-
lem statement is resolved into "simpld' kernel sentences. For the

example, STUDENT prints

(THE SIMFLE SENTENCES ARE)

(THE NUMBER (OF/0P) CUSTOMERS TOM (GETS / VERE) IS

2 (TIMES /OF 1) THE {(SQUARE / OP 1) 20 (PERCENT / OF 2)
(CF / OF) THE WUMBER (OF / OF) ADVERTISEMENTS (HE / PRO)
RUNS (PERIOD / DLM})

(THE NUMBER (OF / OF) ADVERTISEMENTS (HE / PRO) RUNS IS 45
(PERIOD / DLM))

((WHAT / QWORD) IS THE WNIMEER (OF / OP) CUSTOMERS TOM
(GETS [ VERE) (QMARK / DLM))

Each simple sentence is & separate list, if.e., is encloged in parean-
theses, and each ends with 2 delimiter (a period or guestion mark).
Each of these sentences can now be transformed directly te its inter-

pretation in the model.
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D. From Kernel Sentences to Equations.

The transformation from the simple kernel sentences to equa=
tione uses three levels of precedence for operstors. Operators of
higher precedence level are used earlier in the transformation. Be-
fore utilizing the operators, STUDENT lecks for linguistic forms
associated with the equality relation. These forms include the copula
Mig" apnd transitive verbs ip certaim contexts. In the example we are
congldering, only the copula "is" is used to indicate equality. The
uge of transitive werbs as indicators of equality, that is, as rela=-
tional linguistic forms, will be discussed in connection with another
example. When the relational linguistic form is identified, the
names which are the arguments of the form are broken down into
varisbles and operators (functional linguistic forms). In the present
problem, the two names are those on either side of the "is" in each

sentence.

The word "ig" may alsc be used meaningfully within algebra
story problems as an auxiliary verb (not meaning equality) im such
wverbal phrases as "is multiplied by" or "is divided by". A specisl
check is made for the cceurrence of these phrases before proceeding
on to the main transformation procedure. The transformation of sen-
tences conteaining these special verbal phrases will be discuesed later.
If "is" does not sppear as an auxiliary im such & verbal phrase, a
gentence of the form "Pl is PF2" is interpreted as indicating the
equality of the objects named by phrases Pl and FZ. No equality
relation will be recognized within these phrases, even if an appro-
priate transitive verb cecurs within either of them. If PI* and
P2% represent the arithmetic transformationms of Pl and P2, then "Fl

is P2" is transformed into the equation

"{EQUAL Pl%* P2%)".
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The transformation of Pl and P2 to give them an interpretation
in the model is performed recursively using a program equivalent to
the table in Figure 4. This table shows all the operators and for-
mats currently recognized by the STUDENT program. New operators can
easily be added to the program equivalent of this table.

In performing the transformation of a phrase P, & left to
right search is made for an operator of level 2 (indicated by sub-
seripts of “0P" and 2). If there is none, a left to right search is
made for a level 1 operator (indicated by subscripts "OP" and 1),
and finally another left to right search is made for an operator of
level 0 (indicated by a subscript "OP" and no numerical subscript).
The firat operator found in this ordered search determines the first
step in the transformation of the phrase. This operator and its con-
text are transformed as indicated in eolumn 4 im the table. If no
operator 1s present, delimiters and articles (a, an and the) are de-
leted, and the phrase is treated as an indivisible entity, a variable,

In the example, the first simple sentence is

(THE MUMBER (OF/OF) CUSTOMERS TOM (GETS/VERB) IS
2 (TIMES/OF 1) THE (SQUARE/OP 1) 20 (PERCENT/OP 2)
(OF fOF) THE WIUMBER (OF/OP) ADVERTISEMENTS
(HE/FRO) RUNS (FERIOD/DIM))

This is of the form "Pl is P2", and is transformed to (EQUAL Pl#* P2#),
Pl is "(THE WUMBER (OF/OF) CUSTOMERS TOM (GETS/VERE))". The occur-
rence of the verb "gets" is ignored because of the presence of the
"is" in the sentence, meaning "equals". The only operator found

is "(OF/OP)". From the table we see that if "OF" iz immediately pre-
ceded by @ number (pot the word "number") it is trested as if it
were the Infix "TIMES". In this case, however, "OF" is not preceded

by a number; the subscript OF, indicating that "OF" is an operator, is
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Operatar

PLUS
FLUSE

HEKUSS
TIHEE
DIveY
SQUARE

FER
PERCENT

PHRIESE

DIFFERERCE

oF

Precedence

Laval

L -

L - T e

L)

Canbexk

Pl PLUS P2
Pl PLUSE F2

Fl MIKIS P2

MIHUE P2

Pl MINUSS P2

Fl TIMER P2

Fl DIVEY P2

EQUARE Pl

Pl SQUARED

Fl ** F2

Fl LEEETHAH P2

Pl FER K P2

F1 FER P2

Pl E PERCEHT F2

Pl K FERLESS P2

EUM Pl AND PZ AND P3
SUH F1 AND P2

DEIFFEREKCE BETWEEHR
Pl AFDT FZ

K OF P2
PL oF P2

Interpretation In Ehe Hodel

(FLUS Pl% pl&)

(PLUS PL% F2¥)

(PLUS P1® (MINUS P2%))
(HINDS P2}

(PLUS Pl% (MINUS P2*))
(TIHES Pl® pIw)
{QUOTIENT F1* PI®)
(EXPT PI* 2)

{EXFT PI* 2)

(EXET Pl¥% p2u)

(PLUS PI% (MINDS PI%))
{HOTIENT PI* (K FZ}%)
(QUOTLIENT PI% (1 EZ)}%)
(Pl (RFL00) FI)¥
(F1({100=K) /100) P2)*
(FLUE Pl* (SUM F2 AND P3)#)
(PLUE Pl# P

(ELOS PI® (HINUS P2%))

(TIHES K F2%®)
(Pl OF F2)*

{a) If Pl is & phrasa, Fl* indicotes its interpretatiom in the model.

{b) FLUES and HIKUSS ace ldemtlical be PLUS AND HINUS except for precedence level.

{ed When twoe posslble contexts sre indicated, they are checked dm the crder shown.

{d) SQUAEE Pl and S5UM Fl are fdiomacic shortenings of SQUARE OF Fl and SIM OF Fl.

(e) # putoide a parentheslzed expresslon lndicates that the enclosed phrese is
to b tromsformed.

(£} E ia & mmber.

(g} f and = imply that the indicated arithmetic operotions are sotuslly pecformed.

Figure &:

Operatora Recognized by STUDENT

a0

(&)
(b}
(e}

(b}

(4}

(e} (£}

(£} (&)
0y (s



stripped away, and the transformation process is repeated on the
phrase with "OF" no longer scting as an operator. In this repeti=-

tion, no operators are found, and PI%* is the variable
(WUMEER OF CUSTOMERS TOM (GETS /VERE)).
To the right of "IS" in the sentence is P2:

(2 (TIMES/OF 1) THE (SQUARE/OP 1) 20 (PERCENT/OF 2) (OF/OP)
THE WUMBER (OF /OP) ADVERTISEMENTS (HE/FRO) RUNS (PERIOD/DLM))

The first operator found in P2 is PERCENT, an operstor of level
2., From the tsble in Figure 4, we see that this operator has the effect
of dividing the number immediately preceding it by 100. The "“PERCENT"
ie removed and the transformation is repeated on the remaining phrase.
In the example, the "...20 (PERCENT/OP 2} (OF/OF)..." becomes
"ooo LJ2000(0FSOPY.....".

Continuing the transformation, the ocperaters found 8re, in
order, TIMES, SQUARE, OF and OF. Each is handled ss indicated in
the table. The "OF" in the context "... .2000 (OF/OP) THE ...."
is treated as an Iinfix TIMES, while st the other oceurrence of "oF",
the cperator merking is removed. The resulting transformed eXpres-

elon for P2 is:

(TIME 2 (EXPT (TIMES .2 (NUMBER OF ADVERTISEMENTS
(HE/PRO) RUMS}Y 233

The transformation of the second sentence of the example is

done in a similar manner, and yields the equation:

(EQUAL (NUMBER OF ADVERTISEMENTS (HE/PRO) RUNS) 45)
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The third sentence is of the form "What 1ias P17". It starts with
a question word and is therefore treated specially. A unique variable,
a single word consisting of an X of G followed by five integers,
is created, and the equstion (EQUAL Xnonon P1#%) is stored. For this
example, the variable X00001 was created, and this last simple sen-

tence is transformed to the equation:
{EQUAL X00001 (NUMBER OF CUSTOMERS TOM (GETS/VERE))

In addition, the created varisble is placed on the list of wariables
for which STUDENT is to find & value. A4lso, this variable is stored,
paired with Pl, the untransformed right side, for use in printing out
the answer. If & value is found for this variable, STUDERT prints the
sentence (Pl is wvalug) with the appropriate substitution for value.
Below we show the full set of equations, and the printed solution given
by STUDENT for the example being conasidered. For ease in soclution, the

last equations created are put first in the list of equatioms.

{THE EQUATIONS TO BE SOLVED ARE)

{EQUAL X00001 (NUMBER OF CUSTOMERS TOM (GETS/VERE)))
{EQUAL (NIMBER OF ADVERTISEMENTS (HE/PRO) RUNS) 453)

(EQUAL (NUMBER OF CUSTOMERS TOM (GETS/VERB)) (TIMES 2 (EXPT
{TIMES .2000 (NUMBER OF ADVERTISEMENTS (HE/PRO) RUNS)) 2)))

{THE NUMBER OF CUSTOMERS TOM GETS IS 162)

In the example just shown, the equality relation was indicated by the
is". In the problem shown below, solved by STUDENT, equality
ig indicated by the occurrence of a transitive verb in the proper context.

copula "
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(THE PROELEM TO BE SOLVED IS)
(TOM HAS TWICE AS MANY FISH AS MARY HAS GUPPIES. IF MARY HAS
3 GUPPIES, WHAT IS THE WUMBER OF FISH TOM HAS Q.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (NUMBER OF FISH TOM (HAS/VERE)))
{EQUAL (NUMBER OF GUPPIES (MARY/PERSON) (HAS/VERE)) 1)

(EQUAL (NIMBER OF FISH TOM (HAS/VERB)) (TIMES 2 (NWIMBER OF
GUPPIES (MARY/PERSON) (HAS/VERE))))

(THE NUMBER OF FISH TOM HAS IS &)

The verb in this case is "has". The simple sentence "Mary has 3
guppies" is transformed to the "equivalent" sentence "The number of

guppies Mary has is 3" and the processing of this latter sentence is
done as previcusly discussed.

The general format for this type of sentence, and the format
of the intermediate sentence to which it is transformed iz best ex-
pressed by the following METEOR rule:

(* ($(51/VERB) ($1/RIMEER) %) (THE WIMBER OF 4 1 2 I§ 3} *)

Thia rule may be read: anything (a subject) followed by a verb fol-
lowed by & number followed by anything (the unit) is transformed to

a sentence starting with "THE NIMBER OF" followed by the unit, fol=-
lowed by the subject and the verb, followed by "IS" and then the
number. In "Mary has 3 guppies" the subject is "Mary", the verb "has",
and the units "guppies". Similarly, the sentence "The witches of
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Firth brew 3 magic potions" would be transformed to
"The number of magle potions the witthes of Firth brew is 3."

In addition toe a declaration of number, a single-object tran-
sitive verb may be used inm a comparstive gtructure, such ss exhibited
in the sentence "Tom has twice as many fish as Mary has guppies."

The METEOR rule which giwves the effective transformation for this

type of sentence structure is:

(% (% ($1/VERB) % AS MANY & A5 § (51/vERE) %)
(THE NUMBER OF & 1 2 IS 3 THE NUMBER OF 10 8 9) #)

For the example, the transformed senbtence Ls:

"The number of fish Tom has is twice the number of guppies

Mary has¥

Transformation of new sentence formats to formats previously
"understood" by the program can be easily added to the program, thus
extending the subset of English "understood" by STUDEKT. In the pro-
cegsing that actually takes place within STUDENT the intermediate
genbences shown never exist. It was easier Co go directly to the
model from the format, utilizing subroutines previously defined in

terms of the semantics of the model.

The word "is" indicates equality omnly if it is not used as
an auxiliarv. The example below shows how verbal phrases containing

is", such as "is sultiplied by", and "is increased by'" are handled

in the transformation.
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(THE PROBLEM TO BE SOLVED IS)
{A NUMBER IS MULTIPLIED BY 6. THIS PRODUCT TS INCREASED BY 44,
THIS RESULT IS 68 . FIND THE NUMBER .)

(THE EQUATIONS T0 BE SOLVED ARE)
(EQUAL X00001 (NUMBER))
(EQUAL (PLUS (TIMES (NUMBER) 6) 44) &8)

(THE NIMBER IS 4)

The sentence "A number is multiplied by 6" only indicates that
two objecta in the model sre related multiplicatively, and does not
indicate explicitly any equality relation. The interpretation of

this sentence in the model is the prefix notation product
(TIMES (NIMEER) )

This latter phrase is stored in 2 temporary location for possible

later reference. In this problem, it is referenced in the next sen-
tence, with the phrase "THIS PRODUCT". The important word in this last
phrase is "THIS" — STUDENT ignores all other words in & variable con-
taining the key word "THIS". The last temporarily stored phrase is
substituted for the phrase containing "THIS". Thus, the First thras
sentences in the problem shown above yield only one equation, after
two substitutions for "this" phrases. The last sentence "Find the
number." is transformed as if it were "What is the number Q.",

and yields the first equation sheown.
The word "this" may occur in a context where it is not

referring to a previcusly stored phrase. Below is an example of

auch 4 context.
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{THE PROBLEM TO BE SOLVED IS)
{THE PRICE OF A RADID IS5 69.70 DOLLARS . IF THIS FRICE IS
15 PERCENT LES5 THAN THE MARKED PRICE, FIND THE MARFED PRICE.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (MARKED FRICE))

(EQUAL (PRICE OF RADIO) (TIMES .849%% (MARKED PRICE)))
(EQUAL (PRICE OF RADIO) (TIMES 69.70 (DOLLARS)))

{THE MARKED PRICE IS 82 DOLLARS)

In such contexts, the phrase containing "THIS" is replaced by the left
half of the last equation created. In this example, STUDENT breaks

the last sentence inteo two simple sentences,; deleting the "IF". Then
the phrese "THIS PRICE" is replaced by the variable "PRICE OF RADIO™,
which is the left half of the previous equation.

This problem illustrates two other features of the STUDENT pro-
gram, The firast is the action of the complex operator "percent less
than". It causes the oumber immediately preceding it, i.e., 15,
to be subtracted from 100, this result diwvided by 100, to give .85
(printed as .8499%9 due to & rounding error in floating point conwversiom).
Then this operator becomes the infix operator "TIMES". This is im-
dicated in the table in Figure 4 .

This problem also illustrates how units such as "dollars" are
handled by the STUDENT program. Any word which immediately follows a
mmber is labeled as a special type of variable called & unit. A
number followed by a unit 1s trested in the equation 85 & product of
the number and the unit, e.g.,"$%.70 DOLLARS" becomes " (TIMES
69,70 (DOLLARS)Y™. Units are treated as special wvariables in solving
the set of equations; & unit may appear in the snswer though other
variables cannot. I the value for a wariable found by the solwver is
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the preduct of &5 number and a unit, STUDENT concatenates the number
apd the wnit. For example, the solution for "(MARKED PRICE)}" in
the problem above was (TIMES 82 (DOLLARS)) and STUDENT printed out:

{THE MAREED PRICE IS 82 DOLLARS)

There is an exception to the fact that any unit may appear in
the answer, as illustrated in the problem below.

(THE PROBLEM TO BE SOLVED IS)
(IF 1 SPAN EQUALS 9 INCHES, AND 1 FATHOM EQUALS & FEET,
HOW MANY SPANS EQUALS 1 FATHOM 0Q.)

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL X00001 (TIMES 1(FATHOMS)))
(EQUAL (TIMES 1 (FATHOMS)) (TIMES & (FEET)))
(EQUAL (TIMES 1 (SPANS)) (TIMES 9 (INCHES)))

THE EQUATIONS WERE INSUFFICIENT TO FIND & SOLUTION

(USING THE FOLLOWING KNOWN RELATIONSHIFS)
((EQUAL (TIMES 1 (YARDS)) (TIMES 3 (FEET))}) (EQUAL (TIMES 1
(FEET)) (TIMES 12 (INCHES))))

{1 FATHOM IS & SPANS)
If the wnit of the answer is specified, in this problem by the phrase
"how many spans" — then only that unit, in this problem “spans",
may appear in the answer. Without this restriction, STUDENT would

blithely answer this problem with "({ 1 FATHOM IS 1 FATHOM)".

In the transformation from the English statement of the problem
to the equations, "9 INCHES"™ became (TIMES 9 (INCHES)). Howevaer,
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"1 FATHOM" became "({TIMES 1 (FATHOMS}}". The plural form for fathom
has been used instead of the singular form. STUDERT always uses the
plurasl form if kmowm, to ensure that all units appear in only one
form. Silnce "fathom™ snd "fathoms" are differenty, if both were used
STUDENT would trest them as distinct, wnrelated units. The plural
form is part of the global information that can be made svallable

to STUDENT, and the plural form of a word is substituted for any
singular form sppearing after "1" in any phrase. The inverse apera-

tion is carried out for correct printout of the solution.

Hotice that the information given in the problem wae insufficient
to allow solution af the set of equaticns to be solved. Therefore,
STUDENT looked in its glossary for informstion concerning each of the
units in this set of equations. It found the relationships™] foot
equals 12 inches." and "1 yard equals 3 feet." Using only the first
fact, and the equation it implies,; STUDENT is then able to aolve the
problem. Thus, in certain cases where & problem is not analytic,
in the sengse that it deoes not contain, explicitly atated, all the
informat ion needed for its solution, STUDENT is able to drsw on &
body of facts, plcking out relevant ones, and wae them to obtain a

golution.

In certain problems, the transformation process does not yield
a set of solvable equationa. Howewver, within this set of equations
there exists a pair of variables (or more than one pair) such that
the two variables are only "alightly different'", and really name the
game object in the model. When a set of equations ie unsolvable,
STUDENT searches for relevant global equations. In addition, it
uses several heurlstice techniques for identifving two "slightly
different” variables in the equations. The problem below illustrates
the identification of two variables where in one wvariable & pronoun

has been substituted for a noun phrase im the other variable. This



identification is mede by checking all wvariables appearing before one
containing the pronoun, and finding one whieh is identical to this

proncun phrase, with & substitution of a string of anvy length for

the pronoun.

{THE PROBLEM TO BE SOLVED IS8)

(T™E NUMBER OF SOLDIERS THE RUSSIANS HAVE IS ONE HALF OF THE
WUMBER OF GUNS THEY HAVE . THE KUMBER OF GUNS THEY HAVE 1S
700 . WHAT IS THE NUMBER OF SOLDIERS THEY HAVE 0.)

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL X00001 (NUMBER OF SOLDIERS (THEY/PRO) (HAVE/VEHRE)))
(EQUAL (NUMEER OF CUNS(THEY/PRO) (HAVE/VERB)) 7000

{EQUAL (NUMBER OF SOLDIERS RUSSIANS (HAVE/VERE)) (TIMES .5000
(HUMBER OF GUNS (THEY/PRD) (HAVE/VERB))))

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTIONR

(ASSUMING THAT)
{(NUMBER OF SOLDIERS (THEY/PRO) (HAVE/VERB)) IS EQUAL TO
(MUMBER OF SOLDIEES EUSSTANS (HAVE/VERE)))

{THE KUMEER OF S0LDIERS THEY HAVE IS 3500)

If two variables match in this fashion, STUDENT assumes the two
variables are equal, prints out & statement of this assumptiom, as
ghown, and adds an equatlion expressing this equality te the set
to be solved. The solution procedure is tried again, with this
additional equatiom. In the exsmple, the additional equation was

gufficient to allew determination of the solution.
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The example below is again a "non-analytic" problem. The first
set of equations developed by STUDERT is unsolvable. Therefore,
STUDEMT tries ta find some relevant equations in its store of glo-

bal informatlon.

(THE PROBLEM TO BE SOLVED I8)
(THE GAS CONSUMPTION OF MY CAR IS 15 MILES PER CALLON.
THE DISTAMCE BETWEEN BOSTON AND NEW YORE IS 250 MILES.
WHAT IS THE NUMBER OF GALLONS OF GAS USED ON & TRIP
BETWEEN NEW YORK AKD BOSTON ¢.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (NUMBER OF CALLONS OF GAS USED ON TRIP
BETWEEN KEW YORK AKD BOSTON))

(EQUAL (DISTANCE BETWEEN BOSTON AND NEW YORK) (TIMES
250 (MILES)))

(EGUAL (GAS CONSUMPTION OF MY CAR) (QUOTIENT (TIMES
15 (MILES)) (TIMES 1 (GALLONS))))

THE EQUATIONS WERE INSUFFICIENT TO FIND & SOLUTION

{(USTNG THE FOLLOWING KNOWN RELATIONSHIFS)
{((EQUAL (DISTANWCE) (TIMES (SPEED) (TIME)})}) (EQUAL (DISTANCE)
{TIMES (GAS CONSUMPTION) (NUMEER OF GALLONS OF GAS USED))))

{ASSUMING THAT)
((DISTANCE) 15 EOUAL TO (DISTANCE BETWEEN BOSTON AND NEW
YORK) )

(ASSUMING THAT)
((CAS CONSUMPTION) IS EQUAL TO (GAS COMSUMPFTION OF MY CAR))

{ASSTUMIRG THAT)
((NUMBER OF GALLONS OF GAS USED) IS EQUAL TO (NUMBER OF
GALLOKS OF GAS USED ON TRIP BETWEEN NEW YORK AND BOSTON))

(THE RUMEER OF GALLOMS OF GAS USED OW A TRIF BETWEEN
MEW YORE AND BOSTOM IS 16.66 GALLONS)

It uses the first word of each variable astring as a key to its
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glossary. The one exception to this rule is that the words "number
of" are ignored if they are the first two words of a wariable string.
Thus, im this problem, STUDENT retrieved equations which were stored
under the key words distance, gallons, gas, and miles. Two facts
about distance had been stored earlier; "distance equals speed times
time"™ and "distance equals gas consumption times number of gallons

of gas wsed". The equaticns implicit im these sentences were stored
and retrieved now — as possibly wseful for the solution of this

problem. In fact, only the second is relevant.

Before any attempt is made to solwe this augmented set af
equations, the wvariables in the sugnented set are matched, to fdenti-
fy "slightly different" variables which refer to the same object in
the model. In this example "{DISTAMCE)","{GAS CONSUMPTIONY" and
"(NUMBER OF GALLONS OF GAS USED)", are all identified with "similar"
variables. The following conditions must be satisfied for this tvpe
of identification of wariables Pl and F2:

1) Pl must sppesr later in the problem than PZ.

2} Pl is completely contained im P2 (n the gsense that PL
iz & contipguous substring withis P2.

This identification reflects a syntactic phenomenon where a
truncated phrase, with one or more medlfying phrases dropped, is
often used im place of the original phrase. For example; if the phrase
“the length of a rectangle” has occurred, the phrase "the length"
may be used to mean the same thing. This type of identification is

distinct from that made using pronoun substitution.

In the example above, a8 stored schema was used by idemtifying
the wariables in the schema with the variables that cccur im the prob-
lem. This problem is solvable because the key phrases "distance",

Ygas consumption" and "number of gallons of gas used" occcur as
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substrings of the variables in the problem. Since STUDENT identi-
fies each generic key phrase of the achema with a particular vari-
able of the problem, any schems can be used only once in & problem.
Because STUDENT handles schema in this ad hoe fashion it cannot
solve problems im which & relationship such as "distance equals
gpeed times time" is needed for two different wvaluesd of distance,

speed, and time.

E. Possible Tdiomatic Subatitutions.

There are some phrases which hawve s dusl character, depending
on the context. In the example below, the phrase "perimeter of a
rectangle" becomes & variable with no reference to its meaning, or
definition, in terms of the length and width of the rectangle.

This detfinition is unneeded for solution.

{THE PROBLEM TO BE SOLVED IS)

(THE SUM OF THE PERIMETER OF A& RECTANGLE AND THE PERIMETER

OF & TRIANGLE IS 24 INCHES. IF THE PERIMETER OF THE RECTANGLE
I5 TWICE THE PERIMETER OF THE TRIAMGLE, WHAT IS THE

PERTMETER OF THE TRTAKGLE 0.}

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL X00001 (PERIMETER OF TRIARGLE))

{EQUAL {PERIHETER OF EEETAHELE} (TIHMS 2 {PERIHETER aF
TRIANGLE)))

{EQUAL (PLUS (PERIMETER OF RECTANGLE) (PERIMETER OF TRIANGLE))
{TIMES 24 (INCHES)))

({THE PERIMETER OF THE TRIAMGLE I5 8 IRCHES)

However, the following problem is stated in terms of the peri-
meter, length snd width of the rectsngle. Transforming the English into
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(THE PROGBLEM TO BE SOLVED 15}

{THE LEMGTH OF A RECTAMGLE 15 B INCHES MORE THAN THE WIDTH

OF THE RECTAMGLE . OME HALF OF THE PERIMETER OF THE RECTAMGLE
IS 18 IMCHES . FIND THE LEMGTH AMD THE WIDTH OF THE RECTAMGLE

)

{THE EQUATIONS TO BE SOLVED ARE)

(EQUAL GO251E (WIDTH OF RECTAMGLE])

{EQUAL GD2515 (LEMGTHI)

(EQUAL (TIHES 5000 (PERIMETER OF RECTAMGLE)}) (TIMES 18 (IMCHES}))
(EQUAL {LEWGTH OF RECTAMGLE} (PLUS (TIMES & {(IMCHES)) (WIDTH

OF RECTAMGLE}) )

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

(USING THE FOLLOWIMG KNOWHN AELAT IOMSHIPS)
CCEQUAL CTIMES 1 (FEET)) C(TIMES 12 {INCHES})})

[ASSUMING THAT)
CULENGTHY 15 EQUAL TO (LEMGTH OF RECTAMGLED)

THE EQUATIGHS WERE IHSUFFICIENT TO FIND A SOLUTION

TRY NG POSSIELE 1D1OMS

{THE PROBLEM WITH AN IGIOMATIC SUBSTUTION 15)

(THE LEWGTH OF A AECTAMGLE |5 B INCHES MORE THAN THE WiDTH
OF THE RECTAMGLE . OME HALF OF TWICE THE 5UM OF THE LEMGTH

AND WIDTH OF THE RECTAMGLE |5 18 IMCMES ., FIND THE LEMGTH AND
THE WIDTH OF THE RECTANGLE .}

(THE EQUATIONS TO BE SOLVED ARE)
{EQUAL GOZES51E (HIDTH OF HECTANGLE})
(EQUAL 002517 {LENGTH})

C(EQUAL (TIMES CTIMES 5000 2) (PLUS (LEWGTHY (WIDTH OF RECTAMGLE)})
{TIMES 1B (INCHES}))

{EQUAL (LENGTH OF RECTANGLE) (PLUS (TIMES B [IMCHES)) (WIDTH
OF RECTAMGLE}))
THE EQUATIONS WERE INSUFFECIENT T3 FIND A& SOLUTION

(UGIMG THE FOLLOWING ENOWH RELATIONSHIPS)
(CEQUAL C(TUMES 1 (FEET)Y (TIMES 12 (INCHES}}))

{ASSUMING THATY
CCLENGTH) 15 EQUAL TO (LEMGTH OF RECTAMGLE))

{THE LEMGTH 15 13 |HCHES)
(THE WIDTH OF THE RECTAMGLE 15 5 IMCHES)
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equations is not sufficlent for solution. MNeither retrieving and us-
ing an equation about "inches", the unit in the problem, nor identi-
fyring "length" with a longer phrase serve to make the problem aocl-
vable. Therefore, STUDENT looks in its dictionary of posgible idioms,
and finds one which it cen Ery in the problem. STUDENT actually

had two possible idiomstic substitutions which it could have made

for "perimeter of a rectangle'"; one was in terms of the length and
width of the rectangle and the other was in terms of the shortest and
longest sides of the rectangle. When there are two possible substitu-
tions for a given phrase, one is tried first, nemely the one STUDENT
has been told sbout most recently. In this problem, the correct one
wag fortunately first. If the other had been first, the revised
problem would not heve been any more solvable than the original,

and eventually the second (correct) substitution would have

been made.  Only one non-mandatory idiomatic substitution is ewver
macde at one blme, although the substitution is made for all ocour-

rences of the phrase chosen.

In this problem, the idiomatic substitution mede allowa the
problem to be solved, after identification of the variables "length"
and "length of rectangle"™. The retrieved equation about inches was
not needed. However, its presence in the set of equations to be

golved did not sidetrack the solver in any way.

This use of possible, but nen-mandatory idiomatic substitutions
can salso be used to give STUDENT & wey to solve problems in which two
phrases denoting one particular varisble are quite differemt. For
example, the phrase, "students who passed the admissions test" and
Mgpecessful candidates" might be deseribing the ssme set of people.
However, Since STUDENT knows nothing of the "real world" and its
value system for success, it would never identify these two phrases.

However, Lf told that"successful candidates" sometime mesna “students

74



who passed the admissions test", it would be able to solve a problem
using these two phrases to identify the same variable. Thus, pos-
gible idiomatic substitutions serve the dual purpose of providing ten-
tative substitutions of definitionse, and identification of synono-

mous phrases.

F. Special Heuristicsa.

The methods thus far discussed have been applicable to the
entire range of algebra problems. However, for special classes of
problems, additional heuristics may be used which are needed for
members of the class, but not applicable to other problems. An
example is the class of age problems, as typified by the problem
below,

{THE PROELEM TO BE SOLVED IS)

(BILL 5 FATHER 5 UNCLE IS TWICE AS OLD AS BILL § FATHER. 2
YEARS FROM HOW BILL § FATHER WILL BE 3 TIMES AS OLD AS BILL.
THE SUM OF THEIR AGES IS 92 . FIND BILL 5 AGE .)

(THE EQUATIONS TO BE S0LVED ARE)

(EQUAL X00001 ((BILL / PERSON) 5 AGE))

(EQUAL (PLUS ((BILL / PERSON )} 5 (FATHER / PERSON) 5 (UNCLE
/ PERSON) S AGE) (PLUS ((BILL / PERSON) S (FATHER / PERSON)
5 AGE) ((BILL / PERSON) S AGE))) 92)

(EQUAL (PLUS ((BILL / PERSON) 5 (FATHER / PERSON) S AGE) 2)
(TIMES 3 (PLUS ((BILL / PERSON) 5 AGE)))

(BILL 5 AGE IS 8)

Before the age problem heuristics are used, a problem must be
identified as belonging to that class of problems. STUDERT identifies
age problems by any occurrence of one of the following phrases, "as old
as", "years old" and "age". This identification is made immediatelw
after all words are looked up in the dictionary and tagged by function.
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After the speclal heuristics are used the modified problem is trans-

formed to equations as described previcusly.

The need for special methods for age problems arises because
of the conventions used for dencting the warisbles, all of which are
ageg. The word age is wsuvally net wsed explicitly, but is implicit
in such phrases as "as old as". People's names are used where their
ages are really the implicit varisbles. In the example, for instamce,
the phrase "Bill's father's uncle" is used instead of the phrase

"Eill's father's uncle's age".

STUDENT uses a special heuristic to make all these ages ex-
plicit. To do this, it must know which words are "person words" and
therefore, may be asssociasted with an age. For this problem STUDENT
has been told that Bill, father, and uncle are person words. They

can be seen tagged ae such in the equations. The " " following a
word is the STUDENT representation for possessive, used instead of
"apostrophe - 8" for programming convenience. STUDENT inserte a

g AGE" after every person word not followed by a "S" (because this
"g" jndicates that the person word is being used in a possessive
sense, not as an independent sge variable). Thus, as indicated,
the phrase "BILL 5 FATHER 5 UNCLE" becomes "BILL 5 FATHER 5 UNCLE 5
AGE".

In addition to changing phrases naming people to ones naming
ages, STUDENT mekes certain special idiomatic subatitutions. For
the phrase "thelr ages'", STUDENT substitutes a conjunction of all
the age variables encountered in the problem. Im the example, for
"IHEIR AGES" STUDENT substitutes "BILL 5 FATHER § UMCLE S AGE AND
BILL 5 FATHER 5 ACE AND BILL 5 AGE". The phrases "as old as" and
"vears old" are then deleted sa dummy phrases not having any meaning,

and "will be"™ and "was™ are changed to "is". There is no need to
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pregerve the tense of the copuls, since the ser e of the future or
past tense is preserved in such prefix phrases as "2 years from now",

or "3 years ago".

The remaining special age problem heuristics are used to process
the phrases "in 2 years™, "3 years ago" and "now'". The phrase "2
years from now" is transformed to "in 2 years" before processing.
These three time phrases may occur immediately after the word "age",
{e.g., "Bill's age 3 years ago") or at the beginning of the sentence.
If & time phrase occurs at the beginning of the sentence, it implic-
itly modifies all ages menticned in the sentence, except those
followed by their own time phrase. For example, "In 2 vears Bill's
father's age will be 3 times Bill's age" is equivalent to "Bill's
father's age in 2 wyears will be 3 times Bill's age in 2 years™. How=
ever, "3 yoars ago Mary'as age was 2 times Ann's age now" is equivalent
to "Mary's age 3 years ago was 2 times Ann's Ege now". Thus prefix
time phrases are handled by distributing them over all ages not
modified by another time phrase.

After these prefix phrases have been distributed, each time
phrase is translated appropriately. The phrase "in 5 vearg" causes
5 to be added to the age it follows, and "7 years ago" causes 7
to be subtracted from the age preceding this phrase. The word "now"

is deleted.

Only the special heuristics described thus far were necessary to
solve the first age problem. The second age problem, given below,
tequires one additional heuridstic net previously mentioned. This
is a substitution for the phrase "was when" which effectively de-
couples the two facts combined in the first sentence. For "was
when", STUDENT substitutes '"was K years ago . K years sgo” where

E 18 a new variable created for this purpose.
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{THE PROBLEM TO BE SOLVED IS)
(MARY I5 TWICE A5 OLD AS ANN WAS WHEN MARY WAS AS OLD AS ANN
15 BOW . IF MARY IS 24 YEARS OLD, HOW OLD IS ANN §.)

{THE EQUATIONS TO BE SOLVED ARE)
(EQUAL XO0008 ((AMM / PERSON) 5 AGE))
{EQUAL ({ MARY / PERSON) 5 AGE) 24)

(EQUAL (PLUS ((MARY / PERSON) S AGE) (MINUS (X00007))) ((ANH
/ PERSON) 5 AGE))

(EQUAL ((MARY / PERSON) 5 AGE) (TIMES 2 (PLUS ((ANN / PERSON)
5 ACE) (MINUS (XOOODO0733)))

(ANN 5 AGE IS 18)

In the example, the first sentence becomes the two sentences:
“"Mary is twice as old as Ann X00007 years age. XOOT yesrs ago
Mary was as old as Ann is now." These two cccurrences of time
phrases are handled as discussed previously. GSimilarly the phrase

"will be when" would be tramsformed to "in K vears . In K years'.

These decoupling heuristics are useful not only for the STUDENT
program but for people trvimg to solve age problems. The classic age
problem about Mary and Ann, given above, took an MIT graduate student
over 5 minutes to solve because he did not know this hewristic. With
the heuristic he was able to set up the sppropriate equations much
more rapidly. As a crude measure of STUDENT's relative speed, note
that STUDEMT tock less than one minute to solve this problem.

G. When All Else Fails.
For all the problems discussed thus far, STUDENT was able to

find a solutlen eventually. In some cases, however, necesaary glo=-
Bal information is missipng from lts store of information, or vari-
ables which neme the same object cannot be identified by the heuris-

78



Eics of the program. Whenever STUDENT cannct find a solution for any
reason, it turns to the gquestianer for help. As in the problem
below, it prints out "(DO YOU KNOW ANY MORE RELATIONSHIPS BETWEEN
THESE VARIABLES)" followed by a list of the variables im the problem.
The questioner can answer "ves" or "ne". If he savs "yes™,

STUDENT savs "TELL ME", and the questiomer can append snother sen-
tence to the statement of the problem.

(THE PROBLEM TO BE SOLVED I3)

(THE GROSS WEIGHT OF A SHIF IS5 20000 TOWS . IF ITS WET
WEIGHT IS 15000 TONS , WHAT IS THE WEIGHT OF THE SHIPS
CARGOD §.)

THE EQUATIONS WERE IHSUFFICIENT TO FIND & S0LITTION

TRYING POSSIELE IDIOMS

(DO ¥OU FNOW ANY MORE RELATIOMSHIPS AMONG THESE VARIAELES)
(CROSS WEIGHT OF SHIF)

(TOHs)

{ITS WET WEIGHT)

(WEIGHT OF SHIFS CARGO)

yes
TELL ME

{the weight of 5 ships cargo 1 the difference between
the gross weight and the net weight)
THE EQUATIONS WERE INSUFFICIENT TO FIND & SOLUTTION

(ASSUMING THAT)
{(MET WEIGHT) IS EQUAL TO {IT5 KET WEIGHT))

(ASSUMING THAT)
( (GROSS WEIGHT) IS EQUAL TO (GROSS WEIGHT OF SHIP))

(THE WEIGHT OF THE SHIFS CARGO I3 5000 TONS)
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In this problem, the sdditional information typed in (in lower
case letters) was sufficient to solve the problem. If it was not,
the question would be repeated until the questicner said "no', or

provides sufficient information for soluticn of the problem.

In the problem below, the solution to the set of equa-
tions imvolves solving a quadratic equation, which is beyond the
mathematical ability of the present STUDENT system. Note that iIn
this case STUDENT reports that the equations were unsclvable, net
simply insufficient for solution. STUDENT still requests additional
information from the questioner. In the example, the questioner says

"no', and STUDENT states that "I CANT SOLVE THIS PROBLEM" and terminates.

{THE PROBLEM TO BE SOLVED IS)

{THE SQUARE OF THE DIFFERENMCE BETWEEN THE NUMBER OF
APPLES AND THE NUMBER OF ORANGES ON THE TABLE 15 EQUAL
T 9 . IF THE NUMEER OF APPLES I8 7 , FIND THE RUMEBER
OF ORANGES ON THE TABLE .)

{THE EQUATIONS TO BE SOLVED ARE)
(EQUAL ©c02515 (NUMBER OF ORANGES ON TABLE})
{E:}IJAL {H]JHIEEII_ OF APPLES) '.’:l

{EQUAL (EXPT (PLUS (NUMBER OF APPLES) (MINUS (NUMBER
OF ORANGES ON TABLE))) 2) 9)

UMABLE TO SOLVE THIS SET OF EQUATIORNS

TRYING POSSIBLE IDIOMS

(D0 YOU KNOW ANY MORE RELATIONSHIPS AMONG THESE
VARTABLES)

(KUMBER OF APPLES)
(NUMBER OF ORANGES ON TABLE)
no

I CANT SOLVE THIS PROBLEM



H. Summary of the STUDERT Subset of English.
The subset of English understandable by STUDENT is builc

around & core of sentence and phrase formats, which can be transformed

into expressions in the STUDENT deductive model. On this basic

core i5 built & larger set of formats. Each of these are First trans-
formed into a string built on formats in this basie set and then this
String is tramaformed into an expression in the deductive model. For
oxample, the format (% IS EQUAL TO 5) is changed to the basic for-
mat (§ IS 5), and the phrase "IS CONSECUTIVE TO" is changed to

"IS 1 PLUS". The constructions discussed earlier involving single
object tramsitive verbs could have been handled this way, though

for programming convenience they were not.

The complete list of the basic formats accepted by the present
STUDENT system can be determined by examining (in the program list-
ing in the Appendix) the rules from the one labeled OFFORM to the one
labeled QSET. The METEOR rules of the STUDENT program precisely
gpecify the acceptable formats, and their translations te the model,
but I shall try to summsrize the basic and extended formsts here.
Implieitly assumed in the syntax is thst dany operator appears only
within one of the contexts specified in the table given in Chapter 1T,
and only the operators given in the table appear. The listing of
STUDENT starting at the rule labeled IDIOMS gives translations of
additonal operators to those in the table.

The basic linguistic form which is transformed inte an
equation is one containing "ie" as a copula. The phrases "is equal
to" and "equals" are both changed to the copula "is". The
auxiliary verbal constructions "is multiplied by", "is divided by"
and "is increased by" are alsc acceptable ss principal verbs in a
senbence. As discussed in detail earlier, a sentence with no

oceurrence of "is" can have as a main verb a transitive verb immedi-
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stely followed by a number. This number must be an element of the
phrase which is the direct object of the verb, as in "Mary has

three gupples™. This type of transitive verb can also have s compara=
tive structure as direct object, e.g.,"Mary has twice as many

guppies as Tom has fish".

This completes the repertoire of declarstive sentence formats.
Any number of declarative sentences may be conjoined, with ",and"
between each peir, to form a new (complex) declarative sentence.
A declarative sentence (even a complex declarative) can be made
a presupposition for a questicn by preceding it with “IF"  and faol-

lowing it with a comma and the question.

Questions, that is, requests for informaticon from STUDEKT, will

be understood if they match amy of the patterns:

(WHAT ARE 5 AMD 5) (WHAT I5 %)
(FIND § AND %) (FIND %)
(HOW MANY 5 DD % HAVE) (HOW MANY % DOES § HAVE)

(HOW MANY $1 IS %)

This completes the summary of the set of input formats present-
ly understood by STUDENT. This set can be enlarged in two distinct
ways. One is to enlarge the set of basic formats, using standard
subroutines to aid in defining, for each new basic format, its inter-
pretation in the deductive model. The other method of extending the
renge of STUDENT input is te define tramsformations from new input
formats to previcusly understood basie or extension formats. In the
next chapter we discuss how this latter type of extension can be
performed at run time, using the STUDENT global information storage
fscility. A combination of English and METEOR elementary pattern
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elements can be used to define the input formst and transformation.

Even if & astory problem is stated within the subset of English
acceptable to STUDENT, this is not & guarantee that this problem can
be solved by STUDENT (assuming it to be solvable). Two phrases des-
cribing the object must be at worst only "slightly different" by
the criteris prescribed earlier. Appropriate glebal informstion
miist be svailable to STUDERT, and the slgebra involved must not ex-
ceed the sbilities of the sclver. However, though most algebra story
preblems found in the standard texts cannot be solved by STUDERT exactly
as written, the author has usually been sble to find some paraphrase
of almest all such problems, which is solvable by STUDENT. Appendix D
contains a fair sample of the range of problems that can be handled
by the STUDERT system.

T. Limitstions of the STUDENT Subset of English.

The techniques presented in this chapter are general and can
be wsed to enable a computer program to accept and understand a
fairly extensive subset of English for a fixed semsntic base. How-
ever, the current STUDENT svstem is experimental and has a number of
limitations.

STUDERT's interpretation of the input is based om format
matching. If each format is used to express the meaning understood
by STUDENT, no misinterpretation will occur, However, these formats
oceur in English discourse even in algebra story problems, in semantic
contexts not consistent with STUDENT's interpretation of these for-
mats. For example, a sentence matehing the format "(§, AND 53"
is always interpreted by STUDENT as the conjunction of two declarative
statements. Therefore, the sentence "Tom has 2 apples, 3 baunanss, and

4 peara." would be incorrectly divided into the two "sentences"



"Tom has 2 apples, 3 bananas." and "4 pears."

Each of the operator words shown in Figure 4 must be used as
an operator in the context as shown or a misinterpretation will
result. For example, the phrase "the number of times I went to
the movies" which should be interpreted as a variable string will be
interpreted incorrectly as the product of the two variables "mmber of"
and "I went to the movies™, becauvae "times" is alwavs considered to
be an operator. Similarly, in the current implementation of STUDENT,
"of" iz considered to be an operator if it is preceded by any number.
However, the phrase "2 of the boys who passed" will be misinterpreted
gs the product of "2" and "the boys who passed".

These examples obviously do not conatitute s complete list of
miginterpretations and errors STUDENT will make, but it should give
the reader an idea of limitations on the STUDENT subset of English.

In principle, all of these restrictions could be removed. However,
removing some of them would require only minor chénges to the program,
while others would require techniques not wsed in the current

gystem.

For example, te correct the error in interpreting "2 of the
boys who passed™, one can simply check to see if the number before the
Mof'" iz less than 1, and if so, only then interpret "of" as an
.ﬂpetﬂtﬂt W imes". However, a much more sophisticated grammar and
persing program would be necesssry to distinguish different occur-
rences of the format "({5, AND 5)", and correctly extract simpler sen-
tences from complex coordinate and subordinate sentences.

Beeause of limitations of the sort described sbove, and the

fact that the STUDENT system currently occupies almost all of the

computer memory, STUDENT serves principally as a demonstration of
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the power of the techniques utilized in its constructionm. However,
I believe that on & larger computer one could use these technigues
Lo construct a syatem of practical wvalue which would communicete
well with people in English over the limited range of material

understood by the program.
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CHAPTER V: STORAGE OF GLOBAL INFORMATION

This algebre problem-solving system contains two progrims
which process English input. One is the problem thus far discussed,
STUDENT, which accepts the statement of an algebra story problem and
attempts to find the solution to the particular problem. STUDENT does
not store any information, mor "remember" anything from problem to
problem. The information obtained by STUDENT is the local context

af the gquestion.

The other program is called REMEMBER and it processes snd stores
facts not specifiec to any one problem. These facts make up STUDENT's
store of "global informstion" as opposed to "local information”
specific to the problem. This information is accepted In & subset of
English which overlaps but is different from the subset of English
accepted by STUDENT. REMEMBER accepts statements in certain [ixed
formats, snd for each format the information 1s stored in a way that
makes it convenient for retrieval and use within the STUDENT program.
Some informetion is stored by actually adding METEOR rules to the
STUDENT program, and other information is stored on property lists
of individusl words, which are unique atoms in the LISE system.

The following are the formats currently understood by REMEMBER,
and the processing and information storage techniques used for

each ome:

L. Format: Pl EQUALS P2

Example: DISTANCE EQUALS SPEED TIMES TIME

Processing: The sentence is transformed inte an equation in
the same way it is done in STUDENT. This equaticon is stored on the
property lists of the atoms which are the first words in each
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variable. In the example,; the equation

"(EQUAL (DISTANCE) (TIMES (SPEED} (TIME)))"

is stored on the property lists of "DISTANCE", "SPEED" and "TIME".
If any one of these words appears as the indtial word of 5 wvariable
in a problem, and global equations are needed to sclve this problem,
this.equation will be retricved.

2. Format: PL IS5 &AM OFERATOR OF LEVEL K

Example: TIMES IS AN OPERATOR OF LEVEL 1

Pracessing: A dictiocnmary emtry for Pl is created, with sub-
geripts of OP and K. For TIMES, the dictionary entry (TIMES S or 1)
is created. The dictionsry entry for any word is placed on the
property list of that word (atom), and is retrieved and used in

place of any occurrence of that word in a problem.

3. Format: Pl 15 AN OPERATOR

Example: OF IS AN OPERATOR

Processing: A dictionary entry is created for Pl with the sub-
seript OP. The entry for OF is (OF/OF).

. Format: P1 15 A P2

Example: BILL IS A PERSOH

Processing: A dictionary entry ia created for Pl with sub-
script P2. The entry for BILL is (BILL/PERSOK).

5. Farmat: Pl I5 THE PLURAL OF P2
Example: FEET IS5 THE PLURAL OF FOOT
Processing: P2 is stored on the property list of Pl, after

the flag SING; the word Pl is stored on the property list of P2
after the f£lag PLURAL. Thus FEET is stored after FLURAL om the
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property list of the atom FOOT.

. Format: TPl SOMETIMES MEANS P2

Example: TW} NIMBERS SOMETIMES MEAMNS OME HNUMBER AND THE
OTHER NIMBER.

Processing: The STUDEKT program is modified so that an idiomatic
substitution of P2 for Pl will be made im & problem 1if 1t 1z other-
wise unsolwable. All such "possible idiomstic substitutions" are
tried when necesgary, with the last one eptered being the first one
tried. The STUDENT program is modified by the eddition of four new
METEQR rules. Since Fl and F2 are inserted as left and right halves
of a METEOR rule, they need not contaim omly words, but can use the
METEQOR elementary patterns to specify a format change instead af
just a phrase change. For the example shown, the rules added to the
STUDEMT program, as listed in Appendix B, are the rule labeled
CO0Z510, the rule following that one, the rule labeled GO2511 and the

rule following it.

! Formaet: PL ALWATE MEAMS P2

Example: ONE HALF ALWAYS MEANS 0.5

Procesaing: The program STUDEHT 1s modified se that if P1
occuts, & mandstory substitution of P2 for Pl will be made in any probe-
lem. The last sentence in this format processed by REMEMBER will
be the first mandatory substitution made. Thus "one always means 1"
followed by "one half always means 0.3" will cause the desired sub-
stitutions to be made; if these sentences were reversed no occcurrence
cf "ome half" would ever be found since it would have been changed

to "1 half", by mandatory substitutiom of 1 for one.

For each sentence in this format processced by REMEMBER, a
new METEOR rule is added to the STUDENT program, lmmedistely fol-
lowing the rule named IDIAES. The format of the METEOR rule sdded



is (®* (PF1l) (P2) IDIOMS)} where Pl and PZ are the strings in the sen-
tence processed. Thus by using & combination of English and METEOR
elementary patterns and reference numbers in Pl and P2, one can add

a new format of sentence to the STUDENT repertoire. For example, the
following atatement was processed by REMEMBER to allow STUDENT to
"underatand" (properly transform) & sentence in which the main verb

was "excesds':

(5 EXCEEDS § BY & ALWAYS MEANS 1 IS 5 MORE THAN 3)

Thie permanently extended the STUDENT input subset of English,
while avoiding the necessity of actually editing and changing the

STUDEMT program.

The global information stored for STUDENT ranged from equa=-
tions to format changes to plural forms. Again, the compatible use
of the METEOR prototype notation and the use of the general list
processing operations in TISP faciliteted prograeming of processing,
storage and retrieval of this wide range of information. In Appen-
dix € is a listing of the global informstion currently embodied in
the STUDENT svatem.



CHAPTER VI: SOLUTION OF SIMULTANEQUS EQUATIONS

This chapter contains a description of the LISP program
used by STUDENT to solve sets of simultaneous equations. The de=
finitions of the three top level functions SO0LVE, S0LVER and SOLVEL
are shown in the figure st the end of this chapter. This descrip-
tion of these functions is essentially independent of a detailed
knowledge of LISP, although occasional parenthetical comments will
be directed to the more knowledgeable.

The top level function, SOLVE, is & function of three argu-
menta. One, labeled EQT in the definition of BOLVE, is the set of
equations to be solved. The argument labeled WANTED in the defini-
tion is a list of varisbles whose values are wanted. The third
argument, labeled TERMS, is another list of variables which is dis-
joint from WANTED. SOLVE will find the value of any wvariable which
is wanted in terms of any or all of the variables on the list TERMS.
In use, the list TEEMS iz a list of units, such as pounds, or feet,
which may asppear in the snswer.

The output of SOLVE is dependent on whether the set of equa-
tions given can be solved for the variables wanted. If no solutiom
can be found because the solution invelves nonlinear processes, S0LVE
returns with the walue UNSOLVABLE. If no solution is found because
not enough equetions are given, SOLVE returns with the value INSUF-
FICIENT. If however, a solution is found, SOLVE returns with a list
of pairs. The first element of each pair is & veriable, gither on the
wanted list, or a variable whose value was found while solving for the
desgired unknowns. The second element of each pair is an arithmetic ex-
pression (in the prefix notation shown in Figure 2), which contains
only numbers and variables on the list TERMS. Thus, the answer fonand



by BOLVE is an "association list" of variables, and their values

in the proper terms.

For example, let uws consider the set of seven simoltaneous
equations shown below, and suppose S0LVE were asked to solve this
set of equations for x and z. These are given in infix notation

for ease of reading.

(1) =4+w=29 (5) =+ 2y =4
(2) ¥ -c=Dp (&) 3,3-33,--;-2::
(3) C+ 3D =6 (7) bx = vy =7

(4) 2C-D =35

The list TEEMS is empty, and thus the walues must all be num-
bers. In this case SOLVE would return with the list of pairs
"Clw, 1)(x, 2)(z, 0))," which indicates that the values ¥ = 2 and
gz = 0 satisfy this set of equations {or those members of this set
which were used to determing the values). The value v = 1 was
found during the aclving process.

Most of the work of S0LVE is done by the function SOLVER.
S0LVE trensmits to SOLVER the list of WANTED variables, the list of
TEEMS, &nd & null association list (called ALIS) which is recur-
gively built up to give the answer. The wvalue of SOLVER ig this ag-
sociation list of pairs, with the first element of each pair
being & wvariable whose value has been found. The second element of
each is &sn arithmetic expression which may contain any variable
on the list TERMS (as was the case for the ALIS of SOLVE). However,
it may also contain variables which are first elements of pairs
later on the assoclation list. If values for variables given by

later pairs are substituted into this arithmetic expressiom, one
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gets the arithmetic expression givenm by SOLVE containing only
varisbles on the list TERMS. In the example, SOLVER would re-

turn with the associationm list (v, (4x=733 (x,2) {(z,0)) which

gives v in terms of =. SOLVE makes the substitutions and simplifica-
tion on the association list returned by SOLVER.

S0LVER is & program which solves for a list of wanted
varlablea. It does this by choosing one of these wariables, adding
the otheras to the list of terms and calling SOLVEL to solve for this
one variable in terms of the other wanted variables and the original
TERMS. If SOLVEL succeeds in solving for this variable, SOLVER
pairs this one variable with the expression found, puts this pair
on the end of the ALIS, and using this substitution in every equa-
tion it tries to solve, attempts to solve for the remaining wanted
variables. If there a#re no more, SOLVER is finished and returns the
agsociation list built up.

SOLVEL solves for a single wanted wariable by finding an
equation containing this variable, after all substitutioms of
values for variables listed on the ALIS have been made. It then
makes a list of all the other wariables in the equation, and checks
to eee 1f there are anvy not on the list TERMS. If so it calls
SOLVER to solve for these new variables im terms of the wanted
variable and the variables in TEEMS. If S0LVER is unsuccessful,
SOLVE]l Eries to find anocther equation containing the wanted variable,
amd repeats the process. I there is nmone, S0LVEL has the value
INSUFFICIENT. If SOLVER ie succeasful, and values for these new
variables are found, or if there were no new veriables, SOLVE]L
finally calls SOLVEQ which attempts to solve this equation for the
wanted variable. If the equation is linear in this variable,
SOLVEQ will be successful and give a solution. SOLVEL will add
a pair consisting of the wanted variable and this value to the end
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of ALIS, and return with this augmented ALIS as its velue. If
SOLVEQ is unsuccessful, SOLVEL tries another equation, but them 1f
no solution can be found SOLVEL returns the value UNSOLVABLE.

This description has been a rather long=winded asttempt to
explain the one page of LISP program at the end of this chapter.
To meke it more specific, let us consider what happens when SOLVER
tries to solve the set of equations below (the same ones shown
egarlier);

(1) x+w=09 (5) %+ 2y =54
(2) x*-¢c=01 (6) v - Iy +2 =2
(3) €+ 3D = () tx-y=17

(4) 2C-D

SOLVER is asked to solve for x and . It asks SOLVEL to
solve for x in terms of z. BSOLVEL picks equation (1), finds that
8 new variable, w, has appeared and asks SOLVER to solve for o
in terms of x and 2. Since there is no other occurrence of w in
this set, S0LVER is unsuccessful and SOLVE]l abandona equation (1),
and goes to equation (2). Here it calls SOLVER to solve for the
twe new variables € and D in terms of x and z. In this case
SOLVER is successful, using equations (3) and (4), but when these
values are substituted in equation (2), S0LVEQ cannct solve for X

because the equation is not linear in x.

S0LVE]l now sbandons equation (2) and the results it obtained
as subgoals for solving (2). It finds an cccurrence of x again
in (3). Again it calls on SOLVER, to solve for the new variable
X im terms of x and z. BSOLVER tries to use (6), but SOLVEQ cannot
solve this equation for y. Using (7) SOLVER returns with an ALIS
of ((v,(4x - 73)). Using this ALIS, substituting this value for y
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into {5), SOLVEl calls on SOLVEQ to solve this equation for %,
which it does, and finally SOLVEl returna to SOLVER the ALIS

({y, (4x - 7)), (x,2)) which does give the value of x in terms
of 2. Having feund x in terms of z, SOLVER will now call SOLVE]
to find the value of z. SOLVElL finds sn occurrence of z in
equation (&), and after substitution of terms on the ALIS, SOLVEQ
iz sble to solve this sgquation for E, hecause it iz linear in Z.
Adding the pair (2,0) to the ALIS, SOLVEL returns it to SOLVER,
which passes on this ALIS ({y, (4x - 7)), {(x,2), (=,0)) tc SOLVE.
SOLVE, using the function SUBORD, which substitutes in order
pairs on an ALIS into an expression and simplifies, finally returns
the ALIS ((v,1)(x,2)(=,0)).

This example shows the rather tortucus recursions that these
functions use to solve a set of equations. Why should we use this
type of selving program instead of a more straightforward matrix
method? The principal reason is that, as sheown, nonlinear equations
may appear in the set. In this case, if appropriste values can be
found from other equations which when substituted into this non-
linear equation make it linear in the variable for which we want to

golve, then SOLVE will find the wvalue of this variable.

The method of operation of SOLVER requires that if n wari-
ables appear in any equation, and that equation is used, then at
least n-1 other independent equations containing these variables must
be in the set of equations, or the sctual mechanies of solving will
not be started. This eliminates much work if there are extraneous
equations in the set which contein one or two of the wanted varisbles.
However, it precludes solving & set of equations which is homo-
geneous in one unwanted varisble, and would therefore cancel out
in the solution process. This is the principal reason why problems

such as;:
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"Spigot A fills a tub im 1 hour, and spigot B in 2
hours. How long do they take together?"

cannot be solved by STUDERT.

This solving subroutine set is an independent package in the
STUDENT program. Therefore, improvements can be made te it without
disturbing the rest of the processing. The routine described
here was designed to handle most of the problems that cam be found in

first wear algebra texts.
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CHAPTER VII: CONCLUSION

A. Results,

TIhe purpose of the research reported here was to develop
techniques which facilitate natural language communication with
a computer. A semantic theory of coherent discourse wss proposed
a5 a basie for the design and understanding of such man-machine
systems. This theory wae only outlined, and much additional work
remains to be done. However, in its present rough form, the
theory served as a guide for construction of the STUDENT system,

which can communicate in & limited subset of English.

The language analysis in STUDENT is an implementation of the
analytic portion of this theory. The STUDENT svystem has a Very
narrow semantic base. From the theory it is elear that by utilizing
this knowledge of the limited range of meaning of the input discourse,
the parsing problem becomea greatly simplified, since the mumber of
linguistic forms that must be recognized is very small. If a
parsing system were based on any small semantic base, this same sim-
plification would eccur. This suggests that in a general language
processor, some time might be spent putting the input into & semantic

context before going shead with the syntaetic analyeis.,

The semantic base of the STUDENT language analysis is delimited
by the characteristics of the problem golving system embedded inm it.
STUDENT is a question-answering system which answers questions posed
in the context of "algebra story problems." In the introduction,
we used four criteris for evaluating several queation-answering sys-
tems. Let us compare the STUDENT svatem to these others in the light

of these eriteria.
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1) Extent of Understanding. 81l the other guestion-an=

swering systems discussed analyze input sentence by sentence.
Although a representation of the meaning of all input sentences
may be placed in some common store, no syntactic connection is

ever made between sSentences.

In the STUDENT system, an scceptable input is a sequence of
sentences, such that these sentences cannot be understood by just
finding the measnings of the individual sentences, ignoring their
local context. Inter-sentence dependencies must be determined, and
inter-sentence syntactic relationships must be used in this case for
solution of the problem given. This extension of the syntactic
dimension of understanding is important because such inter-sentence
dependencies (e.g.,the use of pronouns) are very commonly used in

natural languapge communication.

The sementic model in the STUDENT system is based on one
relationship (equality) and five basic arithmetic functions. Com=-
position of these functlons yield other functions which are also
expressed as individual linguistic forms in the input language.

The input language is richer In expressing functions than Lindsay's
or Raphael's system. The logical systems discussed may have more
relationshipe (predicates) allowable in the input, but de not allow
any composition of these predicates. The logical combinations

of predicates used are only these expressed in the input as lagical

combinations (using and, or, etc.).

The deductive system in STUDENT, as in Lindsay's and kepheel's
programs, is designed for the type of questions to be asked. It
can only deduce answers of a certain type from the input information,
that is, arithmetic values satisfying & set of equaticns. In per-

forming its deductions it is reasonably sophisticated in avoiding



irrelevant information, as are the other two mentioned. It lacks
the general power of a logical system, but is much more efficient
in obtaining its particolar class of deductions than would be a

general deductive system utilizing the sxioms of arithmetic.

2) Facility for Extending Abilities. Extending the syntactic

abilities of any of the other question-answering svstems discussed
would require reprogramming. In the STUDENT svstem new definitional
transformations can be introduced &t rusm time without any reprogram=
ming. The information concerning these transformations can be in=-
put in English, or in a combination of English and METEOR, if that is
more appropriate. HNew syntactic transformations moust be added by

extending the program.

The semantic base of the STUDERT system can be extended only
by adding new program, as is true of the other question-answering
eyetems discussed. However STUDENT is organized to facilitate
guch extensions, by minimizing the interactions of different parts
of the program. The necessary information need only be added to the
program equivalent of the table of operators in Figure &, in Chap=
ter IV.

Gimilarly, the deductive portion of STUDERT, which solves the
derived set of equations, is an independent package. Therefore, a
new extended solver can be added to the system by just replacing
the package, and maimtaining the input=cutput characteristics of

this subroutine.

3)  Enowledge of Internal Structure Meeded by User. Very
licele if any internal knowledge of the workings of the STUDENT
system need be koows by the uwser. He sust have a firm grasp of the
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type of problem that STUDENT can solve, and a knowledge of the imput
grammar. For example, he must be aware that the seme phrase must
always be used to represent the ssme varisble in & problem, withim
the limits of similarity defined esrlier. He must realize that

even within these limits STUDEMT will not recognize more than one
variation on a phrase. But if the user does forget any of these
facts, he can still wse the svatem, for the interaction discussed

in the next section allews him to make smends for almost any mistake.

4) Interaction With the User. The STUDENT system is embedded
in a time-sharing environment (the MIT Project MAC time-sharing

system (13)), and this greatly facilitates interaction with the
user, STUDENT differentiates between its fallure to solve a

problem because of its mathematical limitationms end failure from
lack of sufficient information. 1In case of fellure it asks the user
for additional information, and suggests the nature of the needed
information (relationships among wvariables of the problem). It

can go back to the user repeatedly for informstion until it has
encugh to solve the problem, or until the user gives up.

STUDEKT alac reports when it does not recognize the formst of
an input sentence. Using this informatfon as a guide, the user 1s
in a teaching-machine type situation, and can quickly learn to spesk
STUDERT's bramd of imput English. By momitoring the sssumptions
that STUDENT mekes about the input, and the global information it
uses, the user can stop the svstem and reword a problem te avoid
an vnwanted smbiguity, or add new general imformetion to the
global information store.

The crucial peint in this user intersction is that STUDENT is

embedded in an on-line time-sharing system, and can thus provide more
interaction than any of the other systems mentioned.
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B. Extensions.

The present STUDENT syastem has reached the maximm size allow-
able in the LISP system on a thirty-two thousand word IBM 7094. There-
fore, very little can be added directly to the present system. All
the programming extensions mentioned here are predicated on the

existence of a much larger memory machine.

Without inventing any new techniques, I think that the STUDENT
system could be made to understand most of the algebra story prob-
lems that appear in first year high school text books. If new
operators, new combinationa of arithmetic operations ococur, they
can easily be added to OPFORM, the subroutine which maps the kerpnel
English sentences into equations. The number of formats recog-
nizable in the system can be increased without reprogramming
through the machinery available for storing glebal information
(this was discussed in more detail in Chapter V). The problems it
would not handle are those having excessive verbiage or implied

information about the world not expressible in a single sentence.

As mentioned earlier, the system can now make use of any given
schema only once in sclving a problem. This is because the sehema
equation is added to the set of equations te be golved, and the vari-
ables in the schema only identified with one other set of vari-
ables appesring in the problem. For example, if "distance equals
speed times time" were the schema, then "distance", as a variable
in the schema might be set equal to "distance traveled by train"
or '"dietance traveled by plane”, but not both in the same problem.
This problem could be resolved by not adding the schema equstion
directly to the set of equations to be solved, but by looking for
coneistent sets of variables to identify with the schema variables.,
Then STUDENT could add an instance of the schema equations, with the

appropriate substitutions, for each consistent set of variables
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Found which are "similar' to the schema variables.

At the moment the solving subroutine of STUDENT can only per-
form linear operations om literal equations, and substitutions of
numbers in polynomials and exponentisls. It would be relatively
egasy to add the facility for solving quadratic or even higher order
solvable equations. One could even add, quite easily, sufficient
mechanisms to allow the solver to perform the differentistion needed

to do related rate problems in the differential caleulus.

The semantic base af the STUDENT system could be expanded. In
order to add the relations recognized by the SIR system of Raphael,
for example, one would have to add on the lowest level of the STUDENT
program the set of kernel sentences understood in SIR, their mapping
to the SIR model, and the question-answering routine to retrieve
facts. Then the apparatus of the STUDERT system would process much
more complicated input statements for the SIR model. One serious
problem which arises when the semantic base is extended is based on
the fact that one kernel may have an interpretation in terms of two
different semantic bases. For example, "Tom has 3 fish." can
be interpreted in both SIR and the present STUDENT syatem. T
resolve this semantic ambiguity, the program can check the context
of the smbiguous statement te see if there has been one consistent
model inte which all the other statements have been processed. If
the latter condition does not determine a single preferred inmter-

pretation for the statement, then both interpretations can be stored.

In addition to these immediate extensions of the STUDENT svstem,
our semantic theory of discourse can be used as a basis for a much
more general language processing system. As a8 start, one could
implement the generative grammar described in Appendix E to produce
coherent discourae=—problems solwable by the STUDENT system.
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Anocther more exciting possibility is to utilize this type of speak-
er's model of the world to attack Yngve's "baseball announcer" prob-
lem. The baseball announcer has certain propositions added to his
world model from the events he perceives, i.e. the baseball game he
is watching. Masndatory spplicetion of certain semantic rules add
other propositions, asnd delete some cthat are there. While these
changes sre going on, the announcer is to generate a running com-
mentary {[coherent discourse) describing this ball game he is watch-
ing. By meking the proper essumptions about where the attention
of the announcer is focused, that is, which propositions he is
going to use as a base of his discourse at any time, I feel that a
reasonable facsimile of an announcer can be programmed. This is,

of course, #n empirically testable hypothesis.

Another use for this model for generatiesn and analysis of
discourse is as a hypothesis about the lingulstic behaviour of
people. Psychologists have built reasonable computer models for
human behaviour in decision making (17), verbal learning of nonsense
syllables (15), and some problem solving situations (34). STUDENT
may be a good predictive model for the behaviour of people when con-
fronted with an algebra problem to soclve. This can be tested, and
such a study may lead to a better understanding of human behaviour,

andfor a better reformulation of thia theory of language processing.

I think we are far from writing a program which can understand
all, or even a very large segment of English. However, within its
narrow field of competence, STUDENT has demonstrated that "under-
standing" machines can be built. Indeed, I believe that using the
techniques developed in thie research, one could construct a svstem
of practical value which would communicate well with people in En-

glish over the range of material understood by the program.
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LISTING OF THE STUDENT PROGRAM
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AFPPENDTE C: GLOBAL INFORMATION 1IN STUDERT

REMEMBERL {

{(PEOFLE 15 THE PLURAL OF PERSON)

{FEET 15 THE PLURAL OF FoOT)

(YARDS 15 THE FLURAL OF YARD)

(FATHOHE |5 THE PLURAL OF FATHOM)

(INCHES 15 THE PLURAL OF IMCH)

(5PFANS 15 THE PLURAL OF SPAM)

[OME HALF ALWAYS MEAWS 0.5 }

{THREE MUMBERS ALWAYS MEANS THE FIRST HUMBER AND THE SECOND

NUMBER AMD THE THIRD MUMBER)

(FIRST TWO NUMBERS ALWAYS MEANS

THE FIRST HUMBER AMD THE SECOMD MUMBER)

[MORE THAN ALWAYS MEANS PLUS)

{THESE ALWAYS MEANS THE)

{TWO NUMBERS SOMETIMES MEANS ONE NUMBER AND THE
OTHER NUMBER)

(TWO WUMBERS SOMETIMES MEAMS ONE OF THE

MUMBERS AND THE OQTHER HUMBER)

{H&AS |5 A VERB)

{GETS 15 A VERD)

(HAVE 15 A VERE)

{LESS THAN ALWAYS MEANS LESSTHAM]

{LESSTHAN 15 AW OPERATOR OF LEVEL I

{PERCENT 15 AN OPERATOR OF LEVEL 2}

{PERCENT LESS THAN ALWAYS MEANS PERLESS)

(PERLESS 15 AN OPERATOR OF LEVEL Z)

(PLUS 15 AN OPERATOR OF LEVEL 2}

{SUM |5 AN OPERATOR)

{TIMES 15 AN OPERATOR OF LEVWEL 1)

(SOUARE |5 AN OPERATOR OF LEVEL 1)

(oivaY 15 AN OPERATOR OF LEVEL 1)

{OF 1% AN OPERATOR)

(DIFFERENCE 15 AN OPERATOR)

{SQUARED 15 AN OPERATOR)

(MINUS 15 AN OPERATOR OF LEWEL )

{FER 15 AN OPERATOR]

[SQUARED 15 AN OPERATOR)

[(YEARS OLDER THAN ALWAYS MEANS PLUS)

(YEARS YOUMGER THAN ALWAYS MEANS LESS THAND

(15 EAQUAL TO ALWAYS HEAMS 15)

{FLUSS 15 AN OPERATOR)

(MINUSS 15 AW OPERATOR)

(HOW QLD ALWAYS MEANS WHAT)

(THE PERIMETER OF $1 RECTAMGLE SOMETIMES HMEANS

TWlCE THE 5UM OF THE LENGTH AND WIDTH OF THE REGTANGLE)

(GALLONS IS5 THE PLURAL OF GALLON)

(HOURS |5 THE PLURAL OF HOUR)

(HARY 15 A PERSOM)

LhNM |5 A PERSOHNY

{(BILL 15 A PERSOM)

(A FATHER I5 A PERSOM)

{AH UNCLE 15 A PERSOND

(PFOUNDS |5 THE PLURAL OF POUND)

(WEIGHS |5 A YERG}

1]

REMEMEER ((

(DI STANCE EQUALS SPEED TIMES TIME)

{DISTANGCE EQUALS GAS CONSUHPTION TIMES

HUMBER OF GALLOMS OF GAS USED)

(1 FOOT EQUALS 12 INCHES)

{1l YARD EQUALS 3 FEET)

1)
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FROBLEMS SOLVED BEY STUDENT

APPENDIX D:
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A SMALL SEMANTIC CEHERATIVE GRAMMAR

ATFERDIN E;

The grammar outlined here will generate only word problems
solvable by STUDENT, though not the set of all such problems.

RULES

Create a set of simultane-
ous egquations which can be
solved by strictly linear tech-
nigques, except that substitu-
tion of numerical values in
higher order equations which
reduce them to linear equa-
tions is allowed. These are
the propositions of the speak-
er's model.

Choose unknowns for which
STUDENT is to sclve. This ia
the question.

Choose unique names for

wariables without articles "a™

"an", or "the". Im the prob-
lem amy of these articles may
be used at any occurrence of
4 mame. Imoa complete model
these names would be associ-
ated with the objects in the
chogen propositions.

Write one kernel sen-
tence for each egquation. Use
any appropriate linguistic form

given in the table below to

120

EXAMFLES
I + Iy = 7
¥y = 1f2x

y+ &= EE

first number

£
]

second number Tom chose

third numbear

5]
I}

N3 times the firatr number
plus three times the second
number Tom chose 1is 7. The

second mumber Tom chose



represent the ardithmetic
functions in the equa-
Eion.

For each unknown whose
walue 1 to be found, use

a kernel sentence of the

form:
Find __
What is

or Find and
What are ard

for more than one such un-
known.

If a name appears more
than once in a problem, some
{or all) ocourrences after
the first may be replaced
by a "similar" name. Simi=-
lar names are obtained by
transformations which:

a) insert a pronoun
for a noun phrase
in the name.

b) delete initial and/

or terminal sub=-

strings of the name.
Only one such "similar" string

can be used to replace an oe-
currence of a name, though
any number of replacements
can be madae.

121

equals .5 of the firsc

fumber .

The sum of the asecond num=
ber Tom chose and a third
number is equal to the
aquare of the first num-
ber. What is the third

number? ™

Similar names:
"first" for "first number"
"second number he chose"
for "second number Tom

chosea



1 Ny occurs in Ej and
Ej+i’ and in Ej it is the
entire substring to the left
of "is", "equals" or "is
equal to" (or the entire
substring to the right) then
in Ej+I'H1
by any phrase containing the

may be replaced

word "this".

Any phrase P, may be
replaced by another phrase
P, which means the same
thing. This would mean that
STUDENT had been told of this
equivalence using BREMEMEER

and the sentence P, always

means Pl" or "P2 saﬁetimea
MEeans Pl" .

Two consecutive sen-
tences may be connected by
replacing the period after
the first by ", and". A
gentence can be connected
to a8 question by preceding
the sentence by "LE" and
replacing the peried at

the end of the sentence by

LU
b ®
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Beplace "the second oumber
Tom chose'" by "this aecond
choice" in the third sen-

tence.

Beplace "2 times™ by "twice"
and ".5" by "one half".

Connect sentences 1 and 2, and
sentence 3 and the final ques-
tion to give:

"TMwice the first number plus
three times the second
number Tom chose i 7, and
the second
is one half of the first.

number he chose

If the sum of this second
choice and & third number
is equal to the square of
the first number, what is
the third number?"



Summary of Linguistic Forms to Express Arithmetic Functions
and the Equality Relation

X =y x is y; % equals y; % is equal to ¥y
X+ ¥ ¥ plua y; the sum of x and v; = more tham ¥
X =¥ x minus y; the difference between x and ¥;

¥y less than x

W oy X times y; x multiplied by v; x of v (if =
is a number)

x [ v x divided by y; x per v
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(1)

(2)

(3)

(4)

(5}

(&)

(7)

(8)

(%)

{10)

(1L}

(1)

(13)
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