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ABSTRACT

This report explores the relation between image intensity and object
shape. It is shown that image intensity is related to surface orientation
and that a variation in image intensity is related to surface curvature.
Computational methods are developed which use the measured intensity
variation across surfaces of smooth objects to determine surface
orientation.

In general, surface orientation is not. determined locally by the
intensity value recorded at each image point. Tools are needed to explore
the problem ef determining surface orientation from image intensity. The
notion of gradient space, popularized by Huffman and Mackworth, is used to
represent surface orientation. The notion of a reflectance map, originated
by Horn, is used to represent the relation between surface orientation and
image intensity. The image Hessian is defined and used to represent
surface curvature. Properties of surface curvature are expressed as
constraints on possible surface orientations corresponding to a given image
point. Methods are presented which embed assumptions about surface
curvature in algorithms for determining surface orientation from the
intensities recorded in a single view.

If additional images of the same object are obtained by varying the
direction of incident illumination, then surface orientation is determined
locally by the intensity values recorded at each image point. This fact is
exploited in a new technique called photometric sterea.

The wisual inspection of surface defects in metal castings is
considered. Two casting applications are discussed. The first is the
precision investment casting of turbine blades and vanes for aircraft jet
engines. In this application, grain siZe is an important process variable.
The existing industry standard for estimating the average grain size of
metals is implemented and demonstrated on a sample turbine vane. Grain
s1ze can be computed from the measurements obtained in an image, once the
foreshortening effects of surface curvature are accounted for. The second
is the green sand mold casting of shuttle eves for textile looms. Here,
physical constraints inherent to the casting process translate into
constraints on the surface topography of cast cbjects. In order to exploit
these constraints, it 15 necessary to interpret features of intensity as
features of object shape.

Both applications demonstrate that successful wvisual inspection
requires the ability te interpret. observed changes in intensity in the
context of surface topography. The theoretical toels developed in this
report provide a framework for this interpretation.
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L INTRODUCTION

This report explores the relation between image intensity and object shape.
The research strategy is to exploit, as directly as possible, the intensity
values recorded in an image. In order to extract the information contained
in image intensity, it is necessary to understand both the geometry of
image projection and the radiometry of image formation. It 1s shown that
1;&99 intensity is related to surface orientation and that a variation in
image intensity is related to surface curvature.

Basic tools are needed. Gradient space, popularized in [Huffman 71]
and [Mackworth 73], is wused to represent surface orientation. The
reflectance map, introduced in [Horn 77], is used to represent the relation
between surface orientation and image intansitf, With these tools, a fixed
scene  1llumination, object photometry and imaging geometry can be
incorporated into am explicit model that allows image intensity to be
related directly to surface orientation. This relationship is not
functional since surface orientation has two degrees of freedom and image
intensity provides only one measurement.

Nevertheless, properties of surface curvature can be expressed as
constraints on possible surface orientations corresponding to a given image
point. The image Hessian is defined and used to represent surface
curvature. Computational methods are presented which embed assumptions
about surface curvature in algorithms for determining surface orientation
from the intensities recorded in a single view.

If additional images of the same object are obtained by wvarying the
direction of incident illumination, then surface orientation is determined
locally by the intensity values recorded at each image point. This fact is

exploited in a new technique called photometric stereo.
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Interpreting image intensity im terms of underlying object shape is
the key to the automatic visual inspection of metal castings. Two casting
applications are discessed. The first is the precision investment casting
of turbine blades and vanes for aircraft jet engines. Inm this application,
grain size is an important process wvariable. The existing industry
standard for estimating the average grain size of metals is implemented and
demonstrated on a sample turbine vane. Grain size can be computed from the
measurements obtained in an image provided that the foreshortening effects
of surface curvature can be accounted for. Foreshortening can be accounted
for once the underlying object shape is Known.

The second is the green sand mold casting of shuttle eyes for textile
looms . Here, physical constraints dinherent to the casting process
translate into comstraints on the surface topography of cast objects. In
order to exploit these constraints, however, it is necessary to interpret
features of intensity as features of object shape.

Both applications demonstrate that successful wvisuwal inspection
requires the ability to interpret observed changes in intensity in the
context of surface topography. The theoretical tools developed in this

report provide a framework for this imterpretation.

1.1 IMAGE ANALYSIS VERSUS SCENE ANALYSIS

Vision is a tough problem. One thing that seems to make vision such a
tough problem is the fact that many different kinds of knowledge can
influence the interpretation of an image. An important question to ask
concerns how much of the interpretation of an -image is forced by the data
itself and how much can be attributed to the influence of prior

expectation., This is a difficult guestion to deal with in human perception
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because it is impossible to factor out experimentally one effect from the
other. At best, one can characterize human vision as the interaction of
diverse, partially complete and possibly redundant knowledge sources.

In machine vision, the distinction between "data Forced® and "prior
expectation® can be dealt with by considering vision to be a two stage
process. One begins with the intensity values recorded in an image. Image
analysis extracts features from the raw intensity values and converts these
features into a convenient symbolic representation. Sceme analysis
interprets the symbolic features produced by image analysis according to
some externally defined goal. Image analysis defines what can be
considered as forced by the data in the subsequent interpretation. Scene
analysis, on the other hand, is an exercise in problem solving. In scenae
analysis, one is free te invoke whatever prior knowledge is available to
aid in image interpretation.

Early artificial intelligence research in machine vision concentrated
on images of scenes coentaining plane-faced polyhedra. Initially, the
distinction between image analysis and scene analysis seemed clear. The
purpose of image analysis was to generate a two-dimensional line drawing of
the scene [Binford and Horn 73]. The purpese of scene analysis was to
interpret a two-dimensional line drawing in terms of the three-dimensional
objects which gave rise to it [Roberts 65], [Guzman 68], [Huffman 71].
[Clowes 71], [Mackworth 73], [Waltz 75], [Winston 75].

As the field matured, the actwal distinction between image anmalysis
and scene analysis became less clear. A richer form of interaction between
1puga analysis and scene analysis was achieved [Falk 721, [Winstonm 73],
[Freuder 76]. One benefit of this new interaction was a reduction in the

computation required in image analvsis. Sensitive line-finding procedures



B. J. Woodham ] Introduction

existed but generated too many false targets to be applied uniformly over
an image. Nevertheless, these prnce;:luures could be effectively applied to
verify the presence of lines hypothesized by scene analysis routines
[Shirai 75].

A conceptual distinction between image analysis and scene analysis
persists. A prevailing notion is that the nature of the features extracted
from an image is of less consequence than the subsequent interpreétation of
those features., The fTailings of image analysis are to be compensated for
by "smarter® scene analysis. Hesearch is lead away from basic image
analysis towards more elaborate scene analysis. Avoiding image analysis is
often not so0 much a guestion of research philosophy as it is one of
practical necessity. Yet, it seems critical to determine what infermation
can be extracted im image analysis before attempting to make a distinctiom
between image analysis and scene analysis for a particular problem.

Recent work by [Marr 76] and [Horn 77] has demonstrated that there is
a great deal of information about three-dimensional shape contained in
image intensities and that this information can be computed without
recourse to higher-level knowledge. [Horn 77], for example, shows how a
careful analysis of the intensity profiles in images of polyhedra can be
used to interpret certain two-dimensional lines directly as convex, concave
or occluding edges. Adding this information directly to a line drawing
produced in image analysis would make much subsequent scene analysis

superfluous.
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1.2 IMAGE ANALYSIS IS HARD

Ruch of the work in machine wisiom does not explicitly exploit the
information contained in the intensity values recorded in an image. In
this section, reasons are suggested why image analysis is hard. The
purpose 15 to point out some of the difficulties associated with
interpreting image intensities. Only by taking cognizance of these
difficulties is it possible to understand when and why various machine

vision techniques will work and when and why they will fail.

.21 THERE IS A LOT OF DATA IN AN IMACE
One of the major stumbling blocks to image analysis is the sheer
quantity of data present in an image. One goal of image anmalysis is to
@xtract features of intensity that are important and to throw evervthing
else away. Image analysis often becomes an exercise in data compression.
But, the features one can use in a data compression process are those which
can be conveniently defined in terms of properties of images. There is not
always a simple correlation between properties of images and properties of
the objects which give rise to those images. -
As a rough rule of thumb, one can say that practical vision systems
exist only for domains which have the following twoe properties:
B There is a simple correlation between properties of
interest in the domain and properties of images of the
domain.
® These image properties are simple to compute.
A good correlation between properties of the domain and properties of
images of the domain occurs in domains that are inherently two-dimensional.

A significant reduction both in the gquantity of data present in an image
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and in the complexity of feature computation occurs in domains in which
intensity can be considered to have only two values. Typical applications
of machine vision systems involve images, often binary, of two-dimensional
worlds, Examples are: optical character recognition (OCR); blood cell
analysis [Young 6%9]; detection of etching defects in printed circuit

boards [Ejiri et ol T3].

1.2.2 IMAGE PROJECTION CAUSES PROBLEMS

Images are defined in two dimensions while objects exist in a
threg-dimensional world. Information is lost in the projection of a
three-dimensional object onte & two-dimensional image. The mapping from
object spal:e- to image space is many-to-one. It is impossible to analyze
two-dimensional images  without  specific  assumptions about the
three-dimensional nature of the objects that gave rise to them. A
particiular object feature may appear gquite differently depending on the
viewing direction. More insidious is the fact that projection introduces
two-dimensional image features which have no direct correlation with any
three-dimensional object property. MNeighboring points im an image do not
necessarily correspond to neighboring peints on ebjects. Parts of one

ob ject may obscure parts of another.

1.2.3 IMAGE ILLUMINATION CAUSES PROBLEMS
The same object shape viewed with the same imaging geometry will
generate different image intensities depending on the direction and nature
al the incident fllumination. Changes in illumination may cause a
particiular object feature to appear gquite differently even when seen from

the same viewing direction.
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1.2.4 SURFACE PHOTOMETRY CAUSES PROBLEMS
The same object shape viewed with the same imaging and light source
geometry will generate different image intensities depending on the surface
photometry of the object material. Surface photometry varies from object
material to object material. For a fixed object material, surface

photometry wvaries depending on whether the object is wet or dry, clean or

dirty.

1.2.5 THE HUMAN VISUAL S5YSTEM 15 REMARKABLY FORGIVING

The human visual system does a remarkable job of interpreting image
intensity despite problems caused by projection, illumination and surface
photometry ouwtlined above. At first glance, this might be cited as
evidence that image analysis cannot intrinsically be hard. This is false
optimism and soon leads to serious difficulty.

Designing an image analysis system by letting intuition decide what
the intansif.ie:-r. ought to be guarantees failure. It is necessary to obtain
digital images and to examine the actual numbers recorded. More
importantly, image analysis reguires good physical models of how surfaces

reflect light.

L3 INSPECTION IS A GOOD DOMAIN FOR IMAGE ANALYSIS

Normal wvisual acuity does not guarantee success as an inspector. The
initial problem in inspection is to learn how to interpret the visuwal data.
Then, however, the problem becomes one of developing am ablility to
eliminate the influence of prior expectation on visual interpretation.
Inspection can be likened to proofreading text. If one reads sentences,

the expectation of what a word should be makes it very difficult te catch
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typographical errors. To proofread effectively, it is necessary to ignore
the semantic context of what one is reading and concentrate instead on the
individual words and letters. Thus, an inspector is trained to see what he
is forced to see rather than what he expects to see. This is precisely
what makes inspection a difficult job for people. This is also what makes
inspection the right job to hand over to machine vision systems.

. In machine wision, the influence of prior expectation can be carefully
controlled, In wisual inspection, it 1% necessary to rely on the
information contained in the actual intensity values present in an image.
This makes inspection a good domain for exploring what can and cannot be
determined from intensity data alone. Inspection forces one to deal

explicitly with the issue of what interpretation is forced by the data.

L4 METAL CASTING I8 A GOOD DOMAIN FOR INSPECTION

There are important reasons why metal casting is a good domain for
research in automatic inspection. One set of reaszons relates to the demand
for automatic inspection systems:

m A foundry is a hostile work environment. OSHA and EPA
regulations are forcing foundries to modernize their
equipment and safety practices. But making foundries
more acceptable to humans is costly. A better idea is to
automate humans out of hazardous areas. A formidable
stumbling block to the automatic foundry iz the need for
inspection.

W Strong foreign competition is forcing the casting
industry to re-evaluvate its materials usage and energy

costs. The goal is to minimize overdesign and assoclated



R. J. Woodham 14 Introduction

materials waste by achieving tighter control over the
manufacturing process. Tighter control requires more
inspection.

® Productivity inm cﬁsting.inspe:tiun is low. Maintaining
tight quality standards is a difficult and costly
operation. Inspection is a tedious job for humans.
Tasks requiring close visual attention create fatigue.
Repetitive tasks induce boredom. Yet inspection demands
mental and physical alertness. Automation is the key to
increasing inspection productivity.

W Casting is a wital component of the metal working
industry. The trend is towards the increased importance
of casting as a primary fabrication process. More
sophisticated casting reduces the number of expensive
machining operations required to complete the part. More
dependable casting reduces the number of expensive
machining operations wasted on defective parts.
Sophisticated and dependable casting requires better
quality inspection.

Another set of reasons for why metal casting is a good domain for
research in automatic inspection relates to the mneed  for flexible,
computer-based sysitems:

® Foundries are job-shep environments. The typical foundry
casts many different part geometries in small to medium
production quantities. The specialized techniques
available for the automation of large volume production

are not suited to the foundry. The palletized, pick and
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place, orientation preserving style of parts handling
envisioned by most automation engineers is the antithesis
of the parts handling problem in the foundry. Castings
are tumbled freely in common shaker machines to break
away residual mold material and gating. Castings are
cleaned im common sand-blast machines. It is not
feasible to redesign these operations to preserve part
identity and orientation. ©On-line inspection must be
flexible enough to accommodate different part geometries
and different methods of part presentatiom.

® The inspection of a casting does not result in a simple
PASS/FAIL decision. Inspection requires interpretation.
Oftem, this interpretation depends on different kinds of
knowledge., Knowledge of the casting process determines
the mnature of the defects to be found. Knowledge of
subsequent machining operations determines the
acceptability of surface imperfections. EKnowledge of
in=-service stress patterns determines the critical
tolerances for each subsection of the part. In order to
apply existing standards, automatic imspection systems
must be able to interpret test data within the context of
the part as a whole.

m The inspectiom of castings remains something of am art.
Often, there is only a loose correlation between test
results and hard evidence as to what functional
characteristics of the part are actually being measured.

Current research in nondestructive testing emphasizes the
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extraction of more information from existing test ﬁata as
much as it does the development of new test techniques.
The ability to store and retrieve test data on a computer
system adds a new dimension to nnn&astru:tive testing.
Computer-based interpretation is the key to exploiting as
much of the information in the test data as possible.

B Foundries depend critically on the experience of their
inspectors. One consequencé of this dependence is that
there is little or no industry-wide standardization of
test interpretation. There is a strong desire to develop
such standards for casting inspection. Automation of
test interpretation is one way to achieve
standardization. Flexibility in automation is the key to
making such standardization wseful.

B There is no casting free of imperfections. Imperfections
are inherent to the casting process. The goal of
manufacturing is to hold these imperfections to specified
tolerances. In the automation of casting inspection, the
emphasis must be away from simple detection devices and
towards computer-based systems. The geal is to allow
maximum flexibility in the specification and

interpretation of inspection standards.
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1.5 THE RESEARCH AFPPROACH
Several questions require attention:
| How are images formed?
[ ] How does the real world constrain an image?
[ ] How is it possible to exploit these constraints 1in
order to interpret the intensity values recorded in an
image?
One can begin by writing down an equation describing the image-forming
process as follows:
<image intensity> = <incident illumination> x <surface reflectance> (1.5.1)
The terms image intensity, incident illumination and surface reflectance
must be made precise, but for the moment, the technical details will be
omitted im order to make some qualitative observations. In writing down
this equation, emphasis is being placed on the fact that image intensity
can be treated as a measurement arising from a real physical process.
Images can be interpreted by understanding the underlying physical process
which gave rise to them.
Four factors interact in image formation:
a imaging geometry
| incident illumination
[ | surface photomatry
| surface topography
The imaging geometry determines the  projection of the
three=dimensional object space coordinates onto two-dimensional image
coordinates. Without illumination, there can be no image. Incident
illumination is characterized by the spatial and spectral distribution and

state ol polarization of radiant energy falling om the object surface.
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Surface photometry determines how light reflects off the object surface.
It is determined by the optical constants of the object material and by the
surface microstructure. (Surface microstructure is surface detail which is
too fine to be resolved in the image but which causes observable effects in
the way light is reflected at the object surface.) Surface topography is
surface detail which is within the resolution limits of the imaging
hardware. It characterizes the gross object shape relative to the viewer.

Equation (1.5.1) relates these four factors. The notions of gradient
space and the reflectance map allow this equation to be made precise. For
fixed surface photometry, incident illumination and imaging geometry, this
equation’ is uwsed to study how to determine surface topography from image
intensity,

The work presented in this report is based on a physical model of how
images are formed. No attempt is made to account for the subjective
phenomena associated with human perception. [Beck 747, for example,
contains an image of a "matte" vase. By adding two local “specularities"
to this image, a new picture is created in which the entire vase appears
shiny. Regions in the first image appear dull while the same regions in
the second image appear shiny, even though the intensity values recorded
are identical. Equation (1.5.1) accounts only for the intensity wvalues

recorded in an image and not for the human perception of those values.

L5101 RELATED APPLICATIONS
There are a variety of uses for equation (1.5.1). 1In computer
graphics, one problem is the generation of gray-level images from surface
models. Using an assumed surface photometry, incident illumination and

imaging geometry, (1.5.1) can be used to synthesize images of objects.
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Since gray-level imapges are readily interpreted by humans, this is a useful
tool im such diverse fields as computer aided design and auvtomated
cartography. Work in computer graphics has led te & number of
phenomenological models of surface reflectance [Phong 75].

If the surface topography, incident illumination and imaging geocmetry
are known, them (1.5.1) can be used to determine surface photometry from
image intensity. If the spectral nature of incident illumination or the
spectral response of the imaging hardware is varied, then the dependence of
surface photometry on the wavelength of incident 1llumination can be
measured. This has been applied to determining ground cover from
multispectral LANDSAT imagery registered to digital terrain models
[Horn & Bachman 77].

If the surface topography, incident illumination, imaging geometry and
surface photometry are known, then (1.5.1) can be used either to determine
the optical constants of the object material, assuming a known surface
microstructure, or to determine surface microstructure, assuming known
optical constants. Rellectance spectroscopy uses (1.5.1) to determine
optical constants. This field has become an important new tool in analytic
chemistry. There are many materials that cannot be analyzed by traditional
spectroscopic methods. Some of these materials, however, can be ground
inte fine powders of known particle size and shape. In turn, analytic
models have been developed to relate the surface photometry of such powders
to the optical constants of the object material of which they are composed
[Wendlandt & Hecht 66].

Another example analyzes how the observed pattern eof sunlight (or
moonlight) glitter on & wind=ruffled sea can be used to deduce information

about the sea state [Plass et al 77]. This technique is proposed both as a
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method for evaluating models of ocean wave structure and for making
measurements of the parameters that determine sea roughness, such as wind
speed and direction. Analyzing the reflection of light from a flat water
surface is a simple exercise in the geometry of specular reflection. Waves
introduce surface microstructure. The observed glitter pattern consists of
numerous instantaneous “"glints" produced by perfect specular reflection
from wave facets having the appropriate momentary orientation. The shape
of  the glitter pattern is determined by the distribution of wave
inclinations on the water surface. Determining this distribution requires
that the light source and imaging geometry be .known since these introduce
modifications in the apparent wave-slope distribution.

The above examples illustrate the importance of explicitly accounting
for the dependence of image intensity on the four factors: surface
photometry, surface topography, incident illumination and imaging geometry.
In most applications, it is convenient to standardize one or more of these
factors in order to determine the dependence of image intensity on the

others.

L6 SUMMARY OF THE REPORT

Chapter 1 introduces the research. A distinction between image
analysis and scene analysis is made. Reasons are suggested for why image
analysis is hard. Nevertheless, image analysis can benefit from an
explicit model of the image-forming process. Such a model must account Tor
the effects of surface photometry, surface topography, incident
illumination and imaging geometry, - Automatic inspection is presented as a
good demain for image analysis. Metal casting is presented as a good

domain for automatic imspection.



R. J. Woodham 21 Introduction

Chapter 2 introduces a framework for interpreting the intensity values
recorded in an image. Image analysis is formulated as the problem of
determining, at each image point, the range, the surface orientation and
the surface curvature at the corresponding object point. Viewer-centered
representations for surface orientation and surface curvature are
developed. Gradient space is used to represent surface orientation. The
image Hessian matrix is. used to represent surface curvature. The
reflectance map establishes the relationship between surface orientation
and image intensity. The image Hessian matrix establishes the relationship
between movement in the image and change in surface orientation. Image
intensity constrains the image Hessian matrix but does not determine it
completely. Assumptions about surface curvature further constrain the
Hessian matrix. These results are demonstrated in a particular relaxation
algorithm for determining surface orientation from a single wview.
Propagation of local constraimt ower regions of the image is used to assign
a global interpretation to the surface. The algorithm is illustrated using
a synthesized image of a sphere and the assumption that it is a convex
s0lid of revolution.

Chapter 3 develops the relationship between surface curvature and
image intensity in more detail. Known properties of surface curvature can
Simplifly image analysis. A number of cases are considered. These are
surlaces with constant image Hessian, surfaces that are singly curved and
surlaces of generalized cones. These special cases illustrate when shape
information can be determined solely from image intensity and when shape
information can be determined only when additional information is prowided,
either implicitly, im the form of assumptions about swrface curvature, or

axplicity from other sources, such as object boundaries. Finally, if
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additional images of the same object are obtained by varying the direction
of incident dillumination, then surface orientation can be determined
locally by the intensity values recorded at each image point. This fact is
exploited in a new technigue called photometric stereo.

Chapter 4 provides a brief introduction te the problem of metal
casting inspection. Two particular casting applications are presented.
One is the precision investment casting of turbine blades and vanes for
aircraft jet engines. The other is the green sand mold casting of shuttle
eyes for textile loems. This chapter is not critical to the technical
development. Rather, it serves as & general introduction to casting
inspection for the non metallurgist and as a background for the particular
problem of grain size estimation discussed in chapter 5.

Chapter 5§ presents a program for estimating the average grain size of
metals based on the three circle (Abrams) procedure defined in ASTH
Designation: E 112-74 "Standard Methods for Estimating the Average Grain
Size of Metals™. The program makes use of multiple edge mask filters to
determine grain boundaries crossed by E-E“:h. circular test patterm. Grain
crossings are determined by comparing the relative response of three
different mask sizes. This makes the program usable over a broader range
of image magnifications and grain sizes and, at the same time, makes it
less susceptible to false indications due to noise. The program is
demonstrated using a sample turbine airfoil. An apparent change in grain
size from one region of the image to another may be due te a change in
grain size or to a change in the view angle. In order to determine actual
grain size, it is necessary to explicitly account Tor the foreshortening
effect of the view angle at each image point. This can be done if the

surface orientation is known at each image point.
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Chapter 6 illustrates the experimental determination of a reflectance
map for the gray iron used in the green sand mold casting of shuttle eyes
for textile looms. An improvised photo-goniometer is used to make the
required reflectance measuremants. An  improvised coordinate gauging
machine is wsed to determine object relief. The results are combined to
produce a synthesized image of the shuttle eye.

Chapter 7 presents some concluding remarks concerning the research.

Appendix A summarizes mathematical details that were ommitted in the
body of the report.

Appendix B presents a glossary of typlcal casting defects.
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2 INTERPRETING IMAGE INTENSITY
This chapter develops a framework for interpreting the intensity values
recorded in an image. The goal is to relate image intensity to topagraphic
properties of the object being imaged. Three such properties are

considered:

[ ] Range
[ | Surface Orientation
[ ] aurface Curvature

These properties are the basis for a viewer-centered representation of
object shape. The relation between these properties and image intensity is
determined by the surface photemetry of the objects in view, by the nature
of the incident illumination and by the object surface, light source and
viewer geometry. This relation is made explicit by examining the basie

image-forming egquation:

<image intensity> = <incident illumination> % <surface reflectances (2.1)

Analysis of this equation 1s used to show how image intensity relates to
surface orientation and how changes in image intensity relate to surface
curvature.

Image analysis is formulated as the problem of determining, at each
image point, the range, the surface orientation and the surface curvature
at the cerrespeonding object point. Ronge is the distance of the object
point from the viewer. [t is a one-parameter function at each image point.
Surfoce orieatetion is the direction of a viewer-facing surface normal at
the object point. It is a two-parameter function at each image point.
Surface ecurveture iz the two principal curvatures, and associated

directions, at the object point. It is a three-parameter function at each
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image point. Taken together, range, surface orientation and surface
curvature define the object relief at each image point.

Analysis of equation (2.1) is facilitated using the mnotions of
gradient space and a reflectance map. OGradient space is a convenient way
of representing surface orientation. A reflectance map is a convenient way
of representing image intensity as a function of surface orientation. With
these tools, the basic image-Torming equation takes on a simple form.
Constraints imposed by the light source, object surface and viewer geometry
are made explicit. The reflectance map is the basis for photometric
methods to dctt:ﬁninc the range, surface orientation and surface curvature
at object points corresponding to selected image points.

A particular relaxation algorithm is presented for determining surface
n.r'iantutitrn from a single view by propagation of mutual constraint onf
possible orientations at selected image points consistent with general
hypotheses about object shape. Constraints on surface curvature are
translated into geometric constraints on possible surface orientations that
can correspond to a given image point. This allginri'r.hn serves to Lllustrate
that the local interpretation of image intensity depends upon local

assumptions about surface curvature.

21 A VIEWER-CENTERED REPRESENTATION FOR SHAPE

In image analysis, representations used depend more upon what it is
possible to compute from the intensity walues in an image than wpon what is
ultimately desirable. In subsequent stages of analysis, representations

can be made more sensitive to the needs of the specific application.
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A Viewer-centered representation is appropriate for the initlal_
determination of the shape of objects in an image. The representation
chosen distinguishes the following three classes of image feature:

l. Points of range discontinuity {occlusion boundaries).

£. Points of surface-orientation discontinuity
{convex/concave edges).

3. Sections of smooth surface.

[Marr 77b] calls this representation the 2-1/2-D sketch and argues for
its usefulness as an intermediate stage in a vision system for determining
an object-centered description of ;hape- It is useful to explore how this
viewer-centered 2-1/2-D sketch can be determined directly from the
intensity values recorded in an image. The particular question addressed
in this chapter is how the range, surface orientation and surface curvature

can ba determined over sections of smooth surface.

2.2 DETERMINING OBJECT RELIEF

Before developing methods based wpon image analysis, it is worthwhile
to review other possible technigues for determining object relief at a
distance. Figure 2-1 summarizes the possibilities.

Roughly speaking, methods for determining object relief can be divided
into two categories, First, there are methods which attempt 1o measure
range directly. Such methods can be based on time-of=flight measurements
of a signal reflected back from the object surface. One design uses a
pulsed laser to measure time-of-flight. This approach has proven practical
for the long distance ranging required in space exploration [Johnston 737].
It has also been applied to more terrestrial endeavors [Caulfield 76]. A

more common design for short distance ranging measures time-of-flight as a
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[DETEERINING EELIEF |
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Figure 2-1 Techniques for determining object relief.
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phase shift between the emitted and returning signal. The ©W LIDAR
Pointing System developed at the C. 5. Draper Laboratory measures
time-of-Tlight this way using a noncoherent LED centered at 910 nanometers
and amplitude modulated at 50 MHz. [ODRAPER 73]. This system is reported
accurate to *1 millimeter at a total distance of about 3 meters,
approximately +1 part in 3000. A similar system has been developed at
Stanford Research Institute and is reported in [Nitzan et ol 77]. This
last reference includes a wuseful discussion of the inherent design
trade-offs associated with such direct ranging devices. Basically,
accuracy is achieved by maintaining a favorable signal to noise ratio. The
signal to noise ratio can be improved either by increasing the power of the
source or increasing the time constant used to sample each point.

Foecussing can also be thought of as a direct ranging technique. Focus
in an optical system depends on the range of the objects being imaged.
Techniques for the automatic focussing of imaging systems have been
explored [Horn 687]. in an early experimental system [Winston 73],
automatic locussing was able to locate objects in a scene to an accuracy of
about =1 inch at a total distance of about 6 feet, approximately £1 part in
100, The use of focussing as a ranging technique depends on the presence of
sharp features, such as edges, in the scene. It is pot suited for ranging
over objects with uniform surface cover and smoothly varying topography.

Second, there are methods which determine range from indirect
measurements. These technigues can be further subdivided inte
triangulation methods and photometric methods. One kind of triangulation
method uses a stereoc pair of images obtained from two known positions. Any
point in an image determines a ray in space. The range at a point in an

image is determined by computing the intersection of this ray and the ray
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determined by the corresponding point in the other image. But, in order to
determine the second ray, it is [irst necessary to find the corresponding
point in the other image. Thus, stereo ranging suffers from the same
gqualitative limitations as does the technique of automatic focussing.
Golving the correspondence problem depends on the presence of features in
one image that can be matched to features in the other. It is unsuitable
for ranging over objects with uniform surface cover and smoothly varying
topography.

Another kind of triangulation method avoids the correspondence problem
by uwsing specially controlled i1llumination. i‘ha idea is to project thin
sheets of light sequentially on the scene and record the image resulting
from each sheet. The range &t a point in an image is determined by
. computing the intersection of the ray associated with the image point and
the sheet of light which illuminated the point.

It is also possible to use specially controlled illumination to
determine surface orientatiom. [Will & Penningtomn 71] describe a method
which wuses special illumination to code surface orientation as the
modulation on a spatial frequency carrier grid. With this method, it is
possible to extract the surface orientation of planar regions in a scene by
linear frequency domain filtering.

Finally, a5 indicated above, photometric methods are methods which
indirectly determine range Trom analysis of the image-forming equation
{(2.1). A photometric approach to range determination was first proposed in
[van Diggelem 51] and subsequently applied to lunar images obtained from
Ranger spacecraft [Rindfleisch 66]. The particular reflectance properties
of the material of the maria of the moon cause a simplification in the

mathematics reguired to determine range from intensity. [Horm 7571
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generalized the photometric approach to account for surfaces with arbitrary
isotropic reflectance prnperties._ Photometric methods determine surface
orientation from image intensity. Once the surface orientation at each
object point is determined, range values are obtained by starting at a
known point and integrating surface orientation over sectlons of smooth
surface. Photometric methods are complementary to stereo ranging and focus
ranging because photometric methods are most suited to objects with uniform
surface cover and smoothly varying topography.

Regardless of how cbhject relief is determined, it is important to
realize that object relief, in the form of & 2-1/2-D sketch, corresponds to
an image with effects due te incident illumination and surface photometry
explicitly factored out. Thus, exploring how to determine object relief
directly from the intensity values recorded in an image is important to
image analysis because it addresses the issue of how to account for the
effects of incident illumination and surface photometry.

Note, however, that two stumbling blocks remain. First, determining
object relief does nothing to overcome the problem of the gquantity of data
present in an image. Indeed, il object reliel iz determined at each image
point, the quantity of data and associated computational load inereases
significantly. But, subsequent scene analysis has a more explicit
representation to deal with and thus ecan do a better job
[Nevatia & Binford 73] [Marr 77b]. Second, while knowledge of object
relief solves part of the problem associated with image projection
{eg. depth discontinuities can be used to separate objects in an image), it
nevertheless corresponds to a viewer-centered representation of shape.
Additional assumptions are required in  erder to recover the

three-dimensional structure lost in image projection.
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23 GRADIENT SPACE AND THE REFLECTANCE MAP

In order to understand the correspondence between image intensity and
object relief, it is necessary to relate the geometry of image projection
to the radiometry of image Tormation. But, understanding the radiometry of
image formation requires a model of the way surfaces reflect light.

The fraction of light reflected by a surface in a given direction
depend=s upon the aptical properties of the object saterial, the surface
microstructure and the spatial and spectral distribution and state of
polarization of the incident light. A key photometric observation is:

¥o motter how complex the distribution of incident
illvmination, for most surfeces, the fractiom of the
tncident [ight reflected in ¢ porticuler direction depends
only on the surfoce orientation.
This section introduces the tools required to take advantage of this
observation.

The reflectance characteristics of an object material can be
represented as a function dn[i.e.g:l_ of the three angles 1, & and g defined
in figure 2=-2. These angles are called, respectively, the dmcidemt,
emergent and phese angles. In this work, the emergent angle e will also be
referred to as the view angle. The angles i, e and g are delfined relative
to the object surface. $(i,e,g) determines the ratio of radiance to
irradiance measured per unit surface area, per wunit solid angle, in the
direction of the wiewer. The reflectance function defined here is related
to the bi-directional reflectance-distribution function defined by the
Mational Bureau of Standards [Nicodemus ef al 77].

Image-forming systems perform a perspective profection as illustrated
in figure 2=-3{a). If the size of the objects in view is small compared to

the wiewing distance, then the perspective projection can be approximated
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Figure 2.2 Defining the three angles i, e and g. The incident angle i is the
angle between the incident ray and the surface normal. The view angle e is
the angle between the emergent ray and the surface normal. The phase angle
9 is the angle between the incident and emergent Fays.
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as an orthographic projection as illustrated in figure 2-3{b).

Consider an image-forming system that performs an orthographic
projection. To standardize the imaging nauuatr}. it is convenient to align
the viewing direction with the negative z-axis. Also, assume appropriate
scaling of the image plane so that object point (x,v,2) maps onto image
point (u,v) whers:

U= x
v ¥

With this imaging geometry, the use of separate image coordinates {u,v) is
redundant. Henceforth, image coordinates (x,¥) and object coordinates
[x%,¥) will be referred to interchangeably.
If the equation of a smooth surface is given explicitly as:
z = f{x,¥)

then a surface mormal 1s given by the vector:

af{x,¥],df(x.5),-1
o ay
If parameters p and ¢ are defined by:
P L O (¥, ¥)
dx
q = df{x, %]
dy

then the surface normal becomes [p,g.,-1]. The gquantity (p,g) will be
called the grodient, and grodieat spoce is the two-dimensional space of all
such points (p,q). With the viewer looking along the z-axis, [p,g.-1]
defines a viewer-facing surface normal.

Gradient space is a convenient way to represent surface orientation.
It has been wused in scene analysis [Mackworth 73]. In image analysis, it

is used to relate the geometry of image projection to the radiometry of
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Figure 2-3 Characterizing image projection. To aveid image inversion, it is
convenient to think of the image plane as in front of the lens rather than
behind it. Figure 2-3(a) illustrates a perspective projection, where d is
the distance from the object coordinate origin to the center of the lens
and f is the fTocal length. For objects that are small relative to the
viewing distance, the image projection becomes orthegraphic. In an
orthographic projection, illustrated in figure Z-3(b), the focal length f
is infinite so that all rays from object to image plane are parallel.

_-""".“’#

(b)
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image formation [Horn 77]. This relation is established by showing how
image intensity is determined by the surface reflectance function ¢(i,e,g)
and how this fTunction can be represented as a Tunction of the gradient
(p,a).

Suppose that each surface element receives a known constant incident
illumination. Then, é(i,e,g) determines the actual amount of light
reflected, per unit surface area, per unit solid angle, in the direction of
the viewer. In an orthographic projection, each picture element subtends
the same solid angle. Thus, $(i,e,q) determines image intensity.

In an orthographic projection, the direction to the viewer iz constant
at each object point. The incident angle i and the view angle e depend
only on surface orientation. The phase angle g is constant. Thus,
#(i,e,g), a function of three variables, can be represented as a function
of the two gradient coordinates p and g. For a given distribution of
incident illumination, a given surface-viewer geometry and a given object
material, the image intensity corresponding -to a surface element with
gradient (p,g) is unigque.

The reflectonce mep R(p,q) determines image intensity as a function of
p and gq. The hasic image-forming eguation (2.1) becomes:

I{x,¥) = R{p.a) (2.3.1)

Mote what has happened. The reflectance map captures the surface
photometry of an object material for a particular light source, object
surface and viewer geometry. The two assumptions necessary to write (2.1)
as (2.3.1) are:

1. The incident illumination is constant at each surface
element .

2. Tha image projection is orthographic.
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Reflectance maps can be determined empirically, derived from
phenomenological models of surface reflectance or derived from analytic
models of surface microstructure. The reflectance map is independent of
the shape of the objects being viewed. It represents explicit knowledge of
intensities that can be recorded from objects made of a fgiven material and
viewed under a particular light source and viewer geometry. A reflectance
map is5 not an image.

Equation (2£.3.1) is the basic equation used to relate image intensity
to the geometry of the image-forming process. It is one equation in the
two unknowns p and q. Thus, the problem of determining surface orientation
from intensity becomes the problem of finding the point in gradient space
(p,q) corresponding to the image point (x,¥).

The simplest case for incident {illumination is that of a single
distant point source. Suppose such a source exists and that object space
vector [ps,.gs,.-1] points in its direction. That is, the source is located
in gradient space at point (ps,gs). With the imaging geometry of
figure 2-3{b), object space vector [0,0,-1] points in the direction of the
viewer. That is, the viewer is located in gradient space at point (0,0).
Recall that object space vector [p,q,-1] defines a Yiewer-facing normal at
surface peint (x,y,z). That is, (p,q) is the gradient point corresponding
to surface point (x,v.z).

Then, writing the cosine of the angle between two vectors as the dot
product divided by the product of magnitudes, expressions for cos{i),

cos(e) and cos{g) become:
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cos(i) = 1+ nlk__-r qqs
1+ pe? 4+ gz? Y1+ p? o+ g?
cos{e) = 1
.'1 + pz ¥ q!
cosig) = 1

1+ pe? 4 gt
Using the above expressions, the transformation of an arbitrary

surface reflectance function $(i.e,g) into a reflectance map R{p,q) i1is
straightforward, One simple, idealized model of surface refllectance is
given by:

dli,e.g) = p cosii)
This reflectance function corresponds to the phenomenclogical model of a
perfectly diffuse (lambertian) surfTace which appears equally bright from
all wviewing directions. Here, p i5 a refle&:tﬂnci factor and the cosine of
the incident angle accounts Tor the foreshortening of the surface as seen

from the source. The corresponding reflectance map is given by:

Rip,q) = pll + ppa * 943 ) —
Y1+ ps? 4 gs? V1 e p? e gf

It is convenient to present R{p,q) as a series of "iso-brightness® contours
in gradient space., Figure 2-4 shows the reflectance map R{p.q) = p cos{i)
drawn as a series of contours, for the case ps = 0.7, s = 0.3 and p = 1.

Specifying a single distant point sSource is not a fundamental
restriction. Noenpoint sources can be modeled as the superpesition of
single point sources. The reflectance map does, however, assume egual
illumination at all surface elements. The rellectance map does not account
for the fact that certain surface elements can be shadowed with respect to

one or mere of the sources nor Tor the Tact that, for nonconvex objlects,
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Figure 2-4 The reflectance map for a lambertian surface illuminated by a
single distant point source at gradient Pa = 0.7 and g = 0.3 with p = 1.

The reflectance map is plotted as & series of contours spaced 0.1 units
apart.
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certain surface elements can receive secondary illumination due to light

reflected from other sections of surface {i.e., mutual illumination).

24 RE-EXAMINING PHYSICAL CONSTRAINTS

tne can formulate the problem of determining the point in gradient
space (p,q) corresponding to the image intensity point l{x.y} analytically.
The result is a nonlinear first-order partial differential equation which
can be solved numerically using the method of characteristic strip
expansion [Horn 75] [Horm 77]. For the moment, the formal nature of the
problem will be put aside in order to re-examine its basis in the physical
world.

By now, it should be clear how peints in gradient space correspond to
orientations in object space. However, it is possible to be more explicit
about the correspondence between movement in gradient space and changes in
surface orientation.

Using elementary trigonometry, the expression for cos{e) can be
rewritten as:

tan(e) = Vp? + oF
The inclination of the surface with respect to the viewing direction varies
monotonically with distance from the origin in gradient space.
Specifically, the distance from the origin is the tangent of the angle
between the surface normal and the viewing direction. As the gradient
{p,q) moves away from the origin, the inclination of the surface with
respect Lo the viewer increases.

The wiew angle e characterizes one of the two degrees of freedom
associated with an arbitrary orientation in space. The locus of points im

object space having a constant view angle e defines a right circular cone
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with axis along the viewing direction. The angular position tam™ '"{gq/p) af
each gradient ({(p,q) on the circle p? + g% = tan®(e) determines the
direction uf steaspest descent in image space along this cone. In general,
the angular position of a point (p,q) in gradient space corresponds to the
direction of steepest descent in image space along the object surface.
Rotating object space about the viewing direction induces an aequal rotation
in gradient space.
Two physical constraints can now be identified:

1. A given point on & physical surface has a unique
orientation in space.

2. Matter is cohesive. It is separated into objects. The
surfaces of objects are generally smooth compared with
their distance from the vieswsr,

These are essentially the same two constraints [Marr & Poggio 767 use
as a basis for their methed to compute stereo disparity. As in their
paper, the problem is to translate the above two physical constraints into
rules for how points in an image can be matched to points in gradient
Space .,

In their most genearal form, these rules can be expressed as:

1. UNTQUEMESS:
Each image point may be assigned to at most one location
in gradient space.

&, CONTINUITY:
surfaces vary smoothly almost everywhere. Only a small
fraction of the area of an image is composed of
boundaries that correspond to discontinuities of range
or surface orientation.

The task ahead is to demonstrate that these rules can be explicitly
embedded in a computation. The result is an algorithm which attempts to
achieve a global correspondence between image points and points in gradient

space via propagation of local constraints.
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Such methods have been callad cooperative algorithms
[Marr & Poggio 76] or relaxation labelling [Rosenfeld, Hummel & Zucker 76].
Although the implementation has some intrinsic interest, what is important
here 15 to understand the physical basis for the local constraints used and
to get the flavor of how these local constraints can propagate back and
forth to constrain globally possible matches between image points and

points in gradient space.

2.5 SPECIFYING LOCAL CONSTRAINT
The basic image-forming eqguation
I{x,¥) = R{p,q)
is one equation in the two unknowns p and q. With this equation alone, the
gradient corresponding to a particular image point is constrained to lie on
a one-parameter family of "iso-brightness® contours in gradient space. The
goal is to apply further constraint in order to assign a unigue location in
gradient space to each image point.

The essential physical constraint to be exploited is that surfaces
vary smoothly almost everywhere. This surface smoothness assumption is
translated into monotonicity rules on changes to view angle and changes to
direction of stespest descent permitted between closely spaced image
points.

One can illustrate how physical constraint adds additional constraint
to the possible gradient space solutions to the basic equation
If{x,¥) = R{p,q). Suppose, two closely spaced image points (x),¥1) and
{¥z,¥2) are hypothesized to correspond to object points on the same section
of smooth surface. Further, suppose that the view angle increases in going

from (x;,¥1) to (xz,¥2) and that the angular position, corresponding to the
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direction of steepest descent, decreases in going from (¥%1,.¥1) to (xz,¥:2).
Let {p1.q1) and (pz.qz) be the gradient locations corresponding to (x;,.v¥1)
and (xz,¥z).

Suppose, further, that I{xi,¥1) = @y and I{xz.¥2) = az. Let C; and Cz
be, respectively, the contours in gradient space given by Ri{p,g) = a; and
B{p,q) = oz as shown in figure 2-5. Then, (pi,q:) lies on Ci and (pz.gz)
lies on Cz.

Figure 2-6 shows both the gradient space circle corresponding to the
maximum view angle interpretation of (pz,qz) (i.e., the circle passing
through the point on C7 furthest from the origin) and the gradient space
line corresponding to the minimum direction of steepest descent
interpretation of (pz,gz) (i.e., the line passing through the point on Cz
with minimum angular position). dince the wview angle is assumed to
increase in geing from (% ,yi) to ({xz,¥z), the contour of permissible
{pi,q1) can be restricted to include only those gradient points on C; lwing
on or within the circle of the maximum view angle interpretation of
(pz.qz). Similarly, since angular position is assumed to decrease in going
from (x,y1) to (xz,y2), the contour of permissible (p;,qy) can be
restricted to include only those gradient points on or above the line of
the minimum direction of steepest descent interpretation of (p2,92). Thus,
without any additional constraint en (pz,qz), the assumed monotonicity
relations between (x),y)) and {xz,yz) have been applied to the reflectance
map contours to constrain the possible interpretation of (p1.q1) to include

only those points of C; indicated by the solid line of figure Z-6.
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Figure 2-5 The two reflectance map contours € and Cz, corresponding to
R{p,q) = o, and R({p,q) = oz, which determine possible surface orientations

at image points (%1, ) and (xz,¥z).
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Figure 2-6 The restricted subsection of contour €, that is consistent with
the hypothesis that the view angle increases and the direction of steepest
descent decreases in going from (x;,¥y;) to (xz,vz).
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Let (r,f) denote the polar representation of the gradient (p,g).

is:

Generalizing from the above illustration,

stated:

re JpE e g2

# = tan'{q/p)

LE I: CHANGES IN VIEW ANGLE

m———

Let Ij.Iz,....In bhe a set of closely spaced image points
hypothesized to correspond to object points om the same
section of smooth surface that are monotonically
nopdecreasing in view angle. Let C;,C2,...,C be the
corresponding set of gradient contours determined from the
reflectance map. Then, each contour € can bhe further
constrained such that, for each (r,f8) «C;, 1 = 2,3,...,n-1

min {r | (r,8) eCi.qg} =rcmax {r | (r.8) eGi.1}
gimilarly, if I),Iz,...,In i5 hypothesized to correspond to
a set of object poimts on the same section of smooth
surface that are monotonmically nonincreasing in view angle,
then each contour C; can be further constrained such that,
for each (r, @) ¢C;, i = 2,3,...,n=1

min {r | (r,8) ¢Cisy} s rsmax {r | (r.8) ¢eCi_1}
RULE TT1: CHANGES IN DIRECTION OF STEEPEST DESCENT

Let Tj,lz,....0In be a set of closely Spaced image points
hypothesized to correspend to object points on the same
section  of  smooth surface that are monotonically
nondecreasing in direction of steepest descent. As above,

let ©€;,Cz,...,Ch be the corresponding set of gradiemnt

That

the following ftwo rules are
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contours. Then, each contour C, can be further constrained
such that, for each (r,8) ¢C;, 1 = 2,3,...,n-1
min {8 | (r.8) ¢Ciy} < @ <max (# | (r.8) ¢eCi.y}

Similarly, if Iy,Iz,...,I, is hypothesized to correspond to
a set of object points on the same section of smooth
surface that are monotonically nonincreasing in direction
of steepest descent, then each contour € can be further
constrained such that, for each (r,8) «Ci, 1 = 2,3,...,n-1

min (8 | (r.0) ¢eCiso) < 8 s max (8| (r,8) eCi.y)

26 HYPOTHESIZING MONOTONICITY RELATIONS

It is now time te turn to the question of how to hypothesize
monotonicity relations between selected image points, To begin with,
consider the worst possible approach. For some small value of n, one might
explore all possible orderings, with respect to both wview angle and
direction of steepest descent, of selected image points Iiwlg,.2nsln. The
hope would be that only a small fraction of those orderings would have
admissable interpretations (i.e., interpretations that included at least
one gradient point for each image point). The constraints imposed by each
interpretation would propagate to neighboring sets of selected image points
to provide further mutwal constraint. Again, the hope would be that
propagation of local constraint would converge to a correct global
interpretation while "incorrect™ propagations would quickly die out.

Consider a second possible approach. Suppose a particular surface
iﬁt&rpratatiun 15 forced onto the data. Such an interpretation would
provide a framework to partially order selected, closely spaced, image

points with respect to changes in both view angle and direction of steepest
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descent. Instead of allowing all possible orderings to compete, this
second approach pursues a particular interpretation. Again, the hope would
be that propagation of local constraint would converge to a single global
interpretation that represents a simple distortion of the particular
interpretation being forced., Here, simple distortion implies any surface
that preserves the assumed monotonicity relations concerning changes to
view angle and changes to direction of stespest descent.

The method actually implemented corresponds to this second approach.
The program has a small set of interpretations it is willing to pursue.
Some are gquite rigid, others are quite flexible. In the next section, a
specific example is presented. For now, a brief analysis is given to show
how convexity can be used to hypothesize monotonicity relations between
closely spaced image points. In the process, an important theory will be
developed, Appendix A contains a more detailed formulation of the
mathematical results presented here.

By taking partial derivatives of the basic equation I(x,¥) = R({p.q)
with respect to x and ¥ two equations are obtained which can be written as
the single matrix equation:

Is P Qx Fa
= (2.6.1)

Iy Py Q] LRg

{ Throughout, subscripts are used to denote partial differentiation).
Similarly, the two first-order equations:

dp = pydx + pydy

dg = gudx + gudy

can be written as the single matrix egquation:
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dp P Py | [dx
e (2.6.2)
dq Qx Q| (dy

For smooth surfaces, the order of differentiation can be interchanged.
Recalling the original definitions of p and q, this means that
Py = fu

One can define a matrix H by:

200, ¥)  32f(x,¥)

ax® dxdy
H =
P, v)  A2f(x,¥)
axdy ayt
H is the standard Hessian matrix of the function 2 = fix,¥). Here, H is

called the imoge Hession motrix of the surface 2 = flx,¥). H is a
viewar-centered representation of surface curvature. In Appendix A.5, the
image Hessian matrix H is related directly to an object-centered
definition of curvature.

Equation (2.6.2) can be written in the form:

[dp,dq]" = H [dx,dy]"
The image Hessian matrix H relates movement in the image to the
corresponding movement in gradient space.

The particular result to be used in this section is that theo
definiteness of H is related to the convexity/concavity of the object
surface z = f{x,y):

The object surfoce z = frx,y) i3 convex with respect to the

viewer tf and only if the corresponding imege Hessian
matrix H is positive semidefinite.
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Similarly,

The object surfoce z r fix.p) is concove with respect to
the viewmer §f and only (Ff the correspondimg imoge Hessian
mgtrix H is regative semidefinidie.

Suppose z = f(x,¥) is convex. Then, H is positive semidefinite.
HMultiplyimg the two matrix equations (2.6.1) and (2.6.2) on the left by
[Fe Rg] and [dx dy] respectively, gives rise to the two inequalities:

R Io + Ry Iy 2 0 (2.6.3)
dp dx + dg dy 2 0 (2.6.4)

Two similar inequalities hold, with the sense of the inequality
reversed, if z = f(x,y¥) is concave. MNote, however, that concavity need not
be treated as a separate case. Indeed, ignoring shadows and mutual
illumination, the classic indentation/protrusion ambiguity has a simple
expression in this framework.

If Ifx.p) is the imoge corresponding te ¢ concave surfoce
zx fi'x,y) illumineted by o single point source of grodient
point (ps.gs) CLhea Iix,y) {5 olso the imoge correspending
to the conver surface z = =fix,y}) illuminoted by a single
point source ot grodient poiol (=ps . =gz ).

The first ipequality (2.6.3) is an additional constraint on the
gradient corresponding te a point on & convex surface z = f(x,y). The
normal vector [Ry,Rs] to the contour of constant reflectance at any point
{p,g) hypothesized to be a solution to the basic equation T{x,¥) = Ri{p,q)
must have a nonnegative component in the direction of the normal wvector
[Ix,1y] to the comtour of constant intensity at (x,¥).

The second inequality (2.6.4) can be viewed as an additional
constraint on the possible movement [dp,dq] in gradient space corresponding
to a movement [dx,dy] in the image. The wvector [dp,dq] must have a

nonnegative component in the dirFection [dx,dy¥]. In Appendix A.Z, it is

shown how to choose [dx,dy] to guarantee either the sign of the change to
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the wview angle or the sign of the change to the direction of Steapest

descent.

2.7 ACHIEVING CLOBAL CONSTRAINT

Regardless of what mechanism is used to hypothesize monotonicity
relations between points in image space, it is still necessary to embead
that mechanism in a computation to achieve global constraint. The
implementation approach taken here is somewhat ad hoc. The program selects
nine points in a 3 x 3 square pattern as its basic set of closely Spaced
image points. This pattern serves as the set Inolzeees,In for ap];lh’lt!;n the
local constraint criteria (Rules I and II above). First, however, the set
I1,I2,...,1, is passed to the chosen hypothesizing routines to be partially
ordered with respect to view angle and direction of steepest descent. The
reflectance map Rip,q) is then used to determine the initial contour of
possible gradient space locations for each point Ii. PRules I and 11 are
iteratively applied to these contours until no further mutual constraint is
provided.

The above describes the basic application of local constraint to each
3 % 3 sguare pattern. The selection of successive 3 % 3 patterns is
allowed to overlap. Thus, each image point 1i will eventually belong to
nine 3 x 3 patterns. Each time a particular image point I; is further
constrained by the application of local constraint to a pattern of which it
15 a member, each of its eight other patterns 1is marked for
reconsideration. Before moving on to a previously unconsidered pattern
local constraint is applied iteratively to each marked pattern, with
additional marking added as required, until no marked patterns remain to be

reconsidered. Each time an image point I; is considered, any additional
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constraint on the gradient space contour of possible solutions to the basic
equation I(x,¥) = R{p,q) propagates through this local filtering mechanizm
to all other image points undar consideration,

The mext issuwe to arise is the question of how to terminate the growth
of patterns. Currently, the program terminates on one of two conditioms:
1. One or more of the image points under consideration has
no admissable gradiemt space interpretation. This means
the algorithm cam no longer assign surface orientations
to image points consistent with the hypotheses about
surface curvature used to generate the partial orderings
with respect to changes to view angle and changes to
direction of steepest descent. Im this case, the

"forced® interpretation is deemed to have failed.

Z2. Any mnew patterns will cross either a contour of range
discontinuity (OCCLUSION boundary) or & contour of
discontinuity of surface normal (CONVEX or CONCAVE
edge). OCCLUSION boundaries are detected by noting when
boundary points to existing patterns have a view angle
greater than some preassigned wvalue. (That is, e is
approaching n/2). CONVEX or cﬂwchvE-aﬂgas. on the other
hand, cannot be detected while patterns are being
expanded. Unless external knowledge is provided about
the existence of such edges, patterns will propagate
across discontinuities in surface normal. Depending on
the nature of the discontinuity, it may lead to Tailure

due to condition 1 above oF it sS4y never be noticed.
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2.8 AN ILLUSTRATIVE EXAMPLE

Consider the simple example of a lambertian sphere illuminated by a
single distant light source. The intensity space to gradient space
correspondence will be derived analytically and used to genarate a
synthetic image. The algorithm will be applied to the synthesized image.
The results will be used as a basis for judging the performance of the
algorithm.

The first task is to determine the reflectance map. As above, the
reflectance map for & lambertian surface illuminated from gradient point

(Pe .9z ) is given hy:

Rip.q) = pll + pps + qgs)
VI ps? 4 gs? 14 pf 4 2

For the example, ps = 0.7, s = 0.3 and p = 1. This reflectance map has
been illustrated in figure 2-4.

The second task is to determine the surface orientation at each image
point. For the example, this result is easy to derive. Let the sphere be
centered at the object space origin and have radius r. Then, the eqguation
of the sphere is given implicitly by

T PR S

Elementary caleculus will wverify that the vector [x,¥,2] defines an
outward surface normal at each object point (%,¥.2). The corresponding
gradient is obtained by rewriting this normal as [-x/z,-y/z,-1]. For each
(®.¥), there are two possible z values. With the viewer looking along the
positive z-axis, however, the hemisphere in view corresponds to negative
values of z. For this imaging geometry, the explicit equation of the sphere

15 given by:
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The synthetic image intensity I(x,y) is equal to the value of the
reflectance map at the corresponding (p,g). The equation for image

intensity is:

o ir x* + y2 » rt
I(x,¥) =
max{0,R{-x/z,-¥/2)} otherwise
where z = =+r? - x2 - y?

Finally, the mechanism by which monotonicity relations were
hypothesized for this example must be specified. One additional assumption
was used, The algorithm assumes that it knows at least one image point
corresponding to an object point eriented directly facing the viewer. Now,
let such a point define a: psewdo-origin in image space. Since the view
angle is assumed to be zero at the pseudo-origin, the only possible
interpretation is that, in a particular direction, the view angle is
locally nondecreasing with  increasing image distance from  the
pseudo=origin. In general, one cannot hope to assert any local
monotonicity relation on direction of steepest descent based on angular
position about the pseudo-origin. If, however, the surface is known to be
convex, the direction of steepest descent is locally nondecreasing with
increasing angular positien about the pseudo-origin. For the example, the
set of image points Ip,l2,...,ls was ordered in wview angle according to
their distance in image space from the pseudo-origin and ordered in
direction of stespest descent according to their angular position about the
pseudo-origin. Applied together, these hypotheses are equivalent to the
strong assumption that the surface in question is a convex solid of

revolution, with the axis of revelution along the viewing direction.
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For the example, r = 60. A 128 x 128 synthesized image was generated
corresponding to the values -64 £ x £ 63 and -64 5 v 5 63. The algorithm
was applied to this image using 3 x 3 square patterns sampled at an image
spacing of 5 points in both X and Y. The pseudo-origin was defined as x = 0
and ¥ = 0. The results are presented as a series of figures. Figure 2-T7 is
the synthesized image. Figure 2-B shows the points in gradient space,
datermined analytically, corresponding to the sampled image points.
Figure Z-9 redraws figure 2-8 but with the gradient points corresponding to
the self-shadowed portion of the sphere excluded. All gradient points to
the left of the contour R{p,q) = 0 correspond to surface points oriented
more than 90° away from the direction of incident illumination.

Figure Z-10 shows the restricted subsection of contour determined by
the algorithm for each sampled peoint of figure 2-7. Finally, figure Z2-11
Superimposes the correct gradient point on each subsection of contour of
figure 2-10 to illustrate how well the algorithm has performed. Tha
crosses mark the correct gradient points, determined analytically, while
the corresponding subsection of contour marks how well the algorithm has

isolated those points.



Figure 2.7 The synthesized image of a sphere. The surface reflectance is
assumed to be lambertian with a single distant light source at gradient
point pg = 0.7 and gz = 0.3.
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Figure 2-8 The gradient points, determined analytically, corresponding to
the sampled image points.
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=300

Figure 2-11 The superposition of figure 2-9 and figure 2-10. Crosses mark the
exact gradient, determined analytically, while each subsection of contour
indicates how well the program has determined that gradient.
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2.9 DISCUSSION

The performance of the algorithm can be judged by examining the
angular freedom remaining in each subsection of contour C;. This angular
freedom is measured in two ways. First, since each point in gradient space
defines & surface orientation, the maximum angle subtended between points

remaining in each C; can be measured. Define the eagular sprecd im surface

ortentalion at image point I, as:

max{flcos(#) = —L[PLQi,-L].[pe.g2,-1] 4py ipisq do(pz.og2)eCi )

Ilpr @ =131 [ p2.q2.-1]1

Second, define the angulor sprecd im wview ongle at image point I; as:
max{ (e -ez)ltan{e; J=v'p®+q %  taniez )=vp2?+qz2 and (pi.q1),(pz,q2)¢Ci }

Te tabulate the results, the sampled image points were split into two
classes. First, consider all sample points corresponding to object points
within 45" wview angle (i.e., lying within gradient space circle
p* +'q? = 1). Second, consider all sample points corresponding to object
points within 60° view angle (i.e.. lying within gradient space circle

p¥ + g7 = 3). Table 2-1 summarizes the results:
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Points Within 45°% Points Within 607

o View Angle View Angle
surface Orientation:

Mean Amgular Spread g.o" 0.9°
Standard Deviation 6.1° 7.00
Best Casn Q.5" 0.5
Worst Case 35.3° 41.7°
View Angle:

Mean Angular Spread 4.7 .07
Standard Deviation 2.4" 2.5°
Best Case 0.5 0.5°
Waorst Case 10.46° 11.9°
TABLE 2-1

These measures reflect total angular spread. If a choice algorithm is
adopted which selects the "correct™ answer to be at the midpolint of the
angular spread, this choice 1% guaranteed to be no more than half the
angular spread in error. Thus, the upper right portion of table 2-1 can be
interpreted as Mollows:

Or the grerage, by sampling oL en imoge spacing of & points
in X and ¥V, the algorithm waz oble to position image
points, correspording to surfece points less than 60° in
view angle, Lo withis 5° of Lheir Lroe orieataotion iR
spoce.  The standerd deviation of this measure over all
such points wos 3.5% while the worst cdse point wad [ocated
to within 2i% of its true orientotion im spoce.

The perlormance of the algorithm depends critically on three factors:
the ability to hypothesize monotonicity relations between selected image
points, the nature of constraint propagation and the nature of the
reflectance map. Hypothesis based mechanisms are always laced with a
chicken and eogg dilemma. If one has no a priori constraint on surface
curvature, one can say nothing about ordering image points with respect to

changes in view angle and changes to direction of stespest descent. On the

other hand, the more constraint on surface curvature, the more reliably one
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can order image points with respect to changes in view angle and changes to
direction of steepest descent. The discussion of convexity gives some
indication of how one can use general a priori assumptions about surface
curvature to specifly monotonicity relations. In the next chapter,
situations are explored in which additional curvature comstraint can be
exploited to simplify image analysis.

In the example above, the hypothesis mechanism used always totally
ordered each of the nine pattern points. Still, the algorithm did not
determine each gradient exactly. In some sense, it should have. For a
solid of revelution, with axis of rotation about the viewing direction, the
direction of steepest descent at each image point is givenm by
8 = tan"'(yo/x.) where (% ,¥,) is a pseudo-origin as defined above. The
algorithm propagates constraint by casting away sections of contour that
are inconsistent with the current hypothesis criteria. If the hypothesis
criteria aré valid, the algorithm will never cast away a correct solution
te the equation I{x,y) = Rip,q). On the other hand, this does not imply
that each point remaining on a subsection of contour is a possible solution
to the equation I{x,¥) = R{p,q) consistent with the current hypothesis
criteria. The algorithm, as implemented, does no point by point analysis.
Any case analysis is a risky business in a numerical algorithm which is, in
principle, dealing with a continuous rather than discrete domain. The
ability to achieve a tight global constraint is, unfortunately, related to
the ability to achieve a tight local constraint. This, in turn, is related
not just to the success of the hypothesis mechanism but alse to the nature

of the reflectance map.
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In the example, surface orientation was most poorly constrained im the
third and fourth guadrants of gradient space. Imn the third guadrant, the
reflectance map contours locally approximate sections of circles centered
At gradient space origin. Here, view angle is tightly constrained but the
shape of the reflectance map contours provides 1little constraint on
direction of steepest descent. In the fourth quadrant, the reflectance map
contours locally approximate radial lines emanating from the gradient space
aorigin. Here, the direction of steepest descent is tightly constrained but
the shape of the rellectance map contours provides little constraint on
view angle.

The nature of the reflectance map is determined by two factors: the
surface photometry of the object being viewed and the light source, object
surface and viewer geometry. In general, one would not expect to have much
control over the surface photometry of the objects being viewed, In
principle, however, oneé is free to vary the light source position to
achieve optimal results with the algorithm, This idea is the basis for the
method of photometric stereo which determines surface orientation using
multiple images taken under the same object surface and viewer geometry but
with different light source positions {(see Chapter 3.4).

The mnotions of local surface orientation, gradient space and the
reflectance map are important tools for image analysis. The beauty of the
gradient space formulation is that it allows physical constraints on the
object surface to be expressed as simple geometric constraints on the
gradient space contour of possible solutions to the image-forming equation
I{x.¥} = Ri{p.a)d. The algorithm discussed in this chapter provides a simple

mechanism for propagating these geometric constraints.
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3. EXPLOITING ADDITIONAL CONSTRAINT
KEnown properties of surface curvature can be used to simplify image
analysis. Earlier, it was demonstrated how convexity and concavity
constrain the possible matches betwean image points and their corresponding
gradient points. Here, this analysizs is extended to explore additional
situations in which known properties of surface curvature can be exploited
in image analysis.

Horn has considered situations in which special properties of surface
photometry simplify image analysis [Worn 75], [Horn 77]). This chapter
presents a complementary study. Simplifications due to special properties
of surface photometry constrain the reflectance map. When viewed from
great distances, the material of the maria of the moon, for gxanple, has a
reflectance function which is constant fer constant cos{i)/cos{e). This
results in a reflectance map whose contours of constant Rip,q) are a family
of parallel straight lines. Image analvsis is simplified since the base
characteristics used to solve the nenlinear partial-differential equation
become a predetermined family of straight lines, independent of surface
topography. Here, an arbitrary reflectance map is allowed. Instead,
simplifications arise from known properties of surface curvature. It is
shown that image analysis simplifies for surfaces with constant image
Hessian, for surfaces that are singly curved and for surfaces corresponding
to objects that are generalized cones.

The results developed for these special cases deepen our understanding
of the problem of computing object reliefl from image intensity. Relating
the results developed here to the generalized cone representation of
[Agin & Binford 73], [Marr 77a] and [Marr 77b] helps to delineate shape

information that can be determined from object boundaries and shape
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information that can be determined from shading. The results developed are
of immediate practical importance since many surfaces occurring in
imdustrial parts design and manufacture are also constrained by the surface
curvature properties discussed here.

Finally, & mnovel technique called photometric stereo is presented.
Photometric stereo exploits the additional constraint provided from a
sacond image taken with the same imaging geometry but with a different

direction of incident illumination.

3.1 SURFACES WITH CONSTANT IMAGE HESSIAN

This section examines the case for which the image Hessian matrix H
is constant. This is useful for two reasons. First, if indeed the Hessian
matrix H is constant over a region -of the image, then local inlormation
gathered about the Hessian becomes global information. This allows one to
combine local evidence about the Hessian and determine it completely.
Second, if one assumes that H is constant over a small region of the
image, then it is possible to use the intensity values present in that
region to approximate surface curvature over that region.

In developing the basic image-forming equation

I{x,¥) = R{p,a)

an effort has been made to stress the fact that the reflectance map is not
an image. Rather, it is a convenlent representation of how surface
orientation determines image intensity for a particular object material and
object surface, light source and viewer geometry. In this section, 1t will

be convenient to think of the rellectance map as an image.
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For the reflectance map to be an image of some object, the surface
must satisfy the two differential equations:

df{x

= X
ax
ar{x,y) . v
dy
The family of paraboloids:
_oxE &
2 = : + k {3.1.1)

(where k is an arbitrary constant) satisfy the two differential equations.
For these surfaces, the basic image-forming equation becomes:
I{x,¥) = R{x,¥)

Thus, the reflectance map may be thought of as the image of a paraboloid.
As a first observation, this suggests that a paraboloid would make an ideal
calibration wobject for empirically determining a reflectance map.
Typically, a sphere is used. A sphere serves almost as well if one is
willing to live with a loss of accuracy as the viewing angle increases.

For the problem at hand, it is not so much of interest that the
reflectance map is the image of a paraboloid, but that, for such a surface,
the image Hessian matrix H 1is constant. Indeed, for the family of
paraboloids described by (3.1.1), The Hessian matrix H 1s the 2 x 2
identity matrix. In general, in order to have a constant Hessian H, a
surface with explicit representation z = f(x,¥) must have no terms of
higher than second order {(in x and y). That is, the surface can be
described by the form:

z=axt + by’ + Zexy +dx + ey + T (3.1.2)

The corresponding Hessian becomes:
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a c
H =2
C b
To rule out degenerate sitwations, assume that the surface described by
{3.1.2) is fully second order. That is, assume ab - ¢ » 0. (This
assumption implies that H is nonsingular.) Subject to this assumptionm,
(3.1.2) describes either an elliptic paraboloid or a hyperbolic paraboloid.

Suppose that image point (¥o,vo) is known to correspond to gradiemt
point {po.go). In order to determine the image Hessian matrix H at
{x¥p,va), it is sufficient to determine the movement in gradient space
corresponding te two linearly independent movements in the image at
{¥0,va). Horn's method for obtaining shape from shading information is
based on the observation  that, if  [dx,d¥] = [Rp.Bq 1ds, then
[dp,dq] = [I:,Iy]ds [Horn 75] [Horn 77]. ({5ee Appendix A.1l for details).
This gives one piece of information about the Hessian matrix H at (=p,.¥o).
Iterating this procedure provides additional pieces of information as a
characteristic strip is expanded across the image. In general, however,
this information cannot bhe combined since the Hessian itselfl changes along
the characteristic strip., But, if the surface is of the form (3.1.2}, then
the information can be combined.

For most regions of & refllectance map, the direction defined by
[ReRg ] does not change wvery rapidly along a characteristic strip.
Mevertheless, it does not require much change to determine H to high
Accuracy. But mote a paradex. The situation in which Horn's method
achieves its greatest simplification (i.e., lunar topography) is the
situyation for which the base characteristics are predetermined straight
lines in the image. If, in fact, the base characteristics are straight

lines then it is never possible to obtain linearly independent movements in
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the image by characteristic strip expansion! In such a case, it is not
possible to say anything about how H behaves in directions other than the
direction defined by the base characteristic, even in the cases for which
H is constant over the whole image. Roughly speaking, the ability to
approximate the Hessian H locally at an image point (% ,.¥o) is related to
the curvature of the base characteristic passing through (x,vo). If the
base characteristic has high curvature at (xp,vp) then good conditioning,
in the sense of linear independence, is achieved between closely spaced
image points (i.e., over areas in the image where the approximation of
constant H is likely to be a reasonable one),

There are two factors which act together to determine how the image
Hessian matrix H maps a movement [dx,dy] in the image into the
corresponding movement [dp,dq] in gradient space. First, in moving from an
image peint (xp,yo) to an adjacent point (%,¥;) there is a change in local
surface orientation due to actual surface curvature. Second, because the
object is viewed obliquely, the actual change in local surface orientation
it altered by the foreshortening of the surface in image projection.
Fortunately, it is possible to decouple surface curvature from the surface
foreshortening induced by a nonzero view angle e.

Suppose image point (x,y) is known to correspond to the gradient point
(p,a). Let H be the Hessian matrix H at (x,y). Define a matrix C at
(x.¥) by:

a’+l  -pg
C = cos?(e) H (3.1.3)
-pg  pi+l

Equivalently, one can solve (3.1.3) for H and obtain:
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pi+l  pg
H = 1/cos{e) C (3.1.4)
pqg qiel

The matrix &, defined by equation (3.1.3), corresponds to an
object-centered definition of surface curvature. Let 1/ryp and 1/rz be the
two eigenvalues of O with corresponding eigenvectors wi and wz. Then ry
and rz are the two principal radil of curvature of the object surface at
(x,¥) with corresponding directions, inm the image, given by w| and wz.
Mote that the values ry and rp are independent of the imaging geometry and
depend only on the actual surface topography at (x,¥). The first two terms
of the right-hand side of equation (3.1.4) account for the *"distortion® in
H due to the oblique wiewing angle e. The matrix € is an object-centered
definition of surface curvature while the matrix H a viewer-centered
definition of swrface curvature., If the gradient (p,q) at image point
(x.,¥}) is known, then equations (3.1.3) and (3.1.4) make these two
definitions of surface curvature equivalent.

Constraints on surface curvature are constraints on the matrix C.
Equation (3.1.4) must be wused to translate any such constraints into
equivalent constraints on H. &Some didea of the effect of surface
foreshortening can be seen by exanining the structure of H in more detail.

First, the determinant of H is given as:

det|H| = —— 1
cos*(e) rirp

Roughly speaking, H contains a "scale factor®™ of 1/cos®(e) due to the
oblique viewing angle e. More precisely, the product
PP+l pg

1fcasie)
pqg g2+l
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has eigenvalue 1/cos®(e) in the direction of steepest decent and eigenvalue
Ifcos(e) in the direction of the contour of constant e.

Elliptic and hyperbolic paraboloids are the unique surfaces for which
the "increase®™ in H due to an increasing view angle e is precisely offset

by the decrease in 1/ry and 1/rz due to the changing surface curvature.

3L APPROXIMATING THE IMAGE HESSIAN LOCALLY

Let us see how the assumption that H is constant over a small region
of the image can be used to approximate the image Hessian at an image point
(x.¥) known to correspond to the gradient point (p,q). The basic
observation used here is that multiplication by a constant H defines a
one-to-one continuous mapping between a circle in the image centered at
(x,¥) and an ellipse in gradient space centered at (p,q) (see
Appendix A.3). If twe linearly independent directions [dx;,dw;1] and
[dxz,dyz] and the corresponding [dpi,dqi ] and [dpz,dgz] are known, then H

is determined by:

dpy dpz | [dx; dxz !
H = (3.1.5)
dqr dgz dy; dyz
One correspondence can be  tied  down immediately. Ir

[dx,dy¥] = [Re,RyJds then [dp,dq] = [I,,], ]ds. Thus, (3.1.5) can be

rewritten as:

I, dp| |R, dx|-!

(3.1.6)

Iy dq Ry dy
Equation (3.1.6) still admits an infinite nusber of solutions.
However, for any particular second choice [dx,dy], linearly independent

from [Re.Rs], the geometric constraints developed in Chapter Z can be used
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to constrain the set of [dp,dq] that can correspond to the given [dx,dy].
Each [dp,dg] not eliminated by geometric constraint defines a possible
solution to (3.1.6). For each possible solution, one can proceed to sample
the intensity values along the image circle centered nt.{x,y} and of radius
ds = m For each point on this circle, the corresponding
reflectance value HK{p+dp,q+dq), where [dp,dq]" = H [dx,dy]", can also be
sampled. The "best fit" Hessian at (x,¥) is defined to be that choice of
[dp,dq] which minimizes the least square error between the sampled
intensity values and the corresponding sampled reflectance values.
Consider an example. Suppose image point Po = (%.yo) is known to
correspond to gradient point (po,qo) on a section of surface assumed to be
convex. Then, for a particular cheice of ds, the image is sampled at the

four points:

Pz = (x0,Yo+ds)

Pa = (xp-ds,¥o) P = (xp+ds,yo)
Po = (x,¥0)

Pg = (x,¥o-ds)
From the lour intensity wvalues thus obtained, the four reflectance map
contours, corresponding to the fouwr image points Py, Pz, Pz and Pg, are
determined. (Note: il bounds on the eigenvalues of H are already known,
them the range in gradient space used in the initial determination of tha
four reflectance map contours can be tightly constrained.) Figure 3-1
illustrates the four contours obtained for a particular choice of (xo,¥o).
{po,go) and ds, using the lambertian sphere example of Chapter Z.8. No a

priori constraint is assumed on the magnitude of the eigenvalues of H.
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Convexity allows us to assert the two inequalities:
Fole + Bgly 2 0
dpdx + dqdy = 0

After applying these two inequalities to each of the four contours of
figure 3-1, the constrained contours of figure 3-2 are obtained.

There is one additional constraint available. H defines a linear
transformation. For the particular cheice of Py, Pz, Pz and Ps above,
observe that the [dx,dy] used to move from (xp,¥s) to Py is the negative of
the [dx,dy] used to move from (¥o,¥o) to P3. (Similarly, for Pz and Pa.)
Thus the corresponding [dp,dq]'s sust be the negative of each other. In
particular, the magnitude of the [dp,dq]'s must be equal and they must be n
radians out of phase. Each point in the contour of possible (p,q) for P
which does not have a match in Pz whose distance from (po.go) is the same
and whose angular position with respect to (po,qo) is = radians out of
phase can be excluded. Similarly, each point. in the contour of possible
(p,q) for Pz which does not have a match in P; whose distance from (po,go)
is the same and whose angular position with respect to (po,9s) is n radians
out of phase can be excluded. (Note: these criteria must be applied with
caution otherwise all points will be excluded due to the fact that H is
not really constant.) The identical constraint holds between Pz and Pa.
Figure 3-3 shows the contour remaining when the above criteria are applied
to exclude “"obwvious" bad matches.

Of the two pairs of contour, corresponding te P, and Py and to Pz and
Pa, select the pair that is closest to being /2 radians out of phase with
the direction [I..I,]. (This choice achieves superior conditioning in the
estimation of H.) For each [dp,dq] resaining in the most highly

constrained contour from the selected pair, use (3.1.6) to estimate H.
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Figure 3-4 shows the family of ellipses generated by each point remaining
on the contour for Pg. The vector superimposed on figure 3-4 points in the
direction [§:,I,]. Filgure 3-5 shows least squares "best Tit™ Hessian
matrix at (xp.va).

The "best rit" Hessian matrix of Tigure 3-5 has done a good job of
solving for the curvature of the object surface at (xa.va). It is
important, however, to be precise about what it is that has been computed.
There are two assumptions underlying the computation. First, it is assumed
that the Hessian matrix H is constant over the area in the image
determined by the circle centered at {(xp,vo) and of radius ds. Second, 1t
is assumed that the gradient point (po.qQo) corresponding £0 image point
(x0,¥s) is known. Equation (3.1.3) tells how to choose ds to compensate
for the foreshortening due to an obligue viewing angle e and thus achieve
uniform sampling resolution over the entire surface. Actually, by sampling
equally spaced points around the image circle, different weights are
applied to different directions along the surface. A more sophisticated
sampling scheme is required to remove this difficulty. A more serious
restriction, however, is related to the second assumption. If the center
of the ellipse has not been accurately positioned them a least squares
"best fit" is akin to groping around in the dark. This example illustrates
not 50 much a useful method For Tinding the gradient points cnrruspﬁnﬂinq
to a set of image points but the fact that the intensity values in an image
can e used locally to constrain the behavior of the image Hessian matrix

H in directions other than those defined by the current [Ix,Iy].
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Figure 3.1 The four reflectance map contours of possible gradients
corresponding to the four sampled image points Py, Pz, Fa and Pa. Crosses
mark the exact location, determined analytically, of Po, Py, Pz, P3 and Pa.
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Sl B . P T

Figure 3-2 The restricted subsection of contour for Py, Pz, Pa and Pa
obtained if the section of surface under consideration 1s conwvax.
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Figure 3-3 The restricted subsection of contour for Pr, P2, Pa and Pa
obtained when "linearity® is used to exclude obvious bad matches.
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P2
[1:.,:.-!
Py Py
Fa
YT LY i ] F."'

Figure 3-4 The family of ellipses which characterize the uncertainty
remaining in the determination the image Hessian H. The vector at Pp is in

the direction of the normal to the contour of constant intensity in the
image at (xo,.¥0)
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figure }Lﬁ The ellipse corresponding to the "best fit" image Hessian at
Xo:¥o0)-
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3.2 SINCLY CURVED SURFACES

An  important class of surfaces in differential geometry are those
which have the property that, through every point on the surface, there
passes at least one straight line lying entirely on it. Such a surface is
called a ruled surfoce. The straight line lying entirely on the surface is
called a ruling. If a ruled surface has the additional property that all
points on a given ruling have the same tangent plane, then the surface is
called a developable surfoce (or a torse). [Huffman 75] charmingly refers
to developable surfaces as “"paper” surfaces and proposes that such surfaces
possess a complexity that is midwa} between that of a completely general
surface and that of a plane surface. ({[Huffman 75] also presents an
interesting characterization of properties of "paper® surfaces in terms of
Gaussian curvature and the Gaussian sphere.)

Here, the notion of a singly curved surface is developed inm terms of
properties of the Hessian matrix H. Singly curved surfaces are shown to be
equivalent to developable surfaces (except that a planar surface, while
certainly developable, will not be considered singly curved). Finally, the
image analysis of singly curved surfaces is discussed. The result will
demonstirate that, from an image analysis standpoint, singly curved surfaces
do indeed possess a complexity that is between that of a completely gemeral
surface and that of a plane surface.

Definition. Let 2 = f(x,y) describe a smooth surface and let
A1 and Az be the two eigenvalues of the corresponding
Hessian matrix H at an image point (x,¥s). The surface
is said to be simgly corved at (xo.wal) if and omly if
exactly one of 3; and Az is equal to zers. The surface is

said to be simgly cwrved if it is singly curved at each
image point (x,¥) on the surlface.
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This viewer-centered definition of a singly nurvﬁd surface can be
related to the object-centered principal radii of ecurvature. From
equations (3.1.3) and (3.1.4) above, it can be shown that one of the
eigenvalues 2y and 2z of H is zere if and only if one of the principal
radii of curvature ry and rz is infinite {(see Appendix A.5).

For surfaces expressed in the form 2z = fix,y), the equation:

zrﬂxtxi ?f!H.II ?fjxlxl 2
d¥x dudy

(3.2.1)

is the differential equation characterizing developable surfaces. In the
current notation, this equation is equivalent to the equation:

det|H| = 0 (3.2.2)
Equation (3.2.2) is satisfied at an image point (x.v) if and only 1if at
least one of the eigenvalues of the corresponding H is zero at [(%,¥).
Thus, (3.2.1) is satisfied for all surface points (x,¥) if and only if at
least one of the eigenvalues of H is zero at each image point (x,¥). If
both eigenvalues of H are zero for all image points (x,¥)., then the
corresponding equation z = f{x,y) describes a plane. For convenience,
assume that at least one of A} and Az is nonzero at each image point (x.%).
Thus, a nonplanar surface z = f(x,¥) is developable if and only if it is
sSingly curved.

Let z = f(x.,y¥) be a singly curved surface. Suppose that a point
{x0.,¥0) in the image is known to correspond te a point (po,qo) in gradient
space. Then, the Hessian matrix H at (x,yo) is completely determined.
Indeed, H is given as the matrix product:

cos{a) -sinfa)| (2 © cos(a) sin{a)

H= {3az+3]
sin{a) cosfa)] [0 0f |-sin(a) cos{a)
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where no= JI2 ¢ I,°
Rzcos{a) + Rosinfa)
and tiln[ﬂil - .L‘_
]
As before, I, and I, denote the first partial derivatives of I(x,¥) at

image point (%p,¥o) and R. and Ry denote the first partial derivatives of
R{p,q) at the corresponding gradient point (po.do).

Thus, given any initial image point (xp,¥o) known to correspond to
gradient point (pp,ge), the Hessian matrix of 2z = fix,¥) at (¥0.,¥0) 1s
determined by (3.2.3). The Hessian matrix H so0 determined can then be
used to find the new gradient corresponding te an arbitrary movement
[dx,dy] in the image according to the eguation:

[dp,dg]™ = H [dx,dy]" (3.2.4)

The operations embodied in (3.2.3) and (3.2.4) above can be iterated
to trace out an arbitrary family of curves on the surface. For singly
curved surfaces, one is not confined to tracing out the characteristics of
Horn's original method for obtaining shape from shading information
[Horn 75], [Hornm 77].

This result should not be terribly surprising. The ract that H has
one zero eigenvalue means that there is one direction of movement in the
image which results in no change to surface orientation. The orthogonal
direction o 1is determined by the weetor [I.,1,]. The component of any
movement [dx,dv] perpendicular to [I.,I,] is in the direction of a ruling
on the developable surface 2 = f{x,¥) and thus does not cause a change to
the gradient (p,q). The component of [dx,dy] in the direction [Ix,Iy]
causes a change [dp,dq] te the gradient in the direction o where the “"scale

factor® for that change is given by the value of A.
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The peints in gradient space correspending to points on an arbitrary
Singly curved surface z = fix,¥) are constrained to lie on a one-parameter
curve in gradient space, This is just another manifestation of the
observation that singly curved surfaces possess a complexity midway between
that of a plane surface, where surface points map into a single point in
gradient space, and that of a completely general surface, where surface
points map into a two-parameter region in gradient space.

Figure 3-6 is the image of a right circular cone of base radius b and
height h generated using the reflectance map of figure 2-4. (For this
example, h = 2h.) It can be shown that the points in gradient space
corresponding to points on a right circular cone lie on the one-parameter
curve in gradient space given parametrically hy:

p = tan{t} (3.2.5)

b _1

=2 1 (3.2.6)
h cos{t)

where =nf2 < t < nfZ. The parameter t has a physical interpretation. The
circular cross-section of the cone can be represented, in cylindrical
coordinates, by the function p(#) = 1, where § measures angular position
about the y-axis. If # is chosen so that § = 0 points in the direction of
the viewer, then the paramater t in (3.2.5) and (3.2.6) is this angle §.
Figure 3-7 shows the curve in gradient space determined by the
parameiric equations (3.2.5) and (3.2.6) superimposed on the reflectance
map used to generate the image of figure 3-6. There exists a one-to-one
continuous mapping between any horizontal image intensity profile from
figure 3-6 and the curve in gradient space determined by (3.2.5) and
(3.2.6). Thus, finding the point {po,qo) in gradient space corresponding

to any image intensity point I(xs.¥o) = @ from figure 3-6 simplifies to the
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problem of determining reflectance map values on the curve givenm by (3.2.5)
and (3.2.6) for which R{p,q) = «. If an intensity profile is scanned
Sequentially from left to right then possible multiple solutions can be
resolved by chosing the solution which is "closest®™ to the previous
solution in the direction of increasing t. This follows as a consequence of
the general fact that all 1-1 continuous mappings are monotonic and the
particular observation, for this case, that the mapping is monotonically

nondecreasing.

313 CENERALIZED CONES

The previous section considered the imaging of singly curved surfaces.
This sectiom extends that work to consider a more general class of surfaces
called generalized cones. Generalized cones are doubly curved. The
curvature of a generalized cone, however, conveniently decouples, in amn
object-centered representation of  shape. For appropriate wviewing
conditions, this decoupling carries over to images of generalized cones.
These images can be analyzed "almost® as if the surface were singly curved.
The first result of this section is to demonstrate that, if the cone axis
is parallel te the viewing plane, then images of right generalized cones
with circular cross=section can be analyzed exactly as if the surface were
singly curved. In this case, the additional information required to
account for the second degree of freedom in curvature is not embedded in
the intensity walues present in the image but rather in the object
Silhouette, The more gen2ral case, in which the cone axis makes a nonzero
angle with the wviewing plane, is more difficult to analvze. The same
decoupling of curvature holds but this decoupling is more difficult to

recover im an image. Finally, a few results are givem for the case in
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Figure 3-6 The synthesized image of a right circular cone, with height equal
to twice the base radius and axis parallel to the image plane. The surface

refllectance is lambertian with a single distant light source at gradient
point ps = 0.7 and g = 0.3.
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p = tan(t)
q=b _1
h cos(t]

-nfZ <t € n/f2

Figure 3.7 The one parameter curve in gradient space corresponding to points
on the cone of figure 3-6.
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which the cross-section is allowed to be an arbitrary convex function.

This section 15 important for two reasons. First, it extends the
approach taken 1n the previous section to a broader class of surfaces.
second, it is an initial attempt to comstruct a bridge between methods of
determining surface topography by analyzing the intensity variation across
smooth sections of object surface and methods for determining object shape
by analyzing the ocecluding contours present in an image.

This section is preliminary. The question asked is, "If the object is
a generalized cone, then how does this constrain the intensity wvalues
recorded in an image of the object? The question one really wants to ask
is, "How can the intensity values recorded in an image be used to determine
whether the object is a generalized cone and, if so, to determine its axis
and cross-section function?" At best, the results here correspond to a
method for checking the consistency of hypotheses about surface shape
determined from an analysis of the object silhouette against the actual
intensity values recorded over smooth sections of the object surface.

The concept of a generalized cone has its genesis in the generalized
cylinder representation of [Agin & Binford 73]. There, generalized
cylinders were used as convenient representation scheme for describing
complex shapes. Generalized cones arise in the work of [Marr T7a],
[Marr 77b]. Here, the generalized cone emerges not so much as a convenient
representation scheme but rather as an interpretation that is forced i one
tries to develop a theory of how to infer the shape of objects from their
Silhouettes.

A generolized cone is defined to be the surface swept out by moving a
simple smooth cross-section p(f) along a straight axis A, at the same time

magnifying or contracting it in a smoothly varying way. Let h(A) be the
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axial scaling function where A denotes distance along the A axis. The
angle  between the awxis A and a plane containing & cross-section is
called the eccentricity of the cone. For the present, 1t will be
convenient to add two additional simplifying assumptions. First, assume
that the eccentricity o = =n/2. With this first assumption, the cone is
called a right generolized core., Second, assume that the cross-section is
circular. Without loss of generality, one can further assume that the axis
A passes through the center of the circle. With this second assumption,
the cone is called a right gemerclized cone with circuler cross-section,

[Harr 77a] has defined methods for finding the projection of the axis
A on the image plane of a generalized cone from an analysis of its
pccluding contour. The gl:l-.il.'l here is to provide a complementary study to
interpret the intensity values recorded from the interior smooth sections
of a generalized cone,

Let uws begin with one further simplification. Assume that the axis A
is parallel to the image plane. Since a rotation of object space induces
an egual rotation in gradient space, one can, without loss of generality,
assume that the axis A coincides with the image y-axis. This last
assumption about the viewing direction will allow for the convenient
decoupling of the generalized cone's curvature so that the image analysis
problem becomes equivalent to that of analyzing a singly curved object.
Distance along the axis A is equal to distance along the image y-axis so
that the axial scaling function can be denoted as hi{v). Let the clrcular
cross-section function be denoted by a(#) = 1, where @ = 0 points in the
direction of the viewer. It can be shown that the points in gradient space
corresponding to peoints on such a right generalized cone with circular

cross-section lie in the two-parameter region in gradient space given



R. J. Hoodham 1] Exploiting Additional Constraint

parametrically by:

p = tan{@) (3.3.1)
g = -hity) (3.3.2)
cos(f)

where h'(y) denotes the derivative of h{y) with respect to y and § varies
between -n/2 and n/2.

Figure 3-6 was an example of a right generalized cone with circular
cross-section. A right circular cone of base radius b and height h has

axial scaling function hiy) where:

h'(y) = ~B
1]

In general, (3.3.1) and (3.3.2) define a two parameter region in gradient
space. One of the parameters is § and the other is h'(y). Of course, if
h*{y) is constant, as in figure 3-6, then the surface is singly curved.
The interesting observation, however, is that when the axis A is parallel
to the viewing plane, the value of h'{A) can always be determined directly
from the boundary contour. For a particular value of ¥, the curve in
gradient space generated by (3.3.1) and (3.3.2) is a scaled version of the
curve illustrated in figure 3-7. Differing wvalues of -=h*(¥) introduce a
different scale facter in gq. Thus, finding the point {(po,qo) in gradient
space corresponding to an image intensity point I{xp,.¥o) = o simplifies to
a two step process. First, for the particular wvalue of wp, determine
h'{yo) as the rate of change of object radius with respect to ¥, or
aquivalently as one hall the rate of change of object diameter with respect
to ¥, at the object boundary points along the image profile ¥ = yo. Second,

45 in the case of a singly curved object, scan a horizontal intensity
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profile to determine the caorrect reflectance 'l.l'.!ll.IE. on the curve given by
(3.3.1) and {3.3.2).

Figure 3-8 is @& more general example. Here, the axial scaling
function is a sinusoid while the cross-section function remains circular.
The surface depicted in Tigure 3-8 i.-. doubly curved. Yet, the curvature
decouples so that, from a image analysis point of view, the surface behaves
as if it were singly curved. Figure 3-9 supuri_npﬁsu a collection of these
curves on the reflectance map used to generate figure 3-8. (Note: the
sphere example of Chapter 2.8 is also a right generalized cone with
circular cross-section with an axis A that can always be chosen parallel
to the viewing plane!)

Now consider the case in which the axis A of a right generalized cone
with circular cross-section is not parallel to the viewing plane. Once
again, a rotation of object space induces am egqual rotation in gradient
spaceé 50 that, without loss of generality, assume that the projection of
the cone's axis A on the image plane coincides with the image y-axis. Let
the angle between the A axis and the viewing plane be ¢ (measured so that
positive ¢ implies that the A axis is tilted towards the viewer). In this
situation, distance along the image y-axis 1s simply a foreshortened
version of distance along A. In particular,

¥ = 2 cos{é)
0 that the derivative of the axial scaling functiom hi{a) is given by:

h'ix) = cos{é) h'(y) = cos{¢) TaLe of change of image diameter
z

Mow, tilting object space an angle ¢ about the x-axis takes gradient point

{p,q) onte gradient point (p,"',q') whera:
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Figure 3-8 The synthesized image of a right generalized cone with circular

cross-section and axis A parallel to the image plane. The axial scaling

function h{y) is a sinusoid. The surface reflectance is lambertian with a
single distant light source at gradient point ps = 0.7 and Qs = 0.3.
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Figure 3-9 The region in gradient space correspending to points on the right
generalized cone of figure 3-8, plotted as a family of curves. Note that
the region in gradient space lies below the curve determined by the minimum
value of h'(y) and above the curve determined by the maximum value of
h*'(¥).
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p' = P
cos(d) + q sin(g)

g = - sin(¢) - q cos(d)
cosig) + q sin{d)

The points in gradient space corresponding to points on a right generalized
cone with circular cross-section lie in the two-parameter region 1in

gradient space given parametrically by:

p = sin({f) (3.3.3)
cos(¢)[cos(@) - sin{d)h'(¥)]

q = -tan{$) + =h’(¥) (3.3.4)
cos{¢)lcos(f) - sin{d)h'(¥)]

where h'(y) denotes the derivative of h{y) with respect to vy and
=nf2 = @ < nf2. For a particular value of y, the points corresponding to a
cross-section on a right generalized cone with circular cross-section again
lie on a one-parameter curve in gradient space. If ¢ is known, then one
can proceed as before, with only a slight complication im the mathematical
expressions required. In general, however, the value of ¢ is unknown.
This leads to two difficulties. H.r'st. without knowing &, the curve in
gradient space generated by (3.3.3) and (3.3.4) cannot be determined.
decond, without knowing &, the intensity prufil_e in the image corresponding
to this curve cannot be determined.

Consider a fixed wvalue of ¥ = wp. Let (x .vo) denote the "left"®
boundary point and (xp.yo) dencte the ®"right™ boundary point determined by
the intersection of the line ¥ = ygp with the image silhouette. By the way
the image axes have been aligned with respect to the come, it must be the
case that x = -x5. Now, the image intensity profile corresponding to the

curve generated by (3.3.3) and (3.3.4) lies on the ellipse centered at
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(0,%a) with major axis xg, parallel to the image X-axXis, and minor axis
l*r sin{é)|, parallel to the image vy-axis. If ¢ = 0 (i.es., the cone is
tilted toward the wviewer), then the correct profile corresponds to the
lower hall of the ellipse. If ¢ = 0 {i.e., the cone is tilted away from
the viewar), then the correct profile corresponds to the upper hall of the
ellipse.

Thus, for any hypothesized value of &, it is possible to determine a
family of profiles in image space and the corresponding family of curves in
gradient space. The gradient corresponding to each image point can then be
determined once again as ir the surface were singly curved. The gradients
50 determined can be integrated to determine a range profile across each
image profila. These range profiles can be analyzed to see how well they
correspond to a circular cross-section, tilted by an angle &. In this way,
an analysis of image intensity cin be used to verify the choice of $. A
"best Tit" ¢ can be determined in much the same fashion as the best-Fit
image Hessian was [(ound in Chapter 3.1 above. That is, one can find the
value of ¢ which is most consistent with the hypothesis that the image
corresponds to a right generalized cone with circular cross-section.

Finally, consider the case for which the cross-section is allowed to
be an arbitrary smooth convex function. This result to be established here
iz essentially a nmnegative one. Although the curvatwre of a right
generalized cone decouples in its object-centered representation, the
assumption of amn arbitrary convex cross-section function mo longer permits
that decoupling to be determined from an analysis of the object silhouette.
Roughly speaking, it becomes impossible to resolve the trade-off between
axis tilt amd cross-section shape. This, in turn, does not allow for the

simplification in image analysis that is achieved whenm the cross=section
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function is known a priori.

Let the cross-section function be given, in c¥lindrical coordinates,
by r = p(f). To avoid unecessary complication, this discussion will be
restricted to the case in which the cone's axis A is parallel to the
viewing plane. Once again, let the smoothly varying axial scaling function
be h{A}. It can be shown that the points in gradient space corresponding
to points on such a right generalized cone lie in the two-parameter region

in gradient space given parametrically by:

p = ol8)sin{8) - p'(f)cos(f) (3.3.5)
plf)cos(@) + p'(#)sin(f)

= -h'(x) pi8) (3.3.6)
plf)cos(B) + p"(#)sin(d)

=]
r

where h'(A) denotes the derivative of h{x} with respect to A and p'(#)
denotes the derivative of p(#) with respect to §.

(3.3.5) and (3.3.6) define the two-parameter region in gradient space
in the parameters # and h'(3). The decoupling between these two
object-centered parameters remains. For a fixed value of h*'(x), (3.3.5)
and {3.3.6) determine a one-dimensional curve in gradient space. Differing
values of h'(x) again simply scale this curve in q. Unfortunately, for an
arbitrary convex cross-section Ffunction p(#), it is not possible to
conveniently discover this decoupling from the image silhouette. It is no
longer necessarily true that the "laft® occluding contour corresponds to
# = -n/2 and the *"right" occluding contour corresponds to & = w/2. Thus,
even for the case in which A lies parallel to the viewing plane, h'(x) can

no longer be determined directly from the silhouette,
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If the left occluding contour corresponds to the wvalue #p (where
- < i < 0) and the right occluding contour corresponds to the wvalue #g

(where 0 < g < n). Then, h'{2) is given by:

h'{a) = rate of change of object diameter
[sin{-8.) + sin{fa)]

The information required to determine h°(x) is still contained in the
silhouette but it can be used only if the values §_ and fg are known. The

values of & and #z, in turn, depend on p(8).

34 PHOTOMETRIC STEREO

This section develops a useful alternative to the previous methods for
determining the surface orientation corresponding to a given image point.
The equation Iix,¥) = R{p,qg) is one equatieon in the two unknowns p and gq.
The theoretical machinery developed in this. report has been oriented
towards seeking ways to exploit additional curvature constraint in order to
solve this wunderdetermined equation. Another idea is to get more
equations.

Traditional stereo technigques determine range by relating two images
of an object viewed from different directions. If the correspondence
between picture elements is known, then distance to the object can be
calculated by triangulation. Unfortunately, it is difficult to determine
this correspondence. The idea of photometric stereo is to wvary the
direction of the incident illumination between successive wviews while
halding the wviewing direction constant. This provides enough information
to determine surface orientation at each picture element, as will now be

ahown .
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Suppose two images [y(x,¥) and Iz2(x,¥) are obtained by wvarying the
direction of incident illumination. Since there has been no change in the
imaging geomatry, each picture element {x,¥) in the two images corresponds
Lo the same object point and hence to the same gradient {p,q). The effect
of wvarying the direction of incident illumination 1s to change the
reflectance map R(p,q) that characterizes the imaging situation.

Let the reflectance maps corresponding to I,(x,y) and Iz(x,¥) be

Ri(p.,q) and Rzip,q) respectively. There are now two independent equations

in the two unknowns p and q:

Rilp.q)

Li(x,¥)
(3.4.1)

Iz{x,¥) = Rz(p.q)

These two nonlinear equations will have at most a finite number of
solutions.

Two reflectance maps are required. But, further simplification is
obtained if the phase angle g is the same in each view. Constant phase
angle g is achieved when the illumination is rotated about the viewing
direction. In this case, the two reflectance maps are rotations of each
other. Suppose two didentical distant point sources are located
respectively at gradient {p;,q1) and ({pz,qz), with corresponding
reflectance maps Ry{p,q) and RBz(p,q), so that

S TR TEEE IR P LI P
Let § be the angle of rotation that takes (p;,q) to {pz,qz). Then,

H?[qu} = RI{F"-‘I']

where p' cos{f) -sin{@)| |p

q sinid) cos{(8)] |qg
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For example, if # = %0%, then the two equations (3.4.1) become:
Li(x.¥) = Ri(p.q)
lz(x,¥) = Ri(-q.p)

There are three ways to proceeed. If image point (x,¥) is known to
correspond to the gradient point (p,q) and if [Rja,Riq] and [Rze,Rzq] are
linearly independent, then the image Hessian matrix H is uniquely
determined as:

Iie Tze| |Rin Rzp| -!

H = (3.4.2)
Iiy Izv) |Riaq Rzq

{Here, the first subscript identifies the image and the second subscript

denotes partial differentiation.) One possibility is to start at an image

point (xo,va) known te correspond to gradient point (po,qo) and expand a

complete solution over a section of smooth surface using the equation
[dp,dq]" = H [dx,dy]"

At each step, (3.4.2) determines H completely. Thus, the direction of

movement [dx,dy] can be freely chosen.

A second possibility is to explicitly determine the finite number of
solutions to (3.4.1). For the special case of the material of the maria of
the moon, equations (3.4.1) are linear in p and q. In this case, (3.4.1)
determine a unigue surface orientation at each image point, provided the
directions of incident illumination are nmot collinear. In general, more
than one solution is possible. These solutions, however, are typically
widely spaced in gradient space. They provide ideal input for the
relaxation algorithm presented in Chapter Z. The application of simple
curvature assumptions, such as convexity or concavity, can be used to

quickly nail down a umigue surface interpretation.
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A third pessiblility is to wuse additional 1light sources to
overdetermine the solution. Suppose the object is viewed a third time with
the light source placed at gradient point (p3,ga). Call the corresponding

reflectance map Ra(p,q). A third image I3(x,y) is obtained which satisfies

the equation:

Iaix,¥} = Ra(p,q)

The set of equations: .
Li(=,¥) = Ri{p.q)
Iz({=,¥) = Rz{p.q)

Ra(p.q)

is mow overdetermined, and, barring degeneracy, will have a unigue

I3(x,¥)

golution.

The images required for photometric stereo cam be obtained by
explicitly moving a single light source, by using multiple light sources
calibrated with respect to each other or by rotating the object surface and
imaging hardware together to simulate the effect of moving a single light
source. The equivalent of photometric stereo can also be achieved in a
single wview by using multiple illuminations which can be separated by
colar.

Photometric stereo is fast. It has been developed as a practical
scheme for environments in which the nature and position of the incident
illumination is known or can be controlled. Initial computation 1is
required to determine the reflectance map for a particular experimental
situation. Once calibrated, however, photometric sterec can be reduced to

'simple table lookup and/or search operations.
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Photometric stereo can be used in two ways. Fiﬁst, photometric stereo
iz a general technigque for determining surface orientation at each image
point. For a given image point (x,¥), the equations characterizing each
image can be combined to determine the corresponding gradient (p,q).

Second, photometric stereo is a general technique for determining
object points that have a particular surface orientation. This use of
photometric stereo corresponds to interpreting the basic image-forming
equation I(x,¥) = R{p,q) a5 one equation in the unknowns x and y. For a
given gradient (p,q), the equations characterizing each image can be
combined to determine corresponding object points (x,¥).

This latter use of photometric stereo is appropriate for the so called
industrial bin-of-parts problem. The location in an image of "key® object
points is often sufficient to determine the position and orientation ef a
known object tossed onto a table or conveyor belt.

A particularly useful special case concerns object points whose
surface normal directly faces the viewer (i.e. object points with p = 0 and
q = 0). Such points form a unique class of image points whose intensity
value is invariant under rotation of the incident illumination about the
viewing direction. Object points with surface normal directly facing the
viewer can be located without explicitly determining the reflectance map
R{p,q). Whatever the mature of the function R{p,q), the value of R(0,0} is
not changed by varying the direction of incident illumination, provided
only that the phase angle g is held constant.

These applications of photometric stereo are illustrated using the

simple, synthesized sphere example of Chapter 2.8.
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3.4.1 DETERMINING THE SURFACE ORIENTATION AT AN OBJECT POINT

Suppose three images Ip(s,v), Iz(x,v) and Iz(x,¥) are taken under a
Fixed object surface viewer geometry but with a varying light source
position. Suppose the corresponding reflectance maps are Ry (p,g), Rz{p,q)
and R3(p,q). Choose a particular image ﬂﬂlﬁt {%0,¥s) and suppose that the
intensities at (=op,¥s) in the three images are given by Li(xo.¥o) = a,
Iz(¥,¥o) = a2 and Ia(¥p,.yo) = w3. One plots, in gradient space, the three
contours Ri(p,q) = oy, Rz(p,q) = oz and Ra(p,q) = o3. Any gradient point
{(p,g) lying on all three contours is a possible gradient corresponding to
the image point (¥o,¥a). If there is only one such (p,q), then this (p,q)
uniguely determines the local surface orientation at the object points
corresponding to the given image point [xs,ve).

Figure 3=10 illustrates. The three images are obtained by varving the
position of the light source. Let the first be p; = 0.7 and q; = 0.3, as
in Chapter 2.8. Let the second and third cerrespond to rotations of the
light source about the viewing direction of -120° and +120° respectively
(i.e., pz = -0.610, gz = 0.456 and py = -0.090, g3 = -0.756). The phase
angle g is constant in each case. Consider image point x = 15, v = 20.
Here, Ti(x,y) = 0.942, Iz(x,¥) = 0.723 and Ia(x,¥) = 0.505. Figure 3-10
shows the reflectance map contours Ry(p,q) = 0.942, Rz(p.q) = 0.723 and
Fzi{p,q) = 0.505. The point p=0.275, q = 0.367 at which these threa
contours intersect determines the gradient corresponding to image point

®x = 15, yv= 20.
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A
[+
Rpip.q) = 0.723 .

Eilp-q‘.l = 0.942

Ry(p,q) = 0.505

{F‘BJ IIIH.'I K

Figure 3-10 Determining the surface
{%,v). Three superimposed reflectan

orientation at a given 1image point
cé map contours are intersected where

each contour corresponds to an intensity value at (x,y) obtained from three
separate images, taken under the same imaging gecmetry but with different

light source position.
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3.4.2 DETERMINING OBJECT POINTS WITH CIVEN ELIRF.l.;{:E ORIENTATION
suppose three images I)(x,¥), Iz(x,¥) and Iz(x,v¥) are taken under a
fixed object surface viewer geometry but with a wvarying light source
position. Suppose the corresponding reflectance maps are Rjip.q), Rz{p.q)
and Rzi{p,q). Choose a particular gradient point (ps.go) and suppose that
the reflectance wvalues at (po,qo) in the threes reflectance maps are given
by Falpo.go) = ay, Rz(pp,qo0) = o2 and Ra(po.go) = a3. One plots, in image
space, the three contours Ij(x,¥) = oy, Iz(x,¥) = az and Ia(x,¥) = oz.
There may be zero, a finite number or an infinite number of image points
{x,¥) lying on all three contours. If there is mo such (x,¥), then there
is no object point in view with surface orientation given by the gradient
{po,q0). If there are a finite number of such (x,¥), then, barring
degeneracy, each (x,¥) corresponds to an object point with local surface
orientation given by the gradient (po,go). If the surface is not doubly
curved, then the set of such (x,¥) may be infinite (i.e., the surface may
have surface orientation given by gradient (po.go) over a curve or region
in the image].

Figure 3-11 illustrates. Consider gradient point p= 0.5, q = 0.5.
Here, Ri{p,g) = 0.974, FRz(p,q) = 0.600 and Ra(p,q) = 0.375. Figure 3-11
shows the image  contours @ Ij(x,¥) = 0.974, Iz(x,¥) = 0.600 and
Izx,v) = 0.375. The point % = 24.5, v = 24.5 at which these three contours
intersect determines an object point whose gradient is p = 0.5, g = 0.5,

Figure 3<12 shows how to wuse this technique to determine a
pseudo-origin {(i.e., an image peint corresponding to an object point with
gradient p =0 and g = 0). Here, Ry{p,q) = Bz(p,q) = Ralp.q) = 0.796.
Ohject points with surlace normal directly facing the viewer form a unique

class of points whose image intensity is invariant for rotations of the
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light source about the viewing direction. The point x = 0, ¥ = 0 at which
these three contours intersect determines an object point with surface
normal directly Tacing the viewer. This result holds even il the form of

Rip,gq) is unknown.

3.4.3 USING PHOTOMETRIC STEREO

With any stereo technique, there is some trade-off to acknowledge. In
photometric stereo, choosing a large phase angle g allows one to achieve a
better "conditioning®™ of the gradient contours that sust be intersected
from sach image. At the same time, a largs phase tn;l; g puts more of
gradient space into the shadow region of one or more of the sowrces. In
the example below, a four-source scheme is considered. Each source is a
90° rotation Trom its two neighbors with the first source again positioned
at ps = 0.7, g5 = 0.3. With thizs configuration, all object points withimn
61.7" wview angle are illuminated by at least three independent sources.
Further, assuming lambertian reflectance, contours in sections of gradient
space illuminated by only two independent sources intersect wuniguely. With
this four-source scheme, photometric stereo uniguely determines the
gradient corresponding to an arbitrary image point.

Figure 3-13 illustrates this lour-source scheme applied to the sample
sphere of Chapter 2.8, Here, all gradient points corresponding to sampled
image points have been pinned down exactly. Figure 3-14 superimposes on
figure 3-13 the light source positions and corresponding shadow-lines.
These shadow-lines divide gradient space into nine regions, each

illuminated by a different combination of the four Sources.
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[E[I.}Fi = 0.600

Ij(xey) = 0.974

I3(x,y) = 0.375

Figure 3-11 Determining image points whose surface normal is given by the
gradient {(p.,q). Three superimposed image intensity contours are
intersected where each contour corresponds to the value at (p,q) obtained
from three separate reflectance maps. Each reflectance map characterizes
the same imaging geometry but corresponds to a different 1light source
position.
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IEIHJ}"]‘ = 0.796 Iitﬂif] = 0.796

Ia(lrr] = 0.796

Figure 3-12 Determining image points whese surface normal directly faces the
viewsr. Three superimposed image intensity contours are intersected where
sach contour corresponds to the value at (0,0) obtained from three separate
reflectance maps. Each reflectance map characterizes the same imaging
geometry but corresponds to a different light source position.
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Figure 3-13 Applying photometric sterec to four synthesized images of a
sphere. The surface reflectance is assumed to be lambertian. The points
mark the gradients determined at each sampled image point. (Compare this
figure with the single image result of Figure Z-10.)
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Figure 3-14 Superimposing the light source and corresponding shadow-line
positions used to determine figure 3-13. This four source configuration
divides gradient space into nine regions. The numbers in each region
indicate which sources can not illuminate that region.
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O course, photometric stereo works well on synthesized examples.
What difficulties might one expect in practice? Nonuniformities in imaging
hardware, surface photometry and incident illumination, due, for example,
to mutual illumination, will all lead to inaccuracies. One can gain some
imsight into how such inaccuracies will affect photometric stereo.
Figure 3-15 plots the reflectance map contours associated with a two source
lambertian Ennﬁgur‘atiﬂn (spaced 0.1 units apart) when the light sources
are separated by 90°. Each region of Figure 3-15 corresponds to a region
of equal measurement error. The configuration depicted in filgure 3-15 is
quite tolerant of errors for image points whose corresponding gradient lies
in the third gquadrant of gradient space. On the other hand, slight errors
in the measurement of intensity for image points whose gradient lies in the
first or second quadrant can lead to substantial errors in the solution
determined for that gradient. Figure 3-16 repeats figure 3-15 but for the
case when the light sources are separated by 180°. Here, reasonable
accuracy is achieved in the second and fourth guadrants.

This analysis is purposely quite qualitative. In a&ny numerical
solution to an overdetermined problem, which is subject te measurement
error, one cannot expect to achieve an exact solution. Figure 3-15 and
figure 3-16 give some indication about about how one might select which
image combinations to believe and which to hold suspect. In practice, the
properties of the particular reflectance map must also be taken into

account.
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Figure 3.15 Error regions for two superimposed reflectance maps
corresponding to lambertian surfaces illuminated by separate sources
rotated about the viewing direction 90° froa each other (g = 37.3%). Each
region indicates how an error in intensity measurement determines a
corresponding error in the estimation of surface orientation.



R. J. Woodham 110 Exploiting Additional Constraint

3

Figure 3-16 Error regions for two superimposed reflectance maps
corresponding to lambertian surfaces illuminated by separate sources
rotated about the viewing direction 180° from each other (g = 37.3"). Each
region indicates how an errer in intensity mseasurement determines a
corresponding error in the estimation of surface orientation.
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4. TWO CASTING APPLICATIONS

in order to understand the inspection requirements of the casting industry,
it is wital to obtain actual exposure to realistic foundry environments.
In the course of this work, two foundries were visited that represent tTwo
gxtremes of the metal castings industry. The first was an experimantal
foundry for the development of precision, investment-cast turbine blades
and vanes for aircraft jet engines, The second was a large, batch-oriented
green sand mold production foundry.

In this chapter, an attempt is made to outline inspection requirements
representative of the metal casting industry. This serves both as a
general intreduction to casting inspection and as a motivation for the

particular inspection tasks addressed in subsequent chapters.

4.1 PRECISION INVESTMENT CASTING

Investment casting is the most sophisticated casting process used
commercially. It permits the reproduction of finer detail, greater
dimensional accuracy, and smoother finished surfaces than can be obtained
by any other casting preocess. It permits mass productien of complex shapes
that are difficult or impossible to produce by conventional casting
processes or by machining. Castings can be produced that require little or
no finishing for completion, thus minimizing the importance of selecting
gasy-to-machine metals.

Investment casting allows close control of grain size, grain
orientation and other solidification conditions which results in close
control of mechanical properties. The process is adaptable to almost any
metal that can be melted and poured. It is also adaptable tn. the melting

and casting of alloys that must be poured in a vacuum or under the



E. J. Woodham 112 Two Casting Applications

protection of an inert atmosphere.

4.1.1 ONE PART IN THE MAKING

The first class of parts to be discussed is that of turbine blades and
vanes for aircraft jet engines. Early turbine airfoils were forged. MNow,
however, forging has been replaced by investment casting. The reasons for
this switch are twofold:

] A gas turbine becomes more efficient as its operating

- temperature is raised. Alloy development for superior

high-temperature performance made forging impractical.

[ Sophisticated air cooling schemes have been developed

to permit operation at evem higher temperatures. The

internal passageways necessary for cooling can be
produced only by casting.

The particular turbine blades and vanes studied here are made of a
special high temperature nickel-base alloy wusing a precision shell
investment casting process. The initial tooling cost for this type of
casting is substantial. Consequently, in this environment, one typically
deals with relatively few part types produced at a relatively high volume
or, as is the case here, with a part type for which there is no alternative
manufacturing process avallable.

Casting is basically the process of pouring molten metal into a mold,
letting the metal solidify and then separating the part from the mold. 1In
certain casting processes, such as die casting, the mold can be used again.
In other casting processes, such as green sand mold casting, the mold is
destroyed during part removal. Part. reproducibility is maintained in the

pattern used to produce the mold.
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In investment casting, both the pattern and the mold are destroyed for
each part made. In this case, part reproducibility is maintained in the
accurately machined metal dies used to produce each pattern. Investment
casting employs a ceranic mold. The mold is produced by surrounding an
expendable pattern, made of wax or plastic, with a refractory slurry.
After the mold has set, the pattern is melted or burned out, creating the
mold cavity. Finally, the mold is kKiln hardened.

In this particular application, the inside of each turbine airfell is
hollowed out in an elaborate pattern. This pattern produces the internal
passageways used for air cooling. To cast thess passageways, a core
{i.e., a negative image of the volume to be hollowed owt) is itself
produced out of a silica material. This core is fixed in the wax pattern
by inserting it between the die halves prior to the injection of the
pattern wax. Thus, after the wax has been burned away from the ceramic
mold, the core becomes part of the meld.

Let us consider more detail. The ceramic shell mold is prepared by
alternately dipping the pattern assembly (pattern and core) into slurries
of ceramic powders suspended in a liquid, draining the excess, stuccoing
the wetted surface with a Jdry relractory grain and drying the resultant
coating. This process is repeated until the desired mold thickmess is
achieved, generally 14" to 1/2%. The initial coating employs a slurry
that is made up of particles finaiy ground to provide the desired surface
smoothness, Subsequent coatings contain increasingly coarser refractory
grains.

The mold is dried after each dipping operation to allow bonding of its
individual layers. MHoisture removal is regulated by control of wet and dry

bulb temperatures, air flow and time. The coapleted mold is allowed to dry
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for a minisum of 24 hours. When the mold has dried out, the wax is burned
out leaving the silica core suspended in the mold cavity. Final curing of
the mold is achieved by kiln hardening.

Host high-temperature superalloys are melted using a vacuum-induction
furnace. Vacuum melting reduces the amount of dissolved gases in the
metal, It also prevents cnnt.a.-ninntiu;i of the metal by the gaseous elements
present in normal air atmospheres and actually helps purify the metal
through volatilization of existing 1mpuritias._ Vacuum melting reduces the
number of resulting inclusions in the casting and thus improves the
mechanical properties of the metal.

The molds are readied in a preheat furnace and then moved to the mold
locker chamber. After this chamber has been evacuated, the interlock
between it and the main furnace chamber is opened and the mold is moved
inte pouring position. When the specified pouring temperature has been
reached, the metal is poured into the mold at a controlled rate. The mold
is then withdrawn back into the mold locker chamber and the interleock
closed. The mold chamber is then opened to allow removal of the filled
mold.

After solidification, the ceramic mold material is broken away and the
casting 1is cleaned by sand blasting. A first wispal inspection is
performed to catch obvious defects, such as those caused by a crack in the
mold. After this inspection, the casting is immersed in a strong caustic
solution to eat away the silica core material still embedded in the
casting.

Each casting then undergoes exhaustive inspection. In an application
as critical as the production of components for aircraft Jjet engines, part

integrity is of paramount importance. In the United States, castings for
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dircraft engines are 100X inspected {(i.e., each casting undergoes each
inspection operation). The inspection operations performed are summarized
below:

[ ] A coordinate gauging machine is used to werify the
outer dimensions of the casting.

= Ultrasonic transducers are applied to selected points
on the casting to verify the inner dimensions of the
casting. In this case, it is to verify that the core
was positioned correctly.

[} The casting is X-rayed from sultiple views and the
resulting images are checked for indicatiomns of
inclusions and other internal defects.

[ ] Flourescent penetrant inspection is performed om all
visible surfaces of the casting to check for surface
cracks, tears, porosity and inclusions.

| The casting is acid-etching to verify grain structure.

] Frassure/leak testing is performed on the internal
passageways of the casting to wverify that none are
blocked due to residual core material or due to eXcess
metal resulting from collapsed core material.

Detailed guality standards are used for each of the above inspection
operations. The basic format of these guality standards is to divide the
casting inte areas, each of which is judged by a portion of the standard
written specifically for it. Important considerations intludn the absolute
size of each imperfectionm, the total number of imperfections and the
relative spacing betwsen imperfections. This division of the castimg into

areas is based uwpon the actual service requirements of the various
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subsections of the casting. Critical areas subject to high stress, Tor
example, are inspected to tighter criteria than are areas subject to lesser
degrees of stress.

It is important to realize that these quality standards cannot be
implemented by simple detection devices. Detection devices help delineate
imperfections. But, the mere presence of imperfections does not lead to a
PASE/FAIL decision. Rather, imperfections must be interpreted in the
context of the part as a whole. The ability to automate existing industry
standards ultimately requires the ability te relate the imperfections

detected to a higher-level representation of the object shape.

4.2 GREEN SAND MOLD CASTING

Green sand molding is the most wversatile and inexpensive casting
process commercially available. Typical green sand mold foundries are
hatch-qriented; producing many different castings at low to medium
production volumes. At the particular foundry visited, approximately 40%
of the castings produced were to meet the internal manufacturing demands of
the parent company. The remaining 60% were cast on a contract basis for
outside customers. The foundry maintains a library in excess of 100,000
patterns, any one of which can be scheduled for production. Orders range
from fewer than 10 parts to as many as 250,000,

In preparing a casting for production, extensive inspection and
destructive test facilities are available to eliminate systematic design
flaws. In each application, however, there is an inevitable trade-offl
reached between design cost and production cost. A decision must be made
as to whether the production quantity invelved warrants further effort to

modify the casting design. [In a batch-criented foundry, many of the
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process variables, such as alloy composition, pouring temperature and sand
composition, must be considered fixed since they cannot be modified from
part to part. Thus, the most economical compromise often telerates a high
rejection rate during production. The rejection rates for castings
produced at the foundry visited typically wvary between 6% and 30X,
depending principally on the size, shape and complexity of the part.

Green sand mold casting has the advantage that all the materials
regquired can be recycled. The pattern is reusable. The sand used to make
the mold is reusable. Should the casting be defective, the metal is also
reusable. Thus, a high rate of rejection is nmot that expensive. The cost
of manufacturing a defective part is the cost of the energy required to
melt the metal and the cost in time and labor associated with the loss of
production capacity.

The principal goal of inspection 1s to find defective castings before
investing expensive machining operations on a bad part. Approximately B5%
to 90% of the casting defects are sufficiently gross in nature that they
are sasily found by unskilled inspectors immediately Tollowing mold removal
and cleaning. These human inspectors perform a cursory examination of each
casting as it comas out of the sandblast machines. Ones that pass this
first wisual inspectiom are sorted into appropriate bins. The remaining
ones are cataloged by an inspection foreman and then recycled to the
melting furnace.

A second level of wisual inspection 45 achieved by making 1t
profitable for in-house machinists to find defective castings. Hachinists
are employed to smooth away residual traces of gating and other minor
surface imperfections from the castings., These machinists are paid on a

piecework basis. They are paid for each piece the¥ grind and for each
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piece they find to be defective. Thus, a few seconds of wisual inspection
can earn as much as several minutes of grinding. In fact, one of the major
problems the foundry has is that a few unnoticed swings with a hammer can
make a machinist as much money as a half an hour of "regular” work.

Castings that leave the foundry have a reasonable chance of being free
of defects on all visible surfaces. MNo inspection, however, is provided to
verify the internal integrity of the part. Such castings are not produced
on & “guaranteed" basis. Defects are often found during subseguent
machining operations. A potential disagreement between a foundry and its
customers centers around the cost of machining defective parts. Tha
foundry does not pay for machining operations performed after a part has
left the foundry. The customer, however, will often argue timt the foundry
should absorb these machining costs since, after all, the part was
defactive,

Before presenting the second class of parts discussed, it will be
useful to give a short introduction to the green sand mold casting process.
Sand, combined with a suitable binder, is packed rigidly about a pattern,
S0 that when the pattern is removed, a cavity corresponding to the shape of
Lthe pattern remains. Molten metal poured into this cavity and solidified
develops a cast replica of the pattern. The sand that forms the mold
cavity can be readily broken away for subsequent removal of the casting.

The materials wused for pattern making differ greatly in their
characteristics and therefore in the applications to which they are best
suited. Patterns can be made of wood, metal or other suitable materials,
such as wax, polystyrene or epoxy resin. The decision as to what material
to use depends on the stage of development of the design of the casting,

the expected production quantity, the disensional accuracy required, the
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size and shape of casting and the molding process to be employed.

Gresan Sand molding is the most widely used of all sand molding
processas., A green sand mold is made of sand, clay, water and other
materials. "Green®™ means that the sand mixture remains moist. Green sand
molds are not oven dried or otherwise hardened. The mold is used directly
without further conditioning.

The problems associated with green sand mold casting fall into roughly
two categories: Lhose associated with metal=-to-mold interactions and those
associated with pouring and feeding the molten metal. Defects during
production runs are minimized by careful control of sand properties, metal
handling and pouring rates. Table 4-=1, taken from [ASH 70], illustrates
t¥pical casting defects that result when sand properties are above or below

specified limits. The foundry visited maintains an extensive laboratory

for the testing and control of sand properties.
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Casting Defects That Result When Sand Properties
Are Above or Below Specified Limits
sand Property Casting Defects
dand Property Above Limit
Moisture content ....... Blows, scabs, cuts, rough finish, hot tears,
porosity, rattails, dirt, high hot strength
(difficult shakeout), oxide inclusions,
dimensional inaccuracy

Permeability ........... Poor finish, pinholes, veining, Sticky sand,
misruns in thin sections

Green strength ......... Rough finish, difficult shakeout

Green delormation ...... Scabs

Mold hardness .......... Blows, scabs, hot tears, difficult shakeout

Dry strength ........... Hot tears, pinholes, difficult shakeout

Hot strength ........... Hot cracks, difficult shakeout

Hot deformation ........ Dimensional inaccuracy

Combustibles content ... Blows, pinholes

Sand Property Below Limit

Moisture content ....... Drops, cuts, peor finish, dirt, broken mold
edges

Permeability ........... Blows, penetration of metal into mold,
shakeout, scabs

Green stremgth ......... Drops, scabs, cuts and washes, pinholes,

dirt; veining, stickiness, dimensional
inaceuracy, shrinks

Green deformation ...... Drops, cuts, dirt

Mold hardness .......... Drops, cuts, rough finish, penetration of
mpital inte mold

Dry strength ........... Cuts, dirt

Hot strength ........... Cuts, poor finish, penetration of metal into
ma Ld

Hot deformation ........ Scabs, rattails, dirt, veining

Combustibles content ... Poor finish, veining, inaccuracy, burn-on,

cuts, rattails
TABLE 4-1]

Metal handling and pouring, on the other hand, is more difficult to
control. All operations are manual. Another recurring problem in the
foundry is that metal handlers, also paid on a piecework basis, will try to

squeeze more mold fills out of each bucket of molten metal than production

standards call for.
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Green sand mold casting is not used to produce parts whose mechanical
properties are of prime concern. The internal integrity of such a casting
is difficult to control. On the other hand, green sand mold casting is an
ecconomical wa¥ to produce a part, out of metal, with desired geometric
properties. Defects are principally surface properties which effect these
geometric properties, either functionally or aesthetically. Internal
defects discovered by later machining are a mild embarrassment to the
foundry but must be tolerated because there is no economical way to check
for them.

Most of the defects listed in Table 4-1 manifest themselves as surface
properties that could not have been the result of a legitimate casting
operation., Automatic inspection in a batch-oriented Toundry would require
a system that could detect these surface properties independent of the

particular part being viewed.

4.2.1 A SECOND PART IN THE MAKING

The particular part to be discussed is a small shuttle eye
(i.e., thread guide) used in textile looms. It i= one of about 50
different shuttle eyes produced. Some differ slightly in part geometry.
Others differ slightly in part dimensions. It is made of gray iron and
measures approximately 5 cm by 2.5 cm by 2.5 cm. The size is worth
mentioning because this particular casting has a property shared by many
green sand mold castings. That is, if one were only interested in making
this particular casting, one would net choose &8 green sand mold process.
It iz a small part of relatively complex shape. These two factors combine
to make green sand molding particularly difficult. It is difficult to

achieve mold stability for a part with such small, thin sections. It is
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difficult to pour the molten metal so0 that each mold section is filled
uniformly. Rejection rates for the shuttle eve are in excess of 30¥X. If
there were only interest in making this particular part, it would probably
be die cast. However, when there is already a green sand mold facility
available, a high rejection rate can be tolerated,

Of those rejected, approximately 50% are due to a cold shut defect at
the boundary between the two major sections of the casting. A cold shut
defect occurs when two streams of molten metal meet in the mold cavity and
the temperature differential betwaen them prevents the two streams from
welding together properly. It appears as a lapping or layering on the
surface of the casting. Figure 4-1 shows a shuttle eyve with a cold shut
defect.

Approxvimately 25% of the rejects are due to pinhole defects. Pinholes
are small cavities on the surface of the casting caused by bubbles of
entrapped gas which reach the surface during solidification. Pinholes can
occur anywhere on  the surface of the casting although they are
predominantly found on upward surfaces of the larger sections of the
casting. Figure 4-2 shows a shuttle eye with a pinhole defect.

Cold shuts and pinholes are the two most serious defects associated
with this particular family of parts. The cold shut of figure 4-1 implies
& potential mechanical weakness betwean the two sections of the casting.
But the major reason for rejection due to either a cold shut or pinhole
defect is aesthetic. The surface of the casting seen in figure 4-1 and
Mgure 4-2 is to be used "as cast.™ No further machining is called for.
Thus, those surfaces must "look right" whether or not any imperfection

would actually effect the functional performance of the part.
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Figure 4-1 Image of a shuttle eye with a cold shut defect at the interface
of the two major sections of the casting.
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Figure 4-2 Image of a shuttle eye with a pinhole defect.
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No other single kind of defect accounts for mere than 10% of the
rejection rate. The two most predominant remaining defects are misruns
{i.e., incomplete filling of sections of the mold cavity) and dirt blowouts
{i.e., loose sand in the mold cavity, which, because of its wetness,
explodes on contact with the molten metal). MNisruns are more difficult to
detect because, in order to decide that a particular section of the mold
cavity has not filled completely, it is necessary to have some knowledge of
what the part cught te have looked like. Dirt blowouts, on the other hand,
are always gquite obvious since the "explosion® of wet sand tears up a large
portion of the part. A more complete catalog of typical defects in metal

castings is presented in Appendix B.
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43 AN ASIDE: THE FOUNDRY AS WORK ENFIR(}HHENT

Unless one has worked in a foundry, it is impossible truly to
appreciate what a hostile environment it is. There are the obvious
physical demands and dangers. There are also more subtle hazards., The
following quote is taken from a chapter on sand malding in [ASH 707:

“Silica dust from foundry operations con produce
silicosis Of there is sufficient exposure. in terms of Lime
and corcentroetion, to free crystollime silice dust of
particle size below five micrens. Two to twenty pears
faverage 10 pears) ore required to produce @ case of
silicosis when dust conceptrations greatly exceed the
maxtmal allowagble. .,

...The oil no-boke binders for sond molds consist of
three parts: a modified [inseed oil, o metallic drier, and
an aromolic isocyomncte, Sometimes the [ost two cregte a
health horard,

Coboit nophthenote (6% Co), the drier most commonly
used im this binder, is slightly teoxie. Cobalt compounds
can produce coptact dermotitis ond sensitiration. Lead
naphthenote 15 olso used as @ drier. [Lead con be obsorbed
by the skin aond couse lead poisoning, especially when
mineral oil, which moy induce dermatitis and irritation, is
used.

Under certoin conditions of poor veatilatiom, the
amount  of erometic isocyonate (methyleme  diphenyl!
ditsocyanate, MOT) waopor liberoted im shokeout operotions
may be @ significont health hezard. Operotors of shakeout
devices and of overkead crones in the areg should mear am
approved orgenic wepor respirator. Persons with known
agslhmatic history shouwld mot be employed on operations thaot
relecse high levels of MOl vapor. To reduce decomposition
of M0, meither the sand mor the binder should be heoted
above 125 F. Stoining of the honds by MOI canm be reduced
if molders wse protective creams resistont to oils and
selvents ond wear rubber or plastic-coated canvaes gloves.”
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5. GRAIN SIZE ESTIMATION

Grain structure is an important process variable in many casting
applications. A gas turbine, for example, becomes more efficient as its
opearating temperature is raised. Methods are continuwally being sought to
enhance the high-temperature performance of turbine blades and wanes.
Grain boundaries play a critical role in determining the high-temperature
mechanical properties of a metal. Increases in strength generally are
achieved with a reduction in ductility, and, in high-temperature alloys,
one manifestation of this phenomenon is a reduction im creep strain prior
to failure. Examination of failed material shows that creep cracks are
initiated along grain boundaries that make & large angle to the principal
stress  direction [Sullivan 1976]. Consequently, both grain size and
preferred grain orientation significantly alter the mechanical response of
a metal. Superior performance is achieved by carefully controlling grain
structure in solidification processing.

The most important factor determining grain structure is the heat flow
patiern during solidification. The principal determiner of grain size is
the rate of cooling during solidification. The faster the cooling the
finer will be the resultant grain structure, Areas of a casting that cool
very rapidly, and thus have a fine grain structure, are termed chill zones.
The principal determiner of grain orientation is the direction of heat
transfer during solidification. Grains tend to grow parallel to the
direction of heat flow. Those that have an elongated aspect ratio are
called colummar groins.

Castings which have no preferred grain orientation are called eguioxed
castings. Castings which try for superior mechanical performance by giving

a preferred grain orientation with respect ©o the principal stress
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direction are called directiomally solidified (D5) castings. The turbine
blades and vanes considered in this work are examples of equiaxed castings.
In the manufacture of these components, three qualitative grain properties
are considered essential to achieve the required resistance to crack
propagation:

1. Grain must be sufficiently large.

2. Grain must not have a preferred orientation.

3. There must be no sharp demarcation lines between regions

of different grain size.

Lonsiderable effort is required to produce turbine blades and vanes
With grain structure satisfying thuz._a three properties. Heat flow during
solidification naturally occurs out from the leading and trailing edges of
the airfoil. The columnar grain which forms as a natural consequence of
this heat flow is particularly undesirable since the major stress the
airfoil will encounter in service occurs precisely along this direction.
Turbine blades and vanes are 100% inspected to varify grain structure.

Im other casting applications, a dirfere.r.t grain structure may be
desired. In aluminum castings, for example, fine grain is generally
desirable. The coarseness of porosity is proportional to grain size.
Consequently, porosity is finer and less harmful in fine grain aluminum
castings. Also, certain mechanical properties, such as tensile strength,
are usually superior for fine grain aluminum castings. Finally, for

aluminum alloys, fine grain minimizes shrinkage, causing castings to be

sounder.
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51 ESTIMATING THE AVERACE CRAIN SIZE OF METALS

The problem in nondestructive grain size estimation is to determine
the average grain size of a metal structure, a three-dimensional property,
from grain cross sections observed on a two-dimensional surface passing
through that structure. It is dimportant to recognize that Such an
estimation of grain size can never be an exact measurement. A metal
structure is an aggregate of three-dimensional crystals of wvarying sizes
and shapes. Even if all these crystals were identical, the grain cross
sections, produced by a random surface of observation through such a
structure, would have a distribution of areas varving from a maximum value
to zero, depending uponm where the surface cuts each individwual crystal.
Clearly, no two (ields of observation can be exactly the same. In an
equiaxed casting, the size and location of grains is normally completely
randam.

The American Society for Testing and Materials recommends three basic
methods for graim size estimation as part of ASTH Designatiom: E 112-74
"Standard Hethods for Estimating the Average Grain Size of Metals®!:

1. Comparison Proceduras:

Comparison procedures are used fTor completely
recrystallized or cast materials with eguiaxed graim.
They involve a direct comparison of & representative
field of the test specimen with amn  appropriate
collection of standard grain size pictures. Tha
standard which most closely matches the test specimen is

selected and the corresponding grain size is recorded.
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Comparison procedures are considered convenient for
human inspectors and sufficiently accurate for most
commercial purposes. However, experience has shown that
unless the appearance of the standard grain size series
reasonably well approaches that of the sample, errors
may occur. Thus, a particular standard grain size
series does not adapt well to different alloys or
different methods of specimen preparation.

£. Planimetric Procedures:

Planimetric procedures involve counting the number
of grains in a known area of the test Specimen, wsually
4 circle or rectangle. The sum of all the grains
included completely within the known area plus one half
the number of grains intersected by the circumference of
the area gives the number of equivalent whole grains,
measured at the magnification used, withinm the area. A
simple computation, based on an assumed formal
relationship between grains per unit area and grains per
unit wolume, is used to convert this count inte an
estimate of the number of grains per square millimeter.
Planimetric procedures are more accurate than comparison
procedures. Accuracy falls rapidly, however, when grain
deviates from an equiaxed structure.

3. Intercept Procedures:

Intercept procedures involve counting the number of

grains crossed by a standard pattern applied randomly to

the test specimen, usually one or more straight lines or



R. J. Woodham 131 Grain Size Estimation

circles. The length of the test pattern divided by
count of the number of points where the test pattern is
cut by a grain boundary gives the mean intercept
distance, also called sean free path or Heyn intercept.
It can be shown that this distance is an unbiased
estimate of the mean intercept distance within the solid
material im the direction, or ever the range of
directions, measured.

Intercept procedures are reconmended particularly for structures
consisting of elongated grains or for structures containing a mixture of
actual grain sizes. In the absence of a specific engineearing judgment to
the contrary, the intercept size is always considered to be the defiming
grain size wvalua. Indeed, ASTHN Committee E-4 on Metallography, under whose
jurisdiction the consensus standards for grain size estimation are written,
adopted the following as their official position on measurement of grain
sizaé

"The referee method should be the intercept method, and the

defining eguation for graoim size pumber showld be Lhet
presented in Methods £ 1127

== 1974 Report of Committee E-4 on Metallography

ASTM Proceedings, Volume 75, 1975

Intercept procedures using circular test patterns avtomatically
compensate for departures from equiaxed grain, without giving too much
weight to any local portion of the field. Ambiguous intersections at the
ends of linear test lines are eliminated. Circular intercept procedures

are considered most suitable for grain size estimation in gquality control.
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In ligh't of these recommendations, the method explored for estimating
the average grain size of equiaxed turbine blades and vanes was the three
circle (Abrams) procedure specified in section 11.4 of ASTH Gtandard
E 112-74. The goal of this work, K is to demonstrate that a machine wvision
system is capable of the performance and accuracy called for by the
existing industry standard. First, the Abrams procedure is outlined and
then the details of the algerithm developed to implement it are presented.
Finally, grain size estimation from arbitrary views of curved surfaces is
considered. The flexibility required to perform this inspection is
achieved by relating grain size measurements 1im  an image to the

corresponding viewer-centered representation of surface shape.

52 THE THREE CIRCLE (ABRAMS) PROCEDURE
The three circle (Abrams) procedure is an intercept procedure in which
it is assumed that the surface of observation is planar. This assumption
of planarity is implicit in the computation wused to infer the
three-dimensional grain size of an equiaxed casting from measurements on a
two-dimensional surface of observation. The test pattern consists of three
concentric, equally spaced, circles designed to cover a total circumference
of 500 millimeters on the sample surface. A little mathematical figuring
will show that the diameters of these :ir:lu. are 26.53 pm, 53.05 mm and
79.58 mm respectively. The procedure is as follows:
1. Perform a cursory examination of the specimen to roughly
estimate its grain size. Using this rough estimate,
select an  image magnification that will yield
approximately 100 grain crossings over the 500 mm three

circle test pattern.
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2. Randomly select one field for measurement and apply the
test pattern to that field. If the count of graim
crossings for the first application is less tham 70 or
more than 140, discard the result anmd adjust the image
magnification accordingly. Repeat this step until the
count i% in the acceptable working range.

3. Randomly select four more fields for measurement and
apply the test pattern to each field. A total of five
such counts is considered sufficient to compute grain
size to within 1/2 a standard ASTH grain number. If
additional accuracy is required, additional fields may
be sampled.

The grain size, as measured above, is5 indicated as a count of grain
erossings over & known path length. Such a wvalue 1s inconvenient for
subsequent wse. Hence, this count i% normally reexpressed in terms of
industry standard guantities such as nominal diameter, Feret's diameter,
intercept size, specific surface, grains per unit volume, or ASTM
micro-size or macro-size nuﬁhar.

The ASTM grain number is defined as follows:

G =100 - 2 logz(L)
where L is the mean intercept distance which, for the three circle {(Abrams})
procedure, is given by:

L = length of path [in millimeters)
total number of graim crossings

If L is determined in millimeters at an image magnification of 100X, then
the resulting G iz called the micro-grain aumber. If L is determined in

millimeters at an image magnification of 1X, then the resulting G is
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called the mocro-grain nmumber. The program discussed below which
implements the Abrams procedure has sufficient accuracy to determine the
statistically correct ASTM grain number for samples in the recommended
working range. The program was tested and calibrated using sample plates
available from the American Seciety for Testing and Materials as an adjunct
to standard E 112-74. When a particular sample specimen was made to fall
outside the recommended working range, the program was generally robust
enough to be able to suggest an appropriate change te image magnification

to bring the sample within the desired range.

53 A PROCRAM FOR DETERMINING ASTM CRAIN NUMBER

The initial discussion presented here focuses on the problem of
applying the three circle (Abrams) procedure to images of a planar surface
viewed in a direction normal to that surface. The reason for this is
twofold., First, the applicable grain size measure, as defined in ASTM
standard E 112-74, demands that the viewsd surface be planar. Second, by
viewing in a direction normal to the surface, one avoids the additional
mathematics required to account for the foreshortening of path length due
to an oblique viewing angle.

The program discussed makes use of simple edge mask filters to
determine grain boundaries crossed by a circular test pattern. Unlike
other simple detection schemes, however, the program does not make
decisions based upon any single measurement. Rather, grain crossings are
determined by comparing the relative response over an ensemble of different
mask sizes. This makes the program usable over a broader range of image
magnifications and grain sizes and, at the same time, makes it less

susceptible to Talse indications due to noise.
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First, the method used to determine grain crossings along a circular
path on the surlface is sSummarized. Second, the performance of the each
portion of the progras L5 analyzed in more detail wsing synthesized data.
Finally, an example of the program applied to an etched section of an
actual turbine vane is provided.

The algorithm for determining grain crossings along a circular path on
the surface can be summarized as follows:

1. DATA ACQUISITION:
The image is sampled along a circle centered at image point (X ,¥: ) and
corresponding to a surface diameter of d millimeters. The resulting
intensity values are stored as a nhu~d1mnnsinnul {circular) array called
INTENSITY.

Z. INITIAL DATA PROCESSING:
Three different edge detection rilters are applied to the intensity
values. Each edge Filter is of the form:

Fali) = [I(i®l)+I(i®Z)e...#T{i+m)}] = [I(i=1)+0(i=2)+...#1{i-m)]
where I{i)} denotes the i*h alement of the array INTENSITY. The results
are stored as three new one-dimensional ({circular) arrays, called
FILTER1, FILTERZ and FILTER3 respectively. Each FILTER array
corresponds te a different choice of the value m.

3. DATA COMPRESSTON:
Each array FILTEREm is processed to produce a list Ls of the form:
L = {(TYPE1 IMDEX1 WALUEL) ... {TYPEk INDEXK VALUEL))
Each element of the 1list L, denotes a local extremum in the
corresponding FILTERn array. TYPE is MAXIMUW or HINIMUN, INDEX is the
index of the extremum in array FILTERn and VALUE is the height of the

axtremum. The three lists Ly, Ly amd Lz are then merged into a single
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list
L = ((TYPEl INDEX1) (TYPEZ INDEX2) ... (TYPEm INDEXm))

Again, TYPE is MAXIMUM or MINIMUM and INDEX is the index of the
extremum. L contains an element for each local Ell;'-l"ﬂﬂ.ll found in either
Ly, Lz or L3.

4. SYNTACTIC ANALYSIS:
The 1list .L, together with the lists Ly, Lz and Ly are passed off to a
syntactic parser. Basically, the job of the parser is to look at each
extremum in L and decide whether it corresponds to an actual grain
crossing. The parser consists of a collection of parsing routines which
may accept a given Extr@m 85 a grain crossing. Each parsing routine
is given initial matched pointers intoe Ly, Lz and Ly. It can then look
both forward and backward from those pointers using any or all of the
lists Ly, Lz eor Lz to compare the responses measured by the FILTER],
FILTERZ and FILTER3 arrays. If the responses are consistent with the
type of edge being parsed, then the peak 1is accepted as a grain
crossing.

Data acquisition is straightforward when the surface of observation is
planar and is viewed in a direction normal to the surface. Circles on the
object surface will project to circles in the image. To compute the ASTH
grain number, it is only necessary to calibrate the imaging hardware with
respect to magnification. Unfortunately, the slow-scan widicon camera
(Spatial Data System 10B) used to digitize images for this work has a
different spatial resolution in the. image x-direction tham im the image
y-direction. Thus, two calibration measurements are performed. One
determines A, the number of picture elements per millimeter in the

X-direction and the other determines B, the number of picture elements per
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millimeter in the y-direction. For a particular imaging situation, this
calibration cam either be done manually or austomatically using an
appropriately scaled "ruler®™ in the field of view. Thus, in order to scam
a circle on the surface centered at image point (X ,.¥: ) and of diameter d
millimeters, one actually scans the image ellipse described parametrically

by

x(f)
¥ig)

% + A r cos(f)

¥c + B r sin(@)
where r = d/2, the radius of the circle in millimeters and 0 = @ < Zm.

The raw intensity values obtained with the wvidicon camera are
tvpically gquite noisy and hence difficult to interpret directly. Simple
edge mask filters enhance effects due to edges and suppress effects due to
noise. [&hirai 75] wused the same filter technique imn his program for
tracking edges of polyhedra. [Marr 76] uses a similar type of edge mask,
extended in the second dimension, as one of the two basic operations in the
computation of the primal sketch.

The contribution of the present work is not so0 much in the use of the
simple edge mask filters but in the use of multiple filters of wvarying
support widths. For any particular choice of m, the filter array computed
by:

Frlid = [I{i+1)#T(i®2)+. . +I{i®m)] - [I(i-1)#0(i-2)+...+1{i-m)]
forces an inevitable trade-off between noise immunity and resolution. For
small m, there will be a greater number of false peaks due to noise. For
large m, there will be a loss of resolution as closely spaced edges become
smeared together, especially in situations where adjacent edges have

intensity gradients with the same sign.



R. J, Woodham 138 Grain Size Estimation

For a given image, it is usually possible to hand-pick a choice for m
that works reasonably well. In the first wversion of the grain size
estimation program, a single FILTER array was computed corresponding to a
single choice of m. Unfortunately, no single value of m proved satisfactory
over the range of grain sizes called for in ASTM standard E 112-74. With
three filter arrays, corresponding te three c!mir.es of m, superior noise
immunity and resolution is achieved. The existence of a peak in one of the
three filter arrays is used to hypothesize the presence of an edge. There
may not be matching peaks in the other two filters arrays, but if the
values of the other two filter arrays at the position of the peak are as
predicted by the hypothesized edge, then the existence of that edge can be
reliably asserted.

Figure 5-1 illustrates edge mask preprocessing applied to a single
idealized grain crossing. Figure 5-1{a) shows the intensity profile
corrésponding te a step in intensity. Figure 5-1(b), figure S5-1{c) and
Figure 5-1(d) show, respectively, the f[ilter profiles corresponding to
choices of my, mp and my where the ratio m; mmz:mg 15 1:2:3. The step im
intensity produces a simple peak in each filter profile. The heights and
widths of the corresponding peaks are also in the ratio m; imy 1My .

Figure 5-2 illustrates edge mask preprocessing applied to the same
idealized grain crossing of figure 5-1. In this case, however, each
intensity value in figure 5-2({a) has been perturbed by adding a white noise
of amplitude h, where h is the height of the original step in intensity.
Figure 5-Z(b), figure 5-2{c) and figure 5-2(d) show, reéspectively, the
filter profiles corresponding to choices of m, mg and mz where the ratio
mpimz:m3 1is again 1:2:3. All three filter profiles have successlully

isolated the edge due to the step in intensity from the effects due to
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(a)

(b)

(c)

Figure 5-1 Edge mask preprocessing applied to an idealized intensity step.
Figure 5-1{a) is the intensity profile. Figures 5-1(b),

{c) and (d) are
the mask results obtained when the widths of the masks are in the ratio
1:2:3.
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noise. The height of each peak in the filter profiles preserves the
approximate ratio 1:2:3. 5o far, there seems to be no advantage to having
computed three separate filter arrays.

Figure §5-3 illustrates the superior noise imsunity that can be
obtained wsing three separate filter arrays. Figure 5-3{a) again
corresponds to the idealized grain crossing of figure 5-1 perturbed by
white noise. In figure 5-3(a), however, the amplitude of the noise was
increased te 1.5h, where h is again the height of the original step in
intensity. Figure 5-3(b), Figure 5=3{c) and figure 5-3(d) show,
respectively, the filter profiles computed using the same choices for my,
mz and mz wsed in figure 5-2. There is a peak in the FILTERl array
corresponding to the underlying step in intensity. This peak, however,
hardly "stands out" from the other peaks due te noise found in FILTERI.
Note, however, that the height of the peaks in the three filter profiles
corresponding te the underlying step in intensity preserve the approdximate
ratio 1:2:3. Other false peaks in FILTER1 do not preserve this ratio
across the three filter arrays. Thus, they can be reliably rejected.

OUne might argue that the value chosen for m; is simply too small for
the noise levels present in the example of figure 5-3. The next two figures
illustrate that such a small value for m is necessary to resolve closely
spaced edges. Figure 5-4 illustrates an idealized example carresponding to
two closely spaced grain crossings such that the Step .in intensity across
each boundary has the same sign. Figure 5-4{a) shows the intensity
profile. Figure S5-4(b), figure S5=4(c) and figure 5-4{d) show,
respectively, the filter profiles corresponding to the same choices of My ,
mz and mz used above. FILTER] clearly resolves the two steps in intensity.

FILTERZ has begun to smear the two peaks together. FILTER3 has smeared the
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(a)

(b)

(d)

Figure 52 Edge mask preprocessing applied to a noisey intensity step.
Figure 5-2{(a) is the intensity profile. Figures 5=2{b), {(c) and (d)} are
the mask results obtained when the widths of the masks are in the ratio
1:2:3. Each mask has isolated the step and the approximate ratio of the
peak heights 1s preserved.
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(a)
(b)

AL e\

(c)

(d})

Figure 5-3 Edge mask preprocessing applied to a noisier intensity step.
Figure 5-3(a) is the intensity profile. Figures 5-3(b), (c) and (d) are
the mask results obtained when the widths of the masks are imn the ratio
1:2:3. In figure 5-3(b), the peak due to the step iz no higher than peaks

due to noise. MNevertheless, the approximate ratio of the peak heights at
that point confirms the presence of the step.
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two peaks together to the point that it is no longer possible to resolve
them. MNevertheless, the values in the three filter profiles, at each peak
position im the FILTER] profile, preserve the approximate ratio 1:2:3.
Thus, the presence of two Separate grain crossings, as hypothesized by the
two peaks in the FILTER] profile, can be reliably asserted, not due to the
prasence of corresponding peaks in the FILTERZ and FILTER3 profiles but
rather due to the corresponding values im the FILTERZ and FILTER3 profiles.

Figure 5-5% illustrates the same example as figure 5-4 with the
addition of white noise of amplitude h, where h is the height of each step
im  intensity.  Again, the presence of separate grain crossings is
hypothesized by the two peaks in the FILTERL profile and werified by the
corresponding values in the FILTERZ and FILTER3 profiles. The computation
of filter profiles corresponding in three different choices of m provides
the hasis for & method for determining grain crossings which gives superior
noise immunity without a corresponding loss in ability to resolve closely
spaced edges.

Initially, however, computing the three FILTER profiles simply
generates three new arrays of numbers. The next important step in the
algorithm is to convert these FILTER arrays into a form more amenable to
the kind of analysis presented informally in the discussion of figure 5-1
through figure 5-5 abowe.

The computation of each 1ist L. where

La = ({TYPEl INDEX1 VALUE1} ... (TYPEk INDEXk VALUEK))
serves two functions. First, it represents each FILTER array as a set of
symbolic assertions which serves as the appropriate input to the syntactic
parser. Second, it can also be properly viewed as a data compression

process, The list L, carries information only about the position, helght
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(a)

ETn N
(b)
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(d)

Figure 5-4 Edge mask preprocessing applied to two clesely spaced idealized
intensity steps (of the same sign). Figure 5-4(a) is the intensity

profile. Figures 5-4(b), (c) and (d) are the mask results obtained when
the widths of the masks are in the ratio 1:2:3.
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Figure 55 Edge mask preprocessing applied to two noisy closely spaced
intensity steps (of the same sign). Figure 5-5(a) is the intensity

profile. Figures 5-5(b), (c) and (d)} are the mask results obtained when
the widths of the masks are in the ratio 1:2:3.
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and t¥pe of sach local extremum in the corresponding FILTERn. In fact, one
can throw away the INTENSITY and FILTER arrays at this point. It is true
that subsequent analysis will require values for Fo(i) where i is not a
local extremum of the particular F., but these values can be successfully
approximated as a linear interpolation between the walues at the extrema
neighboring i. Saying the same thing again, each Ly used in the subsequent
syntactic analysis corresponds to a "stylized®™ Fa(i) for which nelghboring
local extrema are joined by straight lines. In the current implementation,
the FILTER arrays are available so that it is most convenient to refer back
to the original arrays as required. A scheme based on linear interpolation
between peaks was also tried with no change in accuracy.
The three lists Ly, Lz and L3 are also merged into the single list
L = ((TYPE; INDEX;) (TYPEz INDEXz) ... (TYPE, INDEX; ))

The 1list L collects, in one place, all the peaks found in the arrays
FILTERLl, FILTERZ and FILTER3. This list feeds the parser candidate
positions for possible grain crossings. The lists Ly, Lz and Lz are
available to each individual parsing routine fer examining particular
features within each filter profile and for comparing responses across
filter profiles. The process of parsing consists of passing successive
peaks from L off to the individwal parsing routines each of which defines a
class of edge that will be accepted by the parser. When invoked, each
individual parsing routine is also passed pointers to the closest matching
peak in each of the lists L), Lz and La. These individuwal routines may look
Torward or backward in any or all of the lists Li, Lz and Lz in an effort
to parse a candidate peak. A peak is rejected as an edge if it is rejected
by all of the parsing routines present in the system. A peak is accepted

as an edge when it is accepted by one of the individual parsing routines
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present inm the system. If a peak is accepted by one of the individual
parsing routines, it is the responsibility of that routine to position the
input pointer correctly past any adjacent peaks that have already been
accepted as part of the edge. Parsing is complete when there are no more
candidate peaks to consider.

The simplest example of a parsing routine is STEP-UP which accepts
grain crossings corresponding to a simple upward step in intensity like
those i1llustrated in figure S5<1 through f[igure 5-5. STEP-=UP is invoked
whenever a peak of type MAXIMUM occurs inm the list L. STEP-UP, like all the
individual parsing routines, is passéd the four arguments: i, il, 12 and
il where 1 is the index of the candidate peak of type MAXIMUM from L and
il, 12 and i3 are, respectively, the indices in FILTER1, FILTERZ and
FILTER3 of the peak nearest to i of type MAXIMUM. STEP-UP aocepts a graim
crns;inn at index i if:

(1) Fy{i) = (THRESHOLD * m, )

(2) Foli)/my, Fz(i)/mz and Fa(i)/mz have "about the same

walua",

STEP-UPF is so simple that it does not make use of any forward or backward
analysis of the three lists Lj, Lz and La. Another parsing routine,
FULSE-UP, discussed below, does make use of both forward and backward
analysis. THRESHOLD is a global threshold which establishes the minimum
step size to be considered significant. Alas, it was not possible to rid
the program entirely of thresholding operations. The wvalue of THRESHOLD,
however, is not critical. The actual value used in the program examples is
THREEHOLD = 3 which is slightly below the average noise level of the
imaging hardware, measured to be about 5 gray levels. The presence of a

threshold is required to rule out spurious combinations of peaks, at the
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level of noise, which happen to satisfy (2) above. Finally, a set of
numbers {v;} is said to have "about the same value®™ if the absolute value
of the difference between any two of them 1s less than one half the
absolute wvalue of the one with largest magnitude. This definition
correésponds to & rather ad hoc definition of qualitative equality. A more
rigorous definition would have tl:l. take into account the signal to noise
properties of the imaging hardware. Again, however, the particular
definition of "about the same wvalue" is not critical. Im general, for
choices of my, mg and By in the ratio 1:2:3, there is a good separation
between peak heights of “about the ratie 1:2:3" and peak heights
corresponding to noise. The actual boundary chosen was not of critical
importance .

The above parsing routine STEP-UP, together with a similarly defined
routing STEP-DOWN, is sufficient to perform the syntactic analysis required
to apply the three circle (Abrams) procedure to alloy specimens that can be
prepared using a coatrast efch technique. In a contrast etch, the cross
section of each grain is etched so that surface reflectance becomes a
function of grain orientation. Thus, individual grains appear as reglons
of homogeneous intensity. Grain boundaries appear as contrast boundaries
between adjacent regions. Other alloy specimens are more appropriately
prepared using a flet etch technique. In a flat edge, the cross section of
each grain is not affected. Rather, the boundaries themselves are etched.
Regions within the confines of a grain boundary are unaffected while the
grain boundaries themselves appear as lines on the specimen.

The turbine blade and vane specimens used in this work were prepared
using a contrast etch technique. On the other hand, the standard plates

obtained from the American Society for Testing and Materials correspond to
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samples prepared using a flat etch technigue. Thus, additional parsing
routines were also included to handle grain crossings which appear as lines
in the image. Figure 5-6 illustrates edge mask preprocessing applied to a
single idealized graim crossing from & specimen prepared usinmg a Flat etch
technigque. Figure 5-6{a) shows the intensity profile corresponding to a
narrow pulse in intensity. Figure 5-6({b), Figure 5-6{c) and figure 5-6(d)
show, respectively, the filter profiles corresponding to cholces of my, m2
and mz where the ratio mj:mz:my is once again 1:2:3. The pulse in intensity
produces a doublet in each filter profile. The positive peak corresponds
to the leading edge of the pulse and the negative peak corresponds to the
trailing edge of the pulse. Note that if the width, w, of the pulse is
small compared to mj, mg and mg, then the height of each positive and
negative peak 1is constant im each of the FILTER1, FILTERZ and FILTER3
profiles. It is, in fact, equal to the area under the pulse. Note, also,
that the transition from positive peak to negative peak occurs over the
width w, again independent of which filter array is considered.

Figure 5-¥ illustrates edge mask preprocessing applied to the same
idealized grain crossing of figure 5-6. In this case, however, each
intensity value in figure 5-7(a) has once again been perturbed by adding
white noise of amplitude 0.5h, where h is the height of the pulse in
intensity. Figure 5-7{b)}, figure 5-7{c) and figure S5-7(d) show,
respectively, the filter profiles corresponding to the same choices of mg,
mz and mz used above., The same qualitative observations hold. The pulse
in intensity produces a doublet in each filter profile. The magnitude of
egach positive and negative peak is independent of the cholce of m;, =z and
mz. The width of the transition from positive peak to negative peak in each

filter array approximates the width of the original pulse in intensity.
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(a)

(d)

Figure 5-6 Edge mask preprocessing applied to an idealized pulse (two
closely spaced intensity steps of opposite sign). Figure 5-G{a) is the
intensity profile. Figures S5-6(b},

{c) and (d} are the mask results
abtained when the widths of the masks are in the ratio 1:2:3.
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These observations form the basis for the parsing routine PULSE-UP used to
accept graim crossings from a specimen prepared uwsing a flat etch
technigue.
PULSE-UP is also invoked whenever a peak of type HAXIMUM occurs in the
list L. PFULSE-UP iz passed the four arguments: 1, i1, 12 and 13 where i
is the index of the candidate peak of type HAIIﬁUH from L and 11, 17 and 13
are, respectively, the indices in FILTER], FILTERZ and FILTEE3 of the peak
nearest to i of type MAXTIHUM. PULSE-UP accepts a grain crossing at index i
irf:
(1) The value, Ve, of FILTER] at the closest previous peak,
I+, of type MAXIMUM is greater than {THRESHOLD #* m; ).
{Z) The wvalue, V-, of FILTER]l at the closest following
peak, -, of type MIKIMUA is less than
={ THRESHOLD * my ).
il} In going backward in L1 from the positive peak at I+, a
value below (THRESHOLD * m;) or V+ = (THRESHOLD = m; ),
whichever is greater, is encountered before a wvalue
above W+,
{4} Tn going forward im L1 from the negative peak at I-, a
value above ={THRESHOLD ® m;) or V- + (THRESHOLD * mj j,
whichever is less, is encountered before a value below
¥-.
{5) Let the distance between the MAXINUM peak at I+ and the
HINTHUM peak at I- be w. Then:
aj w 15 less than mg.
b Fo{I+)fminfw,m }, Fe{l+)/min{w,mz} and Fa{l+)/w have

“about the same value".
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(a)

SE_ S — 3

(d)

Figure 5.7 Edge mask preprocessing applied to & noisy pulse (two closely

spaced noisy steps of opposite sign).
profile. Figures 5-7(b),

Figure 5-7(a) is the intensity

(c) and (d) are the mask results obtained when

the widths of the masks are in the ratio 1:2:3.
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ch FodI=-)/min{w,m }, Fz(l-)/min{w,mz} and Fa{I-}/w have
"about the same value®.

THREESHOLD is the same glﬂ-l:;ﬂl threshold referred to in the definitiom of
STEP-UP. (1) and (2) rule out spurious doublets occurring at the level of
noise. (3) and (4) make sure that the doublet in FILTERL has well defined
Ieading and trailing edges. Otherwise, a local =zero crossing which
actually is a part of & more global feature may incorrectly be accepted as
a grain crossing. (5a) makes sure that the separation between the MAXTHUM
and MINIMUM peaks is small enough, compared to the values of my, mz and mg,
50 that the doublet can be considered as corresponding to a single pulse imn
intensity, rather than to two separate steps in intensity. (5b) and (5c)
are the key steps in PULSE-UR. (1), (2), (3), (4) and (5a) serve only to
gliminate cases which otherwise behave as if they corresponded to a pulse
in imtensity. (5b) and (5c) check, respectively, that the height of the
MAXIHUM peaks and the height of the MINIMUM peaks in each of FILTERI,
FILTERZ and FILTER3 have "about the same wvalue®. In the discussion of
figure 5-6, it was pointed out that if w is small compared to mj, my and
mz, then the magnitude of each positive and megative peak 1s constant im
each of the FILTERY, FILTERZ and FILTER3 arrays. Here, a little more
generality is allowed., I w 1% less than mi , then the expected height of
each peak im FILTERL is h ®* w. On the other hand, il w is greater than m; ,
then a pulse of width w looks to FILTERL like two separate opposite steps
in intensity and the expected height of each peak in FILTERL 15 h = m; .

The abowve parsing routine PULSE-UP, together with a similarly defined
routine PULSE-DOWN, is sufficiemt to perform the syntactic analysis
required to apply the three circle {(Abrams) procedure to alloy specimens

that are prepared using a flat cdge technique. PULSE-UP and PULSE-DOWN are
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also useful for alloy specimens prepared using a contrast etch. Thea
routines PULSE-UP and PULSE-DOWN give the program superior ability to
resolve closely spaced intensity steps in situations where the adjacent
steps have intensity gradients with the opposite sign. In the case of
samples prepared using a contrast etch, a peak accepted by PULSE-UP or
PULSE-DOWN corresponds to two separate grain crossings.

A real example is now presented. Figure 5-B{a) shows a macro-etched
section of a turbine a_lrfnil. The airfoil has been prepared using a
contrast etch. Superimposed upon the graim pattern is the threes circle
test pattern used in the analysis. For illustrative purposes, the test
pattern is given as three concentric circles in the image rather than as
the corrected three ellipses. Crosses marked along the three circles
indicate puﬂtinm where grain crossings were detacted by the program.
Figure 5-8(b) illustrates the results cbtained when the program analyzed
the middle circle of figure 5-8(a).

Figure 5-B{b) consists of five graphs. In each case, the abscissa
corresponds to angular position (0 to 2n radians) along the test circle.
The first graph shows the intensity values obtained with the vidicon
camera. The next three graphs show the filter values computed for case
mp = 5, mp = 10 and mg = 15 respectively. The fifth graph simply marks,
for reference purposes, the points at which grain crossings were detected
by the parsing routines discussed ahove.

A good example of how the use of three different choices of m helps
can Dbe seen in the second and third grain crossings of figure 5-8B(b),
counting from the left. The FILTER] graph does have two negative peaks at
those points but their magnitude is not much above that of the noise. The

FILTERZ graph shows two distinct negative peaks at the points marked. The
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FILTER3 graph, on the other hand, has smeared the two peaks together in
such a way that no program could reasonably be expected to disambiguate
them. Nevertheless, the relative magnitudes of the matched wvalues inmn the

three graphs are consistent with the two €rossing interpretation indicated.

54 DISCUSSION

-Flexibility as well as accuracy must be regarded as keys to success
with any automatic inspection system. This chapter describes an important
step forward in the domain of castings inspection. First, it has been
demonsts+ ted that an automatic inspection system is capable of the accuracy
required to implement the existing industry standard for grain size
estimation. A certain amount of flexibility has also been demonstrated in
the program's ability to maintain high noise immunity without a
corresponding loss in resolution.

Further flexibility requires that the measurements made in an image be
related to object relief. This can be done 1T the corresponding
viewsr-centered representation of surface shape iz available. A word of
caution is in order, however. This discussion will describe how to make
the measurements required by ASTH standard E 112-74 on curved surfaces
without establishing the validity of those measurements. The goal here is
not to develop a statistical theory for estimating the three=dimensional
grain sizgze of metals from arbitrary two-dimensional surfaces of
observation. ASTM standard E 112-74 develops the appropriate theory for
plamar surfaces of observation, and it will be iert at that.

Suppose one applies the three circle (Abrams) procedure to sections of
an image of an curved surface of observation. A change in measured grain

size from one region of the image to another may be due to a change in
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Figure 5-8 Three circle (Abrams) procedure applied to macro-etched section
of turbine airfoil. Figure 5-8(a) marks the grain crossings detected using
@ three concentric circle test pattern. Figure 5-8(b) shows the analysis

of the intensity profile corresponding to the middle circle of
figure 5-8{a).
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actual grain size or to a change in the view angle. Determining actual
grain size reguires that the foreshortening effect of the view angle be
exXplicitly accounted for at each image point.

In a planimetric procedure, which involves counting the number of
grains in a known area of test specimem, one can explicitly account for the
effect of foreshortening if one knows the view angle (1.e., the magnitude
of the gradient) at each image point. The surface area corresponding to a

test region R in the image is given by:

A= ffﬁec{ai dxdy
R

whaere, once again, it 1s assumed that the image is am orthographic
projection scaled so that image coordinates (x,¥) correspond to object
coordinates [(x,y)

In an intercept procedure, which involvwes counting the number of
grains crossed by a one-dimensional curve on the test specimen, one can
explicitly account for the effect of foreshortening if one knows both
components of the gradient at each image point. The path length ds
corresponding to a movement [dx,dy] in the image is given by:

[dx dy] [p?+1 pg | |dx

ds? = (5.4.1)
pa gf+l |dy

Equation (5.4.1) has the interpretation that the component of ds in
the direction of steepest descent is foreshortened by the factor cos(e)
while the component of ds in the direction of constant range is unchanged
(see Appendix A.5).

Thus, in order to interpret the measurements derived by applying the
three circle {(Abrams) procedure to sections of an image of an arbitrary

curved surface of observation, it 15 necessary to have the wviewer-centered
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representation for surface shape developed in Chapter 2. Conversely, with
such a representation, the interpretation becomes stralghtforward.

The macro-etched turbine vane used in the example above was prepared
using a contrast etch. A contrast etch makes the surface reflectance of
the casting nonhomogeneous. Thus, in order to determine the
viewer-nent.e.red representation required by (5.4.1), it would be necessary
to first view an unetched part or have the representation supplied
externally. On the other hand, for parts prepared using a flat etch, these
two operatioms can be combined i the method for determining the
viewer-centered representation is modified to ignore the dark markings
corresponding to the grain boundries.

Fortunately, for airfoils, additional simplifications can be
exploited. Airfoils can be approximated as singly curved surfaces. There
is negligible curvature in directions parallel to the leading and trailing
edges. Directions orthogonal to the leading and trailing edges are either
strictly convex, on the “upper® surface, or strictly concave, on the
"lower"™ surface.

In this chapter, emphasis has been placed on a method for
quantitatively estimating the average grain size of metals. In quality
control, the requirements are often more gqualitative. It should he clear,
however, that this chapter has developad a foundation for implementing a
variety of gualitative technigues. The key 15 to be able to relate
measurements made inm am image to .l:hn topography of the surface beilng
viewed. Columnar grain can be detected by comparing grain size estimates
using two sets of linear intercept procedures. One set would sample lines
parallel to the leading and trailing edges. The other set would sample

lines orthogonal to the leading and trailing edges. Any significant
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discrepancy would indicate the presence of columnar grain.

A more local version of the three circle (Abrams) procedure can be

used to asign a grain size estimate to each point in an image. Demarcation

lines between regions of different grain size would then appear as boundary

lines in this "image® of local grain size values.

FOOTNOTE TO CHAPTER 5:

I. ASTM Designatioen: EI1Z2 - 74 is equivalent to American
National Standard Z30.9 of the American MNatiomal
Standards Institute and has been approved by the
Department of Defenze to replace methods 311.1 amd 312

. of Federal Test Method Standard 15lb and for listing im
the DoD Index of Specifications and Standards.
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6. EXPERIMENTS RELATING REFLECTANCE DATA AND OBJECT RELIEF
This chapter discusses the experimental determination of a reflectance map
and its relation to object relief. The goal is to better understand how to
dcquire the data required to apply reflectance map techniques to practical '
situations. There is little literature on the measurement of the surface
reflectance function ¢(i,e.,g) required for image analysis. A recent
publication attempts to establish standards for nomenclature and
measurement of reflectance [Nicodemus et ol 77]. The results presented

here, however, are meant to be illustrative, not conclusive.

6.1 SPECIFYING SURFACE REFLECTANCE

Two distinct physical processes are responsible for the reflection of
radiant energy at boundary surfaces. The first of these is the mirror-like
apecular reflection. The second of these is the matte reflection which is
believed to occur due to multiple reflections at the boundaries of small
particles of which the surface is composed. This second process will be
referred to as diffuse reflection. The reflecting power of a material is

defined by:

where Ip is the intensity of incident radiant energy and 1 is the intensity
of energy reflected by the medium. There is confusion over terminology.
The convention is sometimes adopted that the reflecting power associated
with a specular process is termed reflectivity, while the reflecting power
associated with a diffuse .pn:lces.'- is termed reflectance
[Wendlandt & Hecht 66]. Elsewhere, the term reflectance is used to cover

both cases [Morgan 53], [Jenkins & White 571.  Fortunately, im the
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determination of the reflectance map R{p,q), no fundamental distinction
need be made between specular and diffuse reflection. In this work, the
term reflectance is used to cover both cases.

A complete knowledge of the reflectance properties of a particular
sample involves the determination of the spatial and spectral distribution
of the reflected radiation with respect to both intensity and state of
polarization. Reflectance measurements are an important tool in optics and
analytic chemistry. The dependence of the reflecting power of optically
smooth materials on wavelength, polarization and angle of incidence can be
used to determine the fundamental optical constants of the material.
Reflectance spectroscopy extends this analysis to materials with nonsmooth
microstructure. Such studies are useful for the analysis of powders of
known particle size and shape ground from samples that cannot be analyzed
using traditional spectroscopic techmniques, and for chemical constituent
analysisz of compound substances [Wendlandt & Hecht 66]. But, reflecting
power measures only the fractionm of the incident intensity reflected and
not its spatial distribution.

Making use of reflectance measurements in image analysis reguires an
explicit account of the spatial distribution of the reflected energy as a
function of the spatial distribution of the imcident energy. It-takes two
parameters to specify a direction. But, if the reflecting material is
isotropic, then the three photometric angles i, e and g, defined imn
Migure 2-2, are sufficient to characterize the spatial relationship between
incident and reflected energy. Let Ip be the intensity of incident radiant
energy as I:mfn:rrn.. Consider a surface element of size ds. The surface
element ds reflects energy into the hemisphere defined by e < n/2. Let I,

be the intensity reflected by the surface element ds in the direction of
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the wviewsr measured per wnit solid angle per unit surface area
perpendicular to the emitted ray. [; is called the redignce of the surface
element ds and determines how bright it will appear when seen from view

angle e. The surface reflectance function $(i,e,g) is defined by:

s, e,9) = —il- (6.1.1)
(1]

Equation (6.1.1) does not distinguish between rotations of the surface
element ds about the surface normal (refer to figure 2-2). Such rotations
do mot change i, e or g. This is the sense in which the surface material
must be isotropic. (6.1.1) does not include the dependence of surface
reflectance on the wavelength of the incident illumination. Thus, to use
the corresponding reflectance map R(p,q) in image analysis, it is necessary
to determine @$(i,e,g) under the same illumination conditions and sensor
transfer characteristics that will obtain when objects are to be viewed.

Ome method for determsining a reflectance map which awvoids these
problems is to measure the intensities recorded in an image of an object of
known shape. The reflectance map R(p,q) so determined will hold for
objects made from the same material and viewed with the same imaging device
and under the same object surface, light source and viewer geometry.

Another method for determining a reflectance map is to use a
photo-goniometer to fix g and explicitly measure the dependence of
reflectance on the two photometric angles i and e. Such measurements were
carried out using an improvised photo-goniometer and a sample gray iron

casting as the specimen material.
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6.2 MEASURING THE REFLECTANCE OF CAST GRAY IRON

First, in measuring reflectance, it is important to be clear on what
the measuremants are measurements of. Other definitions of surface
reflectance arise which differ from the ¢{i,e,g) defined im (6.1.1) by
constant fTactors or by additional terms of cos(e) and/or cos(i). These
distinctions can be made clear il one carefully analyzes the measurement
situation.

Consider the experimental situation depicted im figure &-1. Here,
there is a distant source producing a narrow collimated beam of incident
illumination. Suppose the incident intensity is Ip per unit area measured
perpendicular to the incident beam. Suppose the cross-sectional area of
the incident Deam is dA, In this sitwation, the total radiant flux
incident on the surface is equal to IodA, which is independent of i. Let
the corresponding area of surface illuminated by the incident beam be ds.
Then, dA corresponds to a foreshortened view of ds as seen by the source so
that ds = cos{i)"'dA. Suppose that the receptive field of the distant
detector is large compared to ds so that all of the flux reflected im the
direction of the viewer is captured by the detector. Let F be the [lux
measured by the detector and let I denote its intensity measured per unit
s0lid angle per unit area perpendicular to- the emitted beam. Then,

F = Ijcos{e)lds s0 that:

#lieg) = 1L = F = F cos(i) (6.2.1)
Ig Igcos{e)ds Ipcos(e)dA

(6.2.1) relates measurements obtained in the experimental situation
depicted in figure 6-1 to the definition of the surface reflectance
functionm givem im (&.1.1). 1Ip and dA &re constant. Multiplying the

detector measurement F by the corresponding cos{i)fcos{e) produces a
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Figure 6-1 Measurement situation corresponding to a collimated beam of

incident illumination which is marrow compared to the receptive field of
the detector,

DETECTOR
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'l

cross-section

dR \__J

surface element
ds

Figure 6-2 Measurement situation corresponding to & collimated beam of

incident illumination which is wide compared to the receptive field of the
detector.
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quantity proportional to ¢(i,e,q).

Compare this to the experimental situation depicted in figure 6-2. In
this second situation, there is a distant source producing a collimated
beam of incident illumination that is wide compared to the receptive fTield
of the distant detector. Suppose the cross-sectional area of the receptive
field of the detector is dR and let ds be the corresponding area of
surface. Then, dR corresponds to a foreshortened view of ds as seen by the
detector so that ds = cos{e) 'dR. Let F be the flux measured by the
detector and let I} denote its intensity measured per unit solid angle per

unit area perpendicular to the emitted beam. Then, F = I cos{e)ds so that:

$ii,e,g) = L = F = (6.2.2)
I Iocos{e)ds IgdR

[(6.2.2) relates measurements obtained in the experimental situation
depicted in  figure 6-2 directly to the definition of the surface
Feflectance fumnction given im (6.1.1). Is and dR are constant. Tha
detector measurement F is proportional to ¢{i,e,g). This definition of
@l{i,e,g) is the natural one to use in image analysis. Filgure 6-2 correctly
depicts what happens in an imaging situation. Picture elements, or pixels,
in an image do not sample single points om the object surface. Rather,
each pixel measures a flux which corresponds to a surface element ds
foreshortened by the view angle e. This surface foreshortening makes each
surface element appear brighter, in the image, as a function of cos(e).

The experimnental situation under which the photo-gonlioneter
measurements were made for cast gray iren corresponds to that depicted im
figure G=1. The particular goniometer geometry is shown in figure 6-3. A
LEITZ PRADD UNIVERSAL projector was used as the light source. An opague

slide containing a small pinhole was projected to produce a collimated beam
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of about 1 ocm in diameter. A UNITED DETECTOR TECHNOLOGY, INC.
80X OPTO-HETER fitted with a tele-photometer was used as the detector. The
instrument was set to measure lux {(in watts). At a distance of about 2 m,
Lthe receptive field of the tele-photometer subtended about B cm of sample
surface. A small planar section of specimen material, about 2 cm by B cm,
was mounted at the origin of the XYZ coordinate system. The phase angle g
iz the angle between the light source and the tele-photometer. For a
particular set of measurements, the phase angle g was Tixed. The wview
angle & and the angle of incidence 1 were varied by rotating the sample
about the x-axis and y-axis.

To generate a reflectance map, gradient coordinates p and g must be
defined im terms of the goniometer geometry shown in figure 6-3. Two
anomalies of the goniometer geometry must be dealt with. First, the
positions of the source and viewar have been interchanged with respact to
the sStandard imaging geometry used to define the reflectance map inm
Chapter 2.3. Vector [0,0,-1] points a&at the saurce while wvector
[sin{g).0,-cos{g)] points at the wviewer. Second, with the particular
mechanical arrangement used, the x-axis and y-axis are coupled. That is,
rotations about each axis are not independent. Let #; be the initial angle
of rotation about the x-axis. Let §, be the subseguent angle of rotation
about the y-axis. Specifying the order of rotation is necessary. For the
results presented here, #: is set first followed by f,. Measurements were
made in increments of 5° in both #. and 8,

If one first rotates §; about the x-axis and then rotates §, about the
¥-axis, the equivalent gradient coordinates describing the resultant

surface orientation are given by:
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Figure 6-3 Photo-goniometer geometry.
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tan(@y-g)

q = tan(f, )
cos(fy-g)

=
i

In this scheme, the position of the light source is given by:

ps = =tan{g}
gs = 0

For the measurements obtained, the phase angle g was fixed at g = 35°.
To determine the reflectance map required for image analysis, the
photo-goniometer measurements were multiplied by the "correction factor®
cos(i)/fcos(e), as indicated in :E-;-]}- Subsequently, the measurements
were normalized so that the maximum reflectance value was 1.0. The results
are presented as a contour plet. Figure 6-4 plots these contours, spaced
0.1 units apart. The box enclosing the contoyrs delimits that portion of
gradient space which was measured. This limit reflects constraints imposed
by the size of the specimen and the mechanical arrangement of the
photo=goniometer.

Reflection from the surface of a metal is highly specular. Specular
refllection from an optically smooth surface is easy to characterize. For
such reflection, ¢(i,e,g) is zero except when & = {1 and i, e and g lie in
the same plane. Then, ¢{i,e,g) is one. The viewing direction for which
@ = 1 and i, & and g lie in the same plane is called the perfect specular
direction. As surface roughness increases, highly specular materials will
reflect light in directions away from the perfect specular directiom. For
any wviewing direction e, one can determine the angle between e and the
perfect specular directiom. This angle 1is called the off-specularity

agrgle 5. It can be shown that

cos{s) = Zcos(i)cos(e) - cos(g) (6.2.3)
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Figure 6-4 Measured
pg = =0.7 and gs =
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Figure -5 plots contours of constant cos(s) for ps = =-tan{35%) qs = 0O,
spaced 0.1 wnits apart. Contours of constant cos{s) are circles in
gradient space. In general, il the light source is positioned at (ps.gs ).
then the contour cos{s) = k 2 0 is & circle in gradient space centered at
{eps .cs ) and of radius r where:

cos
k + cos{g)

and 2 = 1 - k?
[k + cos(g)?

For most surfaces, measurements suggest that both specular and diffuse
reflection is always present, the relative propertion of each depending on
the nature of the material [Wendlandt & Hecht 66]. By combining a term in
cos(s), to account for the specular component, and a term in cos{i), to
account for the diffuse component, it is possible to model different
surface materials.

A good approximation for many materials is achieved by letting the

surface reflectance function be:

$li.e,g) = t ";1 os(s)" + (1-t)cos(i) (6.2.4)

where t lies between 0 and I and determines the fraction of incident light
reflected specularly, a parameter which models the optical properties of
the material, and n determines the sharpness of the specular peak, a
parameter which models the surface micrestructure [Horm 77]. Figure 6-6
plots the reflectance map obtained using (6.2.4) with ps = -0.7, gz = O,
n=3and t = 0.6. There is good gqualitative agreement between figure 6-6
and the data shown in Tigure &-4. This agreement, however, has been
verified for only one phase angle and over a- limited region of gradient

space.
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.....
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Figure 6-6 Phenomenological model of reflectance map for gray cast iron with
light souwrce at pg = -0.7 and gg = 0.0 (contours are spaced 0.1 units
apart).
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It is important to point out that (&.2.4) is a phenomenoloegical model
and is not based on any optical theory or actual reflectance measurements.
The purpose is not to produce closed form expressions for the surface
reflectance of gray iron. At best, such an expression would wary with
alloy composition and sand grain size. Rather, the purpose has been to
demonstrate that a reflectance map for a particular alloy with a particular
surface microstructure can be determined empirically and is, at least,
consistent with phenomenological models of reflectance already in
existence.

The measurements required to determine a reflectance map are tise
consuming when made manually. A recent effort has been mada to instrument
the goniompeter geometry illustrated in figure 6-3 so that reflectance
measurements can be gathered automatically by computer [Ammar 78].
Examination of a number of materials under a number of illuminations is

necessary to develop and evaluate phenomenological models of reflectance.

63 OBTAINING RELIEF DATA

Object relief data was obtained for the shuttle eye of Chapter 4.2
using an improvised coordinate gauging machine. A simple program was
written to wse a force controlled mechanical manipulator [Silver 73]. A
neadle probe was inserted between the manipulator grippers and the surface
scanned at a resolution of 0.01 inches in x and ¥. At each (x,¥) point, the
manipulator was programmed to descend wuntil it "touched® the surface. The
height of first touch was recorded to create a range file. Figure &6-7
plots, from four different viewing directions, the range data obtained for
the shuttle eye. Figure 6=B is an image of this shuttle eye synthesized

from the range data and the reflectance map determined abowve.
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Figure 6-7 Plot of measured terrain data for shuttle eye (from four views).
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Figure 6-8 Synthesized image of shuttle eye using measured terrain data and
phenomenological model of reflectance map with light source at ps = 0 and

Qs = 0.
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7. CONCLUDING REMARKS

This chapter summarizes the research in terms of the goals initially set
forth and the results achieved. The work had two goals: one theoretical
and one practical. The theoretical goal was to understand how to interpret
image intensity in terms of the underlying surface topography of the
objects being imaged. The practical goal was to explore how machine vision
systems could be applied to the problem of inspecting surface defects in
metal castings.

With these goals in mind, the research naturally split into two parts.
The first part consisted of a basic investigation into the problem of
determining object relief directly from image intensity. Image analysis is
a hard problem because many factors influence the intensity values recorded
in an image. Image analysis requires that preperties of image intensity be
related to properties of the objects being imaged. This work has explored
the fundamental nature of this computation. [Horn 757 [Horn 777 provided a
framework for modeling both the geometry and radiometry of the
image-forming process. A key observation is that, in a mathematical sense,
the problem of computing object relief locally at each image point is
underdetermined. In order to assign a global interpretation to an image,
it necessary to invoke additional assumptions about the nature of the
ob ject surface in view,

The present work has extended the pioneer work of Horn by providing a
mechanism for representing assumptions about surface curvature and by
demonstrating how this representation can be exploited in methods fTor
computing object relief from image intensity. The image Hessian has been
defined and used to represent surface curvature. Assumptions about surface

curvature map naturally into properties of the image Hessian.
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In its theoretical contribution, the research 1is evolutionary rather
than revolutionary. Dealing with arbitrary surfaces remains a difficult
problem. In general, even if the reflectance map Rip.g) is5 Eknown
explicitly, there is no unique surface z = f{X,¥) corresponding to & given
image I{x,¥). Yet, people provide consistent interpretations of images.
One unexplored area of research is to try to formulate constraints om the
computation which lead to the solutions people most oftem assign. An idea,
for example, is to compute the surface z = f{x,¥) which requires the least
surface area to account for the observed change in dintensity. auch
constraints, while interesting, fall outside the scope of the present work.
In determining what can be computed directly from image intensity, it is
also useful to point out what cannot.

AL the same time, many examples have been presented in which image
analysis simplifies. Surfaces which are singly curved and surfaces which
are solids of revolution (i.e., have a circular cross-section) are
particularly easy to deal with. Such simplifications arise naturally im
practical situations since there are few design technigues and few
fabrication methods for manufacturing parts with arbitrary doubly curved
surfaces. The design of curved surfaces has always presented difficulties
to the engineer. Some types of curved shapes, such as eylinders, spheres,
surfaces of revolution and singly curved surfaces can be represented on a
two-dimensional drawing with considerable precision. Wherever possible the
engineer constrains curved portions of the design to one of these types.
There are few drafting techniques for representing curves in a drawing
which are mnot plapnar curves in space. Not surprisingly, such
simplifications also seem to arise naturally in the inteérpretation huméans

assign to drawings [Mare 7Fal.
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The second part consisted of a practical demonstration of a working
inspection system. Having discussed the needs of casting inspection with
various representatives of the castings industry, a particular inspection
problem was chosen. The industry standard for estimating the average grain
size of metals was implemented and demonstrated on a sample turbine vane.
The image analysis portion of the program incorporated existing ideas in
machine vision [Marr 76], [Lozano-Perez 77]. For a standard part surface
and a standard method of part presentation, analysis of intensity profiles
is sufficient to wverify grain structure for equiaxed turbine blades and
vanes. This demonstrates that machine vision systems can tackle existing
inspection problems. But, [lexible inspection systems must be able to
interpret measurements made from an image in terms of the underlying
surface topography of the part being inspected.

This example relates to an important fact of industrial automation.
Current large wvolume automation incorporates a wide wvariety of special
p;rpuse “tricks® to accomplish specific tasks of parts feeding, assembly
and inspection. Unfortunately, there is little or no general theory of how
to do this. This presents no problem when the volume of production
Justifies an investment in special purpose trickery. But, it also means
that low to mid volume production can not profitably be automated.

Machine wvision is an attractive interface to existing production
facilities. OIn the immediate future, industrial applications of machine
vision can be expected to take the form of special purpose tricks. This is
reasonable il the domain of interest is constrained so that special purpose
tricks will work. At the same time, one would like to have an underlying
theory of image formation. At the very least, such a theory would help in

the design of special purpose tricks.
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Analyzing surface defects in green sand mold castings seems to require
more than special purpose tricks. One idea might be to compare the ibage
of each casting against the image of a4 casting Known to be free of defects.
Parts whose intensities match to within a specified tolerance would ba
accepted while those outside the specified tolerance would be rejected.
This idea is like a method of inspection used in many foundries. Castings
can be waighed cheaply. If the casting doees not weigh as much as it
should, then there must be shrinkage woids or regions of high porosity
{i.e., holes) inside the casting. This is a convenient way to Tind obvious
internal defects without the high cost of a more quantitative analysis
(i.e., radiographic or ultrasonic inspection). This method is successful
fince there is a simple linear relationship between measured weight and the
mass of metal missing from the part.

Unfortunately, in comparing images, there is5 no such simple
relationship between differences imn intensity and surface defects. A
particular surface feature maps into many possible features of intensity
depending on the position of the light source and and on the surface-viewer
geometry. Simple difference detectors will fail wnless the measurements
made can be interpreted in the context of the part as a whole.

One way to relate image intensity to part geometry is to match the
image to a known model of the part. Two-dimensional models are wseful for
determining part identity, position and orientation from boundary
information [Perkins 77]. Interpreting local features of intensity as
defects on sections of smaoth surface, however, reguires a
three-dimensional surface model. The surface function 2 = T(x,¥) 15 such a

three-dimensional model.
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For a surface with homogensous optical properties, photometric stereo
is a straightferward method for determining the wunderlying surface
2= I(x,v). This technigque seems particularly suited to casting
inspection. The two properties which deternine the surface photometry of a
casting, namely alloy composition and surface microstructure, are carefully
controlled. The production engineer is also free to standardize the
illumination and viewing geometry at each inspection station.

-Typicﬂl surface defects in castings (eg. pinholes, cold shuts, cracks
and hot tears) manifest themselves as properties of surface topography that
could not have been the result of an intended casting operation. To do the
kind of first wvisuwal inspection required in a tvpical batch-oriented
foundry, it is probably not necessary to have a precise model of each part
geometry. Imagine an inspection system for finding cold shut defects in
green sand mold castings. Photometric stereo could be used to determine
the shape of the casting. Subsequent analysis would look for variations in
intensity at concave boundaries between large sections of the casting that
indicate a lapping or lavering of the surface.

This research has explored ways of determining the surface function
z = f(x,y) directly from image intensity. Exciting new technigues in image
analysis are possible once the image I(x,¥) has been aligned with the
surface function 2 = f(x,y). Once alignment has been achieved, it becomes
possible to distinguish effects due to illumination and varying surface
slepe  from effects due to wvarying surface cover [Nitzan et al 7]

[Barrow & Tenenbaum 78] [Horn & Bachman 77
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APPENDIX A: MATHEMATICAL DETAILS

The purpose of this appendix is to explore more formally the guestion of
how physical constraints on the object surface z = TM(X,¥) constrain
possible solutions to the basic image-forming equation I(x,¥) = Rip.q).
Intuitive reasoning about smooth surfaces and gradient space needs to be
augmented by some formal definitions and theorems. The mathematics
presented in this appendix is not new. The pertinent delinitions and
theorems arise from work in linear algebra, convex analysis, differemtial
geometry and nonlinear programming. The goal here 15 to apply this
mathematics to the problem of interpreting image intensities. The required
Fformal rcsuits are merely summarized. Technical details of proofs have
heen omitted. For those details, the reader 15 referred to
[Mangasarian 69], [Moore 66], [Luenberger 73] and [Kepr 69].

In order to develop the required theorems, the notion of surface
smoothness must be made precise.

Defimition. Let ©(x) be a real-valued function defined on an

open set ' « B*. Then the (hyper)surface described by the
equation z = f{x) is smooth eover ' if F(x) is twice
differentiable with continuous second partial derivatives
at every x ¢ I.

It is also important to deal explicitly with surface curvature. The
Hessian matrix H is the generalization to W" of the concept of the
curvature of a function of & real variable.

Definition. Let fix) be a real-valued function defined on an
open set I" ¢ A" and let x ¢ I'. Then, the n X n matrix
H = V?f(x ), whose ii'" element is given by:
7 &
(verx®y; = 21X )
dx dx
) ]
is called the Hession (motrix) of I(x) at x .
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The following theorem establishes that the Hessian matrix is syemetric

for smooth surfaces.

Theorem Al Let f(x) be a real-valued function defined on
an open set I' ¢ B" and let x' ¢ I'. If the (hyper)surface
described by the equation z = f(x) is smooth at x‘. then
a_arx’) =4 af(x")
dxi  dn duj 4%

Corollary A1 If z = fix) is smooth at x’. then the Hessian
matrix H exists at x" and is symmetric.

It can now be shown that the Hessian matrix H underlies the model of
the image forming process. Once again, recall that the assumptions used
are that the viewer is distant, that the image projection is orthographic
taking object point (x.,¥,2) onto image point (x,¥) and that each object
point receives the same incident illumination. The basic image-forming
equation I(x,¥) = R{p,q) is one equation in the two unknowns p and g. By
taking partial derivatives of this equation with respect to X and Y, two
aquations are obtained:

Ia = puRa + 0ufy

Iy = pyRe + 0vBq
(subscripts are used to denote partial differentiation). Theorem A.l says
that, for a smooth surface, py = Qu. Thus, two equations are obtained in

the three unknowns ps, q« and py = g where:

pe = 000Y) oo 2Y) o, « (%)
dxF dy? dxdy

These two equations can be written as the single matrix eguation:

I: ﬂ: ql’ R-D

mn

Ly Py My Fa
The relationship between the wvector of first partial derivatives of the

intensity function [I.,I,] and the corresponding vector of first partial
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derivatives of the reflectance map function [Rs,Fs] is given by:

[Li.Iy1" = H [Re By T (A.1)
where H = Vf({x,v¥) is the Hessian matrix of second partial derivatives of
the object surface z = F(x,¥).

First=order approximations, written in terms of differentials,
relating a small movement [dx,dy] im the image to the corresponding
movement [dp,dg] in gradient space are given by:

dp

Pxdx + pydy

dg = g dx + qudy
Again, these two equations can be written as the single matrix

equation:

dp P Py [dx

dq 9 Qv |d¥
To a first approximation, the relationship between a small movement
[dx,dy] inm the image and the corresponding movement [dp,dq] im gradient
space 1is also determined by the Hessian matrix H. It is given by the

equation:

[dp,dq]" = H [dx,dy] (An.2)
A Tew words of caution are in order. While equation (A.1) above is
exact at any image point (x,v¥) and its corresponding gradient point (p,g).
equation {(A.2) iz only approximate. The Hessian matrix H is a function of
¥ and ¥. In the subsequent analyszis, however, it is assumed that [dx,dy]
can be chosen small enough so that H can be considered constant over the

interval (x,¥) to (x+dx, yedy).
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duppose image point (x,¥) is known to correspond to gradient point
(p.a). If two linearly independent directions [dx;,dy,] and [dxz,dyz] and
the corresponding [dp;,dgy] and [dpz,dqz] are known, then the Hessian

matrix H is determined uniguely at (x,v). Indeed,

dpy dpz dxy dxz |-

dgs dgz)] |dyy dyz

A.l HORN'S METHOD FOR OBTAINING SHAPE FROM SHADING INFORMATION
It is now possible to re-examine the method Horn developed for
obtaining shape from shading information [Horn 75] [Horn 77]. The goal is
to interpret Horn's method in terms of the image Hessian H.
The basic recipe for Horn's solution is as follows:
(i) Buppose image point (%,¥) is known to correspond to a
point (p,q) in gradient space. Then, the change in
z = f(x,y) corresponding to a small movement [dx,dy]
in the image 1% given by the first-order
approximation:
dz = pdx + gdy
(11) The new gradient point corresponding te the image
point (x+dx,y+dy) is obtained by updating the current
gradient (p,q) according to the equation:
[dp,dq]" = H [dx,dy]"
Unfortunately, there is not enough information te determine the matrix
H. The only constraint on H is that it satisfies the equation:
[0 0w1" = H [Re,Ra T7
Mote, however, that matrix multiplication is a linear operation. If
[dx,dy] is chosen to be in the direction of [Ry,Rs] then linearity is
sufficient to guarantee that [dp,dg] will be in the direction of [I.,I,].

More precisely:

If [dx,dy] = [Re,Rq]ds, then [dp,dg] = [I.,1, Jds
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Thus, by starting at a point (x,¥) known to have gradient (p,q) and
iterating the above two operations, a path in the image is traced out for
which the corresponding gradients, and hence the corresponding relief
praofile om the object surface, can be determined. The catch is that am
arbitrary direction for [dx,dy] cannot be chosen. [dx,dy] must be chosen
in the direction [Rz,B3]. The curves traced out on the surface in this
Frashion are called choracteristics and their projections in the imsage plane
are called bose choracteristics.

This result can also be interpreted geometrically. Choosing [dx,dy]
to be in the direction [R,,R; ] means that a base characteristic is traced
out that is always perpendicular to the contour of constant refllectance at
the current (p,q). S&imilarly, the fact that the resulting [dp.dq] is in
the direction [T;,I,] means that the corresponding path traced out in
gradient space is always perpendicular to the contour of constant intensity
at the curremt {z,y). Figure A-1 illustrates this result.

The path the base characteristic traces out cannot be controlled. It
depends on the particular object in view. Assumptions are reguired to link

the characteristics traced out from different starting points.

A2 THE IMAGE HESSIAN MATRIX

In this work, the requirement that [dx,dy] be chosen in a particular
direction is relaxed,. The reason 15 not to make the problem more
difficult! Rather, it is to try to gain more control over the “"path™ that
can be analyzed, independent of the object in wiew. To do this, the
analysis of how properties of the object surface 2z = ((x.¥) relate to
properties of the image Hessian matrix H is extended. These properties of

H constrain the set of [dp,dq]'s that can correspond to a particular
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(x:y)

(al (k)

Figure A-1 Suppose image point (x,¥) corresponds to gradient (p,q). In
expanding a characteristic, movement in the image is in the direction
normal to the contour of constant reflectance at (p,g). Similarly,
movement in gradient space is in the direction normal to the contour of
constant intensity at (x,¥).



R. J. Woodham 191 Hathematical Details

[dx, dy].

If H were known everywhere then the problem of obtaining shape from
shading would be solved since Horn's method could be used to trace oul an
arbitrary base characteristic, independent of the object in wview. On the
other hand, if constraints on the object surface 2z = f(x,¥) can be
expressed in terms of properties of H, then these constraints can be
applied to the set of possible solutions to the basic image-forming
equation I{x,¥) = R{p,q). The Hessian matrix H is the generalization to
R" of the concept of curvature of a function of a real variable. Here, it
is established that the corresponding positive (negative) definiteness of

the Hessian is the generalization of positive (negative) curvature.

Definition. Let A be a real n x n symmetric matrix. Then A
is called positive semidefinite if x"Ax 2 0 for all
x ¢ M". A is called positive definite if xTAx > 0 for
all monzero x ¢ RB™, Similarly, A is called nmegolive
semidefinite if x"Ax = 0 for all x « B® and A 15 called
negotive definite if x"Ax < 0 for all nonzero x ¢ R".

H iz a real svometric matrix (Corollary A.1). Therefore, it is
appropriate to examine conditions under which H is positive (negative)
definite. The positive (negative) definiteness of the Hessian matrix H is
related to the convexity (concavity) of the corresponding (hyper)surface
2= fi(x). The following definitions and theorems establish the required

results:

Defimition. A real=-valued function f(x) defined on a convex

set I' ¢ B* is said to be conwex if, for every x;,xz ¢ I
and every A, 0 £ a =1,
Fiasg + (1 - A)xz) € AfF(xy) + (1 = A)Fixz2).
If, for every 0 < & < 1 and %) = X2
F{axy + (1 - A)x2) = Af(xy ) + (1 - A)f(xz),
then Fi{x) is said to be siriclly coavex.
Similarly, a real-valued function f{x) defined on a convex

set [' « B" is said to be cencave if -f(x) is convex and
strictly concave if -f{x) is stricily comvex.
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Theorem A2 Let f(x) be a real-valued function defined on
an open convex set I' ¢ " and 1let the (hyper)surface
described by the equation z = f{x) be smooth over ["'. Then,
fix) is convex on I' if and only if H = Vif(x) is positive
semidefinite on I'. Similarly, f(x) is concave on I' if and
only if H = V?f(x) is negative semidefinite on I,

Unfortunately, theorem A.2 does not extend to strictly convex and
strictly concave functions by simply replacing the inegqualities by strict
inegqualities. The extent by which it does extend 13 given by the following
theorem.

Theorem A3 Let f(x) be a real-valued function defined on
an open convex set ' c B* and let the (hvper)surface

described by the equation 2 = f{x) be smooth over I'. A
sufficient but not necessary condition that f{x) be

strictly convex on I’ is that H = Vif(x) is positive
definite on I'. Similarly, a sufficient but not necessary
condition that f(x) be strictly concave on I' is that
H = V¥r(x) is negative definite on I'.

These results are used to show how convexity adds constraint. Suppose
the surface =z = fi{x,¥) 15 convex. Hultiplyimg the two equations
[1.,1,]" = H [Ra,Re I7 and [dp,dq]” = H [dx,dy]" on the left by [Ra,Rq] and
[dx,d¥] respectively generates the two inequalities:

(R Ra 1 H [Re ,Ra]” = Rely + Ryly 2 0
[dx,dy] H [dx,dy]" = dxdp + dydq 2z 0

The Ffirst inequality FaI; + Faly 2 0 can be viewed as additional
constraint on the contour in gradient space of possible solutions to the
basic image-forming equation Iix,¥) = R{p,q). Suppose image point (xo.vo)
has I{xg.¥yo) = a. Figure A-Z(a) shows the point (¥p,vo) along with the
corresponding  image intensity contour T(x,¥) = «a. The wvector [I,,I,]
defines the direction normal te the contour I{x,¥) = o at each peint (x,¥).
Figure A-Z({b) shows the reflectance map contour R{p,q) = m. The wvector
[Ro.Fa] defines the direction normal to the contour R{p,g) = @ at each

point (p.g).
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Ilx:y) = & Rip:q) = =«

[Ku-}'n]

" * S "

[al (k)

Figure A-2 The inequality Rpl. + Baly 2 0 restricts the contour in gradient
space that camn correspond to & given image point.
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Fals # Baly 2 0 if and only if the angle between the normal [I.,1, ]
and the normal [Ra,Fs] is less than or equal to 90°. Thus, if (xo,ve) lies
on a section of surface known to be convex, points on the contour
Rip,q) = o for which R.I, + Byl, < 0 (the dotted section of the contour
Rip.q) = o of figure A-2(b}) can be excluded from the set of possible
gradient points corresponding to image point (xp,vn).

The second inegquality helps to constrain the movement in gradient
space [dp.dq] that can correspond to a movement [dx,dy] in the image.
Suppose image peint (xg,¥o) 15 known to correspond to the gradient point
(po.go). The vector [dx,dy] defines the direction of movement in image
space (Tigure A-3{a)). Now, dxdp + dydg > 0 if and only if the angle
between [dx,dy] and the corresponding [dp,dq] is less than or equal to 907 .
Thus, if a movement is made in the direction [dx,dy] from the image point
(x0,¥o) on a section of surface known to be convex, then the corresponding
movement in gradient space must take the point (po,qo) into the region R of
figure A-3(b).

This second result can be used to choose [dx,dy] in such a way as to
guarantee that the view angle increases or that the direction of steepest
descent increases. Figure A-4, illustrates what happens if [dx,dy] is
chosen to be in  the direction [po.qo]. In this case, the line
dxdp + dydg = 0 is the tangent line teo the gradient space circle
PP + a¥ = po? + qo?. ALl points in R now lie outside this circle so that
the point (po,go) must move to a point of increasing view angle.

Figure A-5, illustrates what happens if [dx,dv] is chosen to be in the
dircction [-go.pa]. In this case, the line dxdp + dydg = 0 is the line
connecting (po.gs) and the origin (0,0). All points in B lie above this

line so that the point {(pg,qo) must move to & point of increasing direction
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of stespest descent.

A3 A GEOMETRIC INTERPRETATION OF MULTIPLICATION BY THE IMACGE
HESSIAN

A uselul geometrle interpretation of multiplication by a real
symmetric matrix derives from the Tact that any positive definite matrix
can be used to define a norm. This provides a geometric interpretation of
multiplication by a positive definite H. The interpretation can be
extended to arbitrary H.

Defimition. Let A be an n X n positive definite matrix and
let x « R". Then, Ixly is called the A-norm of x where
Ixla® = xTAx

The key observation is that an A=norm is like the standard Euclidean
norm eaxcept that it can apply different weights to the components of x im
different directions. These weights and directions are determimed by the
eigenvalues and eigenvectors of A. The Tollowing three theorems formalize

this observation.

Theorem 4.4 Let A be a real symmetric n x n matrix. Then
all the eigenvalues of A are real and there exist n
mutually orthogonal eigenvectors corresponding to each of
the (not necessarily distinct) eigenvalues of A.

Theorem A5 Let A be positive definite. Then all the
eigenvalues of A are positive.

Theorem A6 Let A be a positive definite n Xx n matrix.
Let A ,A2,...,%n ba the n positive but not necessarily
distinct eigenvalues of A and let wi,w2,...,n be a
corresponding set of n sutually orthogonal eigenvectors.
{Without loss of penerality, choose each w:, 0 be & unit
vector and order the w; 50 that the vectors @i .w?;....wn
form a right-handed coordinate svstem.) Then, using
Wi W2y eee tn as%5 a set of basis vectors, any n-vector x
can be rewritten in the form:
XY + Yo + ... + ¥owe
Then:
Il = Ay ® o+ aeye? 4 ... 4 Ayt
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{In"‘dﬂ; r}'ﬂ"‘d}"}

{HD-}"HJ

.

dpdx+dgdy=0

(a) (b)

Figure A-3 The inequality dpdx + dpdy 2 0 restricts the movement in gradient
space that can correspond to a given movement in image space.
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[:u+dx-ru+dr'.l ‘\
':“.:'3"!:]] r .&i 4 .
NP

dpdx+dqdy=0

(a) (b}

Figure A-4 Surface convexity can be used to choose a movement [dx,dy] in the
image such that the corresponding movement [dp,dq] 4in gradient space
increases the view angle &.
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-

(xp+dx,ygtdy) \
p >

(Xg:7g) | .
o \\\‘? P

dpdx+dqdy=0
(a) (k)

Figure A-5 Surface convexity can be used to choose a movement [dx,dy] in the
image such that the corresponding movement [dp,dq] in gradient space
increases the direction of steepest descent.
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Theorem A.6 follows from the fact that any n X n symmetric matrix A
is orthogonally {rotationally) similar to an n % n diagonal matrix whose
diagonal elements are the eigenvalues of A. EKnowing that all the
eigenvalues of a positive definite matrix are positive guarantees that the
quadratic form x"Ax satisfies the requirements of a metric norm.
Theorem A.6 provides a useful geometric interpretation for msultiplication
of a wector by a positive definite matrix. To avoid unnecessary
complication, let us specialize the interpretation to the case of the 2 = 2
Hessian matrix H corresponding to & surface 2 = 7(%,¥). Recall, from
{A.Z) abowve, that

[dp,dq]" = H [dx,dy]"
For notational convenience let
a4 = py, be g, and c = p, = gy

Then, it can be shown that the two eigenvalues of H are:

ath _ 1¥(a-b)® + 4c?

Al =
& il

Ay = ﬂq-l'{a'bi + ac?
£ i

and that the corresponding (unit) eigenvectors are:
wi = [cos{@),-s5in{&)]
w2 = [sin{#),cos(8)]

where

tan{2§) = —2C_
b-a

Hultiplication by H ecan then be interpreted &% Tollows: [dp,dq] is the
vector sum of the projection of [dx,dy] in each of the eigenvector
directions w) and wz where cach projection is scaled by the corresponding

eigenvalues A; and 2p. That is, [dp,dg] = A;3(vTw) Jw; *+ A2({vTw2Jwz where
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v" = [dx,dy].

Consider moving a small distance ds in the image. Consider the family
of all [dx,dy] such that ds = JEEE_:_E;f- If H is positive definite at
an image point (xo,¥o) known to correspond to the gradient point (po.go).
then multiplication by H induces a 1-1 continuous mapping of the image
space circle centered at (xp,yp) and with radius ds onte the gradient space
ellipse centered at (ps,go) and with axes X;ds and Azds in the directions
w] and @z respectively. Figure A-6 illustrates this result, with image
space coordinates and gradient space coordinates superimposed. The fact to
be exploited is that the mapping [rom this image space circle to the
corresponding gradient space ellipse is continuous and 1-1. Multiplication
by & positive definite H is monotonic in the following sense:
multiplication by a positive definite H preserves the ordering im angular
position of the [dp,dq]'s corresponding to given [dx,dv]'s. Let us make

this more precise.

Definition. Suppose two nonzere vectors x = [x,%] and
¥ = [¥i.¥2] are described in a right-handed (positive)
coordinate system. Then x is said to be {strictly) less
irn oagulor position than y if the angle required to align
X with ¥ by rotating x in a counter-clockwise direction is
(strictly) less than the angle required to align x with y
by rotating % in a clockwise direction. Similarly, x is
said to be (strictiy) grealer in aaguler position than y
il the angle reguired to align x with y by rotating x in a
counter-clockwise direction is (strictly) greater than the
angle reguired to align x with y by rotating x in an
clockwise direction.

Definition, Let 2 = M{x,¥) be the equation describing a
smeoth surface and let &) and X be the twoe eigenvalues of
the corresponding Hessian matrix H at image point (%o ,vo).
The surface z = f{x,¥}) 15 said to be plaacr at (xp,.yo) if
and only if &) = a7 = 0, The surface =z = f(x,¥) is sald to
be stsgly curved of (xo,yal) if and only if one (but not
both) of Ay and 2y 15 equal te  Zero, The surface
z = fix,¥} is said to be doubly curved ef (xo.po) 1if and
only if both 2, and Xz are not equal to zero.
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" A

[dp.dgl

Hi

Lzl:lﬁ

Figure A-6 Multiplicatien by the image Hessian H induces a 1-1 mapping
between a circle of radius ds in the image and an ellipse in gradient
space. The major and minor axes of this ellipse are determined by the
eigenvalues and eigenvectors of H.
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Theoremm AY Let z = f(x,¥) be the eqguation describing a
smooth surface, Then =z = f{x,¥)] 1is doubly curved at
(#o.ve) if and only if the corresponding Hessian matrix H
is nonsingular at (xs,v¥oe).

Theorem A8 Let 2z = f(x,y) be the equation describing a
smooth surface and suppose z = F(x,¥) is doubly curved at
image point (xp,vo). Let H be the corresponding Hessian
matrix at (xs,.¥s) havimg nonzero eigenvalues Ay and Az .

(i) If H is positive or negative definite (X&) and Az have
Lhe same sign), then sultiplication by H preserves
the ordering of angular positions of [dp,dg]'s with
respect to the corresponding [dx,dv]'s. That is, if
[dpi.dq 7 = H [dx, ,dy; 1", [dpz,dqz]" = H [dxz,dyz]"
and [dxj,dy; ] is (strictly) less in angular position
than [dxz,dyz] then [dp),dgy] is (strictly) less in
angular position than [dpz,.dgz].

(ii) If H is neither positive nor negative defimite (3
and 2z have opposite sign), then multiplication by H
reversas the ordering of angular positions of
[dp,dq]'s with respect to the corresponding [dx,dv]'s.
That is, if
[dpy,dq; 1" = H [dx) ,dy, 1", [dpz,dgz]" = H [dxz,dyz]"
and [dx;,dy;] is (strictly) less in angular position
than [dxz , dyz] then [dpy . dq; ] is {strictly) greater in
angular position thanm [dpz.dqz].

Theorem A.8 requires that = = f(x,y) be doubly eurved imn order to
guarantee that multiplication by H 1is a I-1 mapping. However, if H is
nonsingular, them theorem A.8 gives precise conditions with which to order
the angular changes to position in gradient space corresponding to given
movements in image space. If H is either positive or negative definite
then the mapping of image space circle to gradient space ellipse goes from
a right-handed (positive) coordinate representation to a right-handed
(positive) coordinate representation so that the ordering of angular
positions is preserved. If H is neither positive nor negative definite
then the mapping of image space circle to gradient space ellipse goes from
a right-handed (positive} coordinate representation to a left=handed
(negative) coordinate representation so that the ordering of angular

positions 18 reversed.
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A4 THE IMAGING MATHEMATICS OF A SPHERE

Expressions can be developed for the surface orientation and the image
Hessian matrix H for an image of a sphere. The purpose is not to perform
an exercise in differential calculus. Rather, the analytic results
developed here can be used to illustrate the connection between a
viewer-centered definition of the image Hessian matrix H and the more
traditional object-centered definition of curvature.

Consider a sphere of radius r centered at the object space origin.
The surface of the sphere is described implicitly by the equation:

Fix,v,2) = x% + ¥* + 2¥ - r¥ =@
This eguation gives no indication of which points on the surface project to
points im the image nor which points on the surface are hidden from wview.
It is an object-centered representation of the surface. For the work here,
an explicit representation is required. For a sphere, this explicit
representation is gliven by the equation:
z = flx,¥) = -/rf - x - ¥

An explicit representation of the ferm z = f{x,¥) is a viewer-centered
representation of the object surface. Recall, from figure 2-3, that the
viewer is looking along the positive z-axis so that the points on the
sphere actually in view correspond to negative values of z as indicated
above,

The gradient coordinates p and q are determined by differentiating

F{%x,y) with respect to x and ¥. One Tinds:

p = 9f(x,¥) - =X
% z
g = af{x,¥) . =¥
ay z

Taking second partial derivatives of f{x,¥) with respect to x and ¥, one
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finds:
pe = BE00Y) o (rP-yt)
axE z:]
ay = Sf00y) o _(rf-x?)
. =
Ayt z2
Py = Qa uéﬂﬂlﬂ:-ﬂ
dxdy 23

Thus, the Hessian matrix H iz given by:

rf-y*  xy

Xy re-xf

H = -1/23

The eigenvalues of the Hessian matrix H are given by:

}.|=i
4
I

}|E=L
2

with corresponding (unit) eigenvectors:
wi = [sin(f#),-cos(f)]
wz = [cos(#),sin{d)]

whera

tan(@) = £
x

First, consider the special case x =0 y = 0, Then z = £{0,0) = -r,

p =0, q==0 and the Hessian matrix H becomes:

l/ir 0

0 I/r
This is as expected. The curvature in each of the twe principal directions
of movement is the same, and is equal to one over the radius of the sphere.

This is actually true for any point on the surface of a sphere.
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{Conversely, a sphere 15 the only swurface which has constant nonzero
curvature in all directions and at all poinmts.) But, this notion of
surface curvature corresponds to am object-centered representation. The

image Hessian matrix H is not constant for all (x,¥).

A5 RELATING THE IMAGE HESSIAN TO SURFACE CURVATURE

The way the image Hessian matrix H has been defined in this report
corresponds to a viewer-centered representation of curvature. The Hessian
matrix H relates movement im the image to changes in local surface
prientation and not movement on the object surface to changes im local
surface orientation. The case x = 0 v = 0, cited for the sphere above, is
the unigue situation for which the object-centered definition of curvature
and the viewer-centered definition of curvature coincide. Here, the
Hessian matrix H dintuitively captures what one would expect from a
"oeurvature” matrix. In a viewer-centered representation, the image Hessian
matrix H of & sphere 15 not constant. The dependence of H on x and ¥
captures the wvariation in apparent curvature when the surface is wviewed
obligquely.

This is made clear il the expression for the image Hessian H of a

sphere is rewritten in terms of gradient coordinates p and q. One finds:

pE+l pg r 0

H = l/cos(e) (A.3)
pa q+1) | 0 1/r

where & 1% the view angle. That is:

cos(e) =

1+ pt e g
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The following two theorems provide an interpretation for (A.3) above:

Theorem A% Let z = f(x,y) be the equation describing a
smooth surface. Let di be a differential element of area
on the surface. Then,

A 1 dxdy

cosie)
where dxdy is the corresponding differential element of
area in the image and e is the view angle subtended by the
surface element dA. Thus, the surface area corresponding
to a4 region R in the image 1s given by:
A = Jr.lrmc{n} dxdy
R

Theorem A0 Let z = f(x.¥) be the equation describing a
smooth surface. Let ds be the differential of the arc on
the surface corresponding to a movement [dx,dy] in the
image. Then, ds is given hy the A-norm of [dx,dy]. That
is,

ds = I[dx,dylls = +[dx,dy]JALdx,dyT
where the matrix A is given hy:

piel  pq
A =
pq i+l
Theorem A.9 allows one to interpret multiplication by 1/cos{e) in
(A.3) as compensation for the foreshortening of area due to the oblique
view corresponding to a gradient (p,q). Theorem A.10 allows one to
interpret multiplication by A in (A.3) as compensation for the
foreshortening of path length due to the obligque view corresponding to a
gradient (p,q). Finding the area of surface corresponding to a given
region of image depends only on the magnitude of the gradient at each image
point in the region. On the other hand, finding the path length along the
surface corresponding to a given curve in the image depends on both tha
magnitude and angular position of the gradient at each image point on the
curve .
This dependence of path Length on the gradiemnt {p,q) can be made more
explicit by, once again, examining the eigenvalue and eigenvector structure

of A. The matrix A 15 positive definite with eigenvalues:
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1

Az § ———
cos® (&)

and corresponding {unit) eigenvectors:
wi = [sin{#),-cos(#)]
wr = [cos(f),sin(f8)]

wheare

tan(f) = 3
P

The component of the differential ds of the arc on the surface in the
direction of steepest descent is foreshortened by the factor cos{e) while
the component of the differential ds in the direction of the contour of
constant z = f{x,¥) is unchanged.

Since A is positive definite, it is also invertible and its inverse
A-' is positive definite. EKnowing the gradient point (p,q) and the
Hessian matrix H at an image point (x,¥) allows one to determine the
magnitude and direction of the object-centered prineipal radii of curvature
of the surface z = f(x,y¥). Suppose that k; and kz are the two eigenvalues
and w; and wy are the corresponding unit eigenvectors of the matrix C
where:

gf+1 -pg

C = cosle)A"'H = cos¥{e) H
-pq pi+l

Then, ry = 1/k; and rz = 1/kz are the two principal radii of curvature of
the surface z = f{x,y) oriented respectively in the directions defined by

wi and wz.
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Finally, since cos{e) » 0 and A-' is positive definite, one observes
that the number of nonzero eigenvalues of H is egual to the number of
nonzero eigenvalues of C = cos{e)A"'H. An eigenvalue 3, of H is =zero
{nonzero) precisely as the corresponding principal radius of curvature r;
is nfinite (Finite). Ihus_. the definitions of a surface z = f(x,¥) being
planar at (xp,¥yp), singly curved at (xg,vo) and doubly curved at (xp,vo)
given in terms of the wviewer-centered Hessian matrix H are equivalent to
the more standard definitions given in terms of the object-centered

principal radii of curvature rj = 1/ky and rz = 1/kz.
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APPENDIX B: CATALOGING CASTING DEFECTS
The initial goal in exploring casting inspection as a suitable area of
application for machine vision was to develop a simple catalog of defects
in metal castings. The first observation to be made is that the phrase
"defects in metal castings" encompasses a broad spectrum of possible
issues. The defects asssociated with a particular casting process fall
roughly inte one of three categories:
1. IMHERENT DEFEFTS
- defects introduced during the preparation of the metal

alloy or other raw materials

Z. PROCESSING DEFECTS
- defects introduced during the casting process

3. SERVICE DEFECTS
- defects introduced during the operating cycle of the
casting
Here, only defects introduced by the casting process itself are
considered. It is appropriate to further split such processing defects
into three categories:
1. SHAPE DEFECTS
- dafects that affect the overall dimensional Aaccuracy
of the part
2. SURFACE DEFECTS
= dafects that manifest themselves as local surface
praopertiss of the part

3. STRUCTURE DEFECTS
- defects that affect the mechanical response of the
part
These three categories of processing defects are not mutually
exclusive. There is considerable overlap between categories. The kind of
inspection considered in this work relates primarily to SURFACE defects.

SHAPE defects related to the accurate verification of part dimensions are

exeluded. STRUCTURE defects which can be found only by destructive
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testing, special test equipment or by imaging rays which penetrate the
object surface (eg. X-rays, ultra-sonic rays) are also excluded. As the
catalog below demonstrates, many defects which affect the structural
properties of a casting are nonetheless manifest as surface properties.
These are not excluded.

Before presenting the catalog, a slight disclaimer is in order: this
catalog of casting defects really should take into account the particular
alloy used, the particular casting technigue chosen and the particular part
geometry. Fortunately, however, each alloy, each casting technigque and
each part geometry share the same broad categories of defects. The
difference lies in the relative rate of occurrence of the various kinds of
defects and, to a lesser extent, in the way in which these defects manifest
themselves.

With that disclaimer, here is the catalog of defects:

COLD SHUT [FLOW MARK)

DESCRIPTION:

A defect that affects both the SURFACE and the STRUCTURE of a casting.
Broadly speaking, & cold shut defect arises when molten metal does not weld
together properly. There are two types of cold shut defect. One type
occurs at the interface of two streams of molten metal whose temperature
differential prevents them from welding together properly. This is
manifest as a lapping or layering on the surface of the casting. The other
type results from loose droplets of molten metal entering the mold cavity
ahead of the main stream of metal. These solidify and become partially
emhedded in the surface of the casting.

CAUSES

DESIGN:
= portions of the mold too cold
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PEODUCTION:
= pouring/injection rate too Slow
- mold temperatura too low
- metal temperature too low
- dirty metal {gating blockages)
CRACES
DESCRIPTION:
A defect that affects both the SURFACE and the STRUCTURE of a casting. A
crack is a defect that occurs during contraction shrinkage following
solidification. Localized stresses are set up within a casting immediately
following solidification, especially at junctions of restraining ribs,
right angle intersections, and junctions between thick and thin sections.
These stresses can produce cracks as the casting cools to room temperature.
Because such cracks occur after solidification, there is little chance for
axidization and they are typically very clean.
CALSES
DESIGN:
= uneven or too rapid cooling
- excessive mold rigidity restraining normal contraction of the
metal
PRODUCTION :
- mechanical jarring during remsoval from the mold
HOT TEARS
DESCRIPTION:
A defect that affects both the SURFACE and the STRUCTURE of a casting. A
hot tear is a cracklike defect that occurrs during solidificatien. As the
molten metal touches the comparatively cold mold surface, it soldifies as a
skin and starts contracting ahead of the remainder of the casting. This
skin is placed in tension and may tear if it becomes overstressed. These

tears are characterized by having a heavily oxidized surface while CRACKS

{see above), which occur after solidification, are relatively clean.
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CAUSES
DESIGN :
= uneven or too rapid ceoling
- excessive mold rigidity restraining normal contraction of the
metal
= poor pattern design
too small & radius of curvature at a section boundary
too high a ratio of areas between sections joined in a T
INCLUS1ONS
DESCRIPTION:

Inclusions are defects that arise due to foreign material trapped in a
casting. Inclusions affect both the SURFACE and the STRUCTURE of a
casting. Broadly speaking, inclusions are classified according to their
origin.

INCLUSIONS OF METALLIC ORIGIN (DROSS/SLAG)

Improper melting and pouring practice may cause metallic inclusions im the
casting. The formation of oxides, slag and other moetallic waste material
is an inherent part of the melting process. This slag material is lighter
than the molten metal and floats to the surface. Careful design of the
metal feeding system attempts to take advantage of this fact to prevent
slag material from entering the mold cavity.

CAUSES
DESIGN:
= faulty gating design
PRODUCTION:
= poor quality controel on raw materials
= superheating of metal in melting furnace
- melting cycle too long
= turbulent flow of metal

TNCLUSTONS OF NONMETALLIC OGRIGIM
Some of the possible sources of nonmetallic inclusions are:

Mold and core material
Extraneous mold and core material may remain loose in the
mold cavity or may be generated by the erosive action of
the incoming melten metal.

Pattern material
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In investsent casting, residue from wax or plastic patterns

may remain im the mold cavity and contaminate the casting.
Crucible and furnace lining material

Lining breakdown in crucibles and melting furnaces adds

contaminants to the molten metal.

{PARTING LINE) HISMATCH

DESCRIPTION:

A defect that alters both the SURFACE and the SHAPE of a casting. (Parting
line) mismatch occurs in casting techniques that employ a two-piece mold.
Misalignment between the mold halves induces a step shift at the parting
line of the casting. This results in a surface irregularity and loss of
dimensional accuracy. The tolerable degree of parting line mismatch 15
generally specified in the mechanical drawing of a casting.

CALSES

DESIGN:
- misalignment of pins and receptacles of the mold halves

PRODUCTION :
- play (due to wear over time) developing between pins and

receptacles of mold halves

MISRUN

DESCRIPTION:

A SHAPE defect due to the incomplete filling of the mold cavity. Hisruns
occur when an advancing stream of molten metal lacks sufficient force to
overcome back pressure generated in the mold. (Typically, misruns occur in
isolated thin sections of a casting-i

CAUSES
DESIGN:
= faulty gating design
{need for additional vents, overflows or altered direction
of metal Tlow)
= low mald permeability
- incorrect mold/metal temperatures
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PRODUCTION :
- dirty metal {gating blockages)

= failure of mold reaction inhibitors (excessive evolutiom of
gases)

= overlubrication (inhibits permeability)

= pouringfinjection rate too slow

- inadequate guantity of molten metal in shot well
- mold temperature too low '

= metal temperature too low

POROSITY

DESCRIPTION:

There 1is some confusion about the use of thﬁ term porosity. When not
distinctly referring to shrinkage porosity, porosity generally implies
bubbles of gas entrapped in the metal during solidification. Many of these
bubbles remain internal to the casting and thus represent STRUCTURE defects
{internal porosity). Certain  others reach the surface during
solidification and thus represent SURFACE defects (surface porosity).
Large swurface porosity defects are commonly referred to as BLOWHOLES.
Emall surface porosity defects are commonly referred to as PINHOLES. Thera
are three main sources of entrapped gas in a casting:
1. Gas evolwved within the molten metal itself. (Gas
s0lubility in a metal decreases as temperature
decreases. )

2. Air trapped in mold cavity

3. Gas evolved due to chemical reactions betweem the

casting metal and the mold or core material
CALISES

DESIGN:
= faulty gating design
- improper mold reaction inhibitors
= improper innoculants
- low mold permeability
= incorrect mold/metal temperatures
- poor Betal handling
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FRODUCTION ;.
= gpverlubrication
pouringdinjection rate too slow
turbulent flow of metal
pouring/injection rate too high
partial bleckage in gating system
mold temperature too high
metal temperature. Loo high
contamination of raw materials

SHR TNES
(SHRINE CAVITIES, SHRINEAGE VOIDS, SHRINKAGE POROSITY, PIPE)
DESCRIPTION:
In coaling from & molten state to room temperature, metal goes through
three stages of shrinkage:
= volumetric shrinkage as a liquid
= splidification shrinkage during conversion to a solid

= contraction shrinkage as a solid cooling to room
temperature

Sshrinkage defects [commonly referred to a shrink cavities, shrinkage voids,
shrinkage porosity or pipe) are STRUCTURE defects. They arise due to metal
shrinkage within a shell of already solidified metal that is not
cpmpenﬁated for by a continued inflow of molten metal. Shrinkage defects
typically occur near the center of large, heavy sections of a casting.

CAUSES
DESTGM
- faulty gating design
= poor control of direction of selidification
PRODUCTION :
- pouring/injection rate too slow
= mold temperature to high
- metal temperature too high
= carbon equivalent of metal too low
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HMISCELLANEOUS METAL/MOLD INTERACTION DEFECTS

In the discussion of green sand mold casting, we have already seen a table
of miscellaneous surface defects that result from a poor metal-to-mold
interface. In permanent mold casting techniques, there are similar
defects.

SOLDERING :

soldering is a SURFACE defect in permanent mold castings due to the
adhering of metal to the mold surface. Soldering results in pisples or
torn skin on the surface of the casting. It arises when the mold surface
has become pitted or when there iz inadequate lubrication between mold and
metal.

S TAING:

Excessive lubrication of the mold surface can result in stains om the

surface of the casting.



