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Abstract

Free-word order languages have long posed significant problems for standard parsing
algorithms. This thesis presents an implemented parser, based on Government-Bin-
ding {GB] theory, for a particular free-word order language, Warlpiri, an ahoriginal
language of central Australia,

The words in a sentence of a free- word order language may swap about relatively
freely with little effect on meaning; the permutations of & sentence mean essentially
the same thing. Tt is assumed that this similarity in meaning is directly reflected in
the syntax. The parser presented here properly processes free word order hecause
it assigns the same syntactic structure to the permutations of a single sentence.
The parser also handles fixed word order, as well as other phenomena. On the view
presented here, there is no such thing as a “configurational” or “non-configurational™
language. Rather, there is a spectrum of languazes that are more or less ordered.

The operation of this parsing system is quite different in character from that
of more traditional rule-based parsing systems, e.g., context-free parsers. In this
svslem, parsing 15 carried out v¥ia the construction of two different structures, one
encoding precedence information and one encoding hierarchical information. This
bipartite representation is the key to handling both free- and fixed-order phenomena.

This thesis first presents an overview of the portion of Warlpiri that can he
parsed. Follewing this is a deseription of the linguistic theory on which the parser
is hased. The chapter after that describes the representations and algerithms of
the parser. In conelusion, the parser is compared to related work, The appendix
containg a substantial list of test cases—hoth grammatical and ungrammatical—
that the parser has actually processed.

Thesis Supervisor: Hobert O, Berwick

Title: Associate Professor of Computer Science and Engineering
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Chapter 1

Introduction

This thesiz presents a solution for the previoosly unsolved problem of parsing free-
word order languages.'® In these langnages, the words in a sentence may swap about
relatively freely with little effect on meaning: the permutations of a sentence mean
essentially the same thing. It is assumed that the similarity in meaning is directly
reflected in the syntax. So, a parser that properly processes free word order must
assign the same svnlactic structure to the permutations of & sentence. The parser
also handles fixed word order, as well as other syntactic phenomena,

Until recently, many natural-language parsers have heen designed around com-
putationally attractive formalisms, such as conrext-free grammars, that have little
linguistic foundation. To date, these parsers have worked correctly on but a lim-
ited suhset of natural witerances, However, they have arrived at their results guite
quickly. The theory of parsing presented in this thesis, on the other hand, is hased
on one current linguistic theory. The result is that the implemented parser outputs
linguistically meaningful structures corresponding to the input sentence, The main
hypothesis here is that we are more likely to arrive at a successful parser if we base
it on linguistic theory, rather than on computational considerations alone.

The parsing model must, of eourse, be tested on a natural language. Warlpiri,
an aboriginal language from central Australin, was chosen hecanse it is perhaps the

paradigmatic natural language exhibiting free word order. On a more practical level,
Warlpiri has a relatively simple syntax, and & fairly small lexicon, which makes for an
easier joh of producing & parser that handles an appreciabile subzet of the language,

Finally, there has heen a good deal of linguistic inguiry into the language [see, for
example, [Lan7s], [Haldd], [Simat), [Nasd6]), which increases the chances that a

parier based on this theory will actually perform well,

lohnson Joh25] has written a parser based on Definite Clause Grammar thal covers the extreme
string permulation found in free-word order languages. The parser is written in a general proof
system, and thus suffers frem a lack of explanatory power, which Johnson does acknowledge. A
pataer that provides a true solution to this problem must cutpal Inguistically motivated stractures,

Lexical-Functional Grammar seems to provide a well-motivated apalysis of free-word order
phenomenn; in facer it is very similar to the thearetical basis of the parser presepved hepe. However,
I am unaware of any parser based on LFG that processes [rec-word opder languages. See the
|'||-|||;h||j;'||‘ |'hup-1.rr Fllr nwipe rearks on LG,



ere 15 a conerete example leom the Larget language of the parser; consider (1)

(1] Nowpalu-rle ba-riea-rla punta-rad beede-ke karl,
[ERG IMPERF-1s-3d take wonrasT child-pat hoomerang
‘I am taking the boomerang froam the child.’

The first word of {1}, sgejufu-rla, is the subject; the last word, karli, is the
ohject; and the fourth word, kwedu-ba, is the indirect ohject. The gremmatical
functions (e.g., subject, ohject, and indirect ohject) of these words are determined
hy their case-markings (e.g., -vfu of ngajelu-riu), and not by their positions, as in.
say, English. This is exemplified by the sentences in (2] which are equivalent ways
of saying {1).% In these sentences the nouns move ahout freely. Notice that the varh,
punla=rni, appears in different positions as well; although not demonstrated here, it

reay alao hegin the sentence,

(2) & RKarli ba-roo-rlo penta-rai ngapelu-rle Ruedu-f.

boomerang IMPERF-1-3 take-NONPAST [-ERG child-DaT
‘It is the hoomerang [ am taking from the child.’

b, Kurdw-kw bo-rno-rle noajule-rle Lerli punta-ri.
child-pat 1MpPERF-1-3 I-ERG hoomerang take-xonpasT
‘From the child I am taking the boomerang.’

e, Ngajule-rle bo-rna-rle panta-rod baeli kordu-f,
I-enc iMpERF-1-3 take-NONPAST boomerang child-paT
I am taking the hosmerang from the child.”

There is, however, an ordering constraint shown in these examples. The anxiliary

W

word, ka-rna-rle, must appear in the second position.® Even given the fixed position
of the auxiliary, these four permutations do not exhanst the possibilities for uttering
this sentence. There are in fact 4!, or 24, different ways of saying the same thing.
50 far we have been talking aboul meaning, and not the parser’s output domain,
syntax. The claim here is that the aspects of meaning that remain constant across
word permuatation are directly mirrored in syntax. That is, the ordering of the words
is independent of their gramimatical function, which is later interpreted as part of
the meaning of the sentence. In order for a parser to properly handle free word
order, it romst output the same syntactic siructure for each of the permmtations of

=

"ntil pecently, there was no written Warlpiri, Now ihe Warlpiri are heing taught & writien
syatenn thet uses Roman characiers. Theee is alio @ siandard archogeaphy for the phonemes Ehat
do ot appear in Enghsh, g, ng is used to denote a palatalized nasal, similar to the English sing.
{See [Nasth] for w complete description.) The hyphens in the examples are not part of the standard
written systems they are included only to aid the novice reader.

'In this semience, Lhe ohjects, bordu-bu and Lardi, are given a definite reading, Tn general, this
information is unavailable fram the sentence itsell and must be gleansd from context. Fog sirmiplicity,
definite reference will he weed,

“There is some difference among the sentences, of course, bat il concerns a change in focus.
rather than a change in meaning. The first word is given a slight eoaphasis aver the others. This
sulsibe difference s mimicked in the English translations for the senlences,

"Actually, it may appear in the first position too. The details are rather comples, and they are
wlesa r.tlll-l'l:l 1,|1'.||;|-,

mn



& single sentence. The result of parsing (1) and its permuted cousins should yield
structures that encode the grammatical functions shown in (3.

(3] subject ngajiudu (*1°)
ohject karli (*boomerang’)
indirect object  kurdw (*child"}

The ability to parse such examples has eluded previous parsing systems. Their
difficulty with free word order can be demonstrated with a VETY COMUIION PArsSing
technology, context-free parsing, that arose [rom compiler design.” Context-free
parsers are based on context-free granunars, consisting of a set of rewrite rules,
Thesze rules contain a left-hand side and a right-hand side. On the left is & single
non-terminal symbol which may be replaced with the string of symbols [ terminal
arul non-terminal) on the right. Given a spacial start symbol, the Eraminar is said
to derive a string if there is some sequence of rewrites that results in a sequence of
terminal symbols that matches the string. The language of such a gramumar is the
set of strings that it can derive through all possihle sequences of rewrites.

Context-free parsers suffer from two problems when it comes to parsing free-
word order languages; both result from the nature of their underlving gramumar
formalism. The first problem is that extremely WAV ECS PIeWons ETAmmars must he
written in order to cover word permutation, These grammars hide the regularity
behind gramumatical functions. Consider the grammar in (4) that covers a language
containing exclusively transitive verhs {¢.¢., sentences eonsist of & verh, a suhject,
and an object]. With this grammar six rules are required to ohscurely encode the
fact that verbs take two nouns, one of which is the subject and one of which is the
object.

(4 § — NP, NP,V
S — NP, V NP,
§ — VNP, NP,
§ — NP, NP, V
§ — NP, V NP,
5 . VNP, NP,

These parsers have a more significant failing. The structures that they output
are not linguistically precise hecause they do not make explicit important syntactic
relations. The sample grammar does not, for instance, highlight the grammatical
functions of subject and ohject. A better grammar would encode this information
directly. such as the hierarchical grammar given in (6). Here the subject is the
sibling of the verb phrase {denoted *VP') and the ohject is the sibling of the verh.

(5] §— NP, VP
VP — V NP,

"There are several ather natiral langunge parsers in the literature which, although they are not
mecessarily based on contexi-free rules, siill lack the ahility to handle free word order. [ diseigss
them bricfly in the concluding chapier.



However, this grammar suffers from inadequate coverage. Even removing the
ordering of the elements of the right-hand side, the grammar does not generate
cither of the sentence schemata found in [G).

(6) VNP, NP,
NP, NP, V

My solution for the problem of parsing free word order is based on Government-
Binding {GH) theory.® GB is a linguistic theory that is concerned with the syntax
of a single sentence. The structures that it provides will, if it is correct, make
the important linguistic information explicit, However, GB i= not a computational
theory, It does not specify how parsing (or generation, for that matter] is to he
done; it only specifies whaf the underlying syntax is to be. By basing the parser
on B, 1 mean that its output is dictated by GB theory, and furthermore, that the
operations of the parser follow the modularity of the linguistic theory; this will he
elaborated below.,

In Fact, the parser comuputes only a part of GB output representations. GH con-
sists of several levels of representation, each of which encodes information relevant to
& certain aspect of the sentence. The parser produces two outpiat structures hased
on these levels., Precedence structure (PS5 represents a part of so-called Phono-
logical Form {PF), as well as part of the theory of morphology {word structures),
while syntactic structure [55] represents so-called S-structure, The theory hehind
these structures is quite complex: they will he described in greater detail in the next
chapter, For our purposes here, however, we can give an abbreviated description
that will serve to show how the linguistic theory provides the proper structures for
handling free word order.

Precedence structure is ased to represent the precedence information inherent
in the input, which [ take to be a slightly processed version of the speech stream.
It i= assumed that the speech stream has been broken down inte its constituent
micrpliemes, words, and phrases, upon which there 15 & total ordering by virtue of
the linear nature of speech. PS represents the ordering of the input that is relevant
to svotax: thus it is a partial ordering. For example, in the PS5 for agejulu-rly there
waould he an ordered pair of morphemes (ngaguie, #e), as the ordering of the noun
followed by the case-marker i= syntactically relevant. In fact, it s ungrammatical to
reverse the order of the morphemes; there is no such word as *rlu-ngojofy in Warlpiri.
On the other hand, the PS5 for Warlpiri would not contain relations between the
worils, because their order does not matter.”

The other part of the parser’s output is syntactic structure, Unlike PS5, 55 has
no precedence information encoded into itz it is & strictly hierarchical structure,
This differs from traditional GB theory, where S-structure is an ordered level of
representation. The argument for removing this information relies on Oecam’s ragor:
there doezn't seem to be & need for precadence information at the level of S-structure

"Zee, for example, [Chof 1], [ChoaZ].

"This is also = bit of & simplification. Word ordering within phrases dees matter; this is handled
by the parser, wol will be desceibied in ihe lollowing chapters. 1k iz really the phrases that may
permmate. Perhaps it soubd be more neacly accurate to call Warpird a free-phrase order lamguage.

|2



hecanse any ordering that is required may, and must, be represented at PF. For no W,
we can take 55 simply as hierarchical. 58 is where such relations as grammatical
functions would be represented. Subjects are taken to be the siblings of VPs, and
ohjects are taken to he siblings of V.

Let’s see how the GB granumar would account for the simple language of transi-
tive verhs in Warlpiri. Grammatical function is identified by the cose-markings on
nouns. For one class of verbs, the subject is marked with the ergative case, often
appearing as the suffix -rlu; the object is marked with the absolutive case, which is
not overt phonologically.” As has already heen mentioned, case-markers must he
enclitic (1.e., affixed) to the nouns that they mark, and they mnst be to their right.
The nouns so marked receive the case of their case-marker. Verhs must be inflected
for tense hy tense markers that are enclitic to the stem and to their right. These
facts are encoded in the 'S for Warlpiri, as shown in (7).

7 P5: N is followed by O (intraword }
Vois followed by T (intraword)

The grammatical functions of the nouns are represented in 55, As with the
improved grammar above. we consider a sentence to consist of a noun phrase, the
subject, and a verh phrase. The VP, in turn, consists of the verb and a noun phrase,
its object. The 35 for the simple Warlpiri sentences is given in (8],

8] 55: 8 dominates NP, and VP
VI dominates ¥V oand NP,

Now consider (9] which is an abbreviated version of the sample sentence, (1}
above 11

9] Ngajulu-rln punta-rad karli.
[-ereG take nOKPAST hoomerang
‘I am taking the boomerang.’

The PS returned hy the parser encodes the three orderings relevant to syntax,
all of which are intraword; see figure 1.1 In this graphic depiction of the PS, nodes
representing categories are connected where ordering is relevant, Hence the tree
connecting the verh stem, punta, and the tense element, roi, for instance. Note
that the ordering between the words is not represented in the PS5 for the sentence
hecanse it is not important.

The 55 that is returned contains the hierarchical structure for the verb and hoth
its subject and ohject. See figure 1.2, Remember that the graph here does not use
precedence so it could have heen depicted with the subject node and the verb phrase
nodle in the other order, likewise for the verh node and the chject node,

""The ergative and ahsolulive cases are the analogs of the pominative and accusative cases found
in languages like English. For the purposes of this thesis. there is no significant difference other

than in the labeling of the case-markers.
"Ia fact, thizs sentence is ungrammatical because the null auxiliary word does nol agres with

siilliject of the sentence. More deinils of the auxiliary will e given below.

I
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ngajule- el punfa- i karli- @

Figure 1.1: The PS5 for (9).

(v) N

punia-roy karli

Figure 1.2: The 55 for (9).
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This hipartite representation also handles fixed word order, as in English.'® In
English, there are no overt case-markers for the subject or the object, Instead, the
suhbject precedes the verh and the ohject follows. In this sense the verb itself acts
as the ease-marker. The noun phrase to its Jeft i3 marked for nominative case, and
the monn phrase to its right is marked for accusative case. As with Warlpiri, the
verh is inflected for tense with & tense element that is enclitic to the verh stem and
to its right. These facts are given in (10) which is the P5 for this simple subset of
English.

(1 PS: N, 09 followed by ¥ (interword |
M. b3 preceded by V [interword )
Vois followed by T (intraword )

As with Warlpiri. the grammatical functions of the noun phrases are represented
in 55. In fact, the 55 for English is the same &s that for Warlpiri, The only difference
concerns the mapping from case to grammatical function. In English, the noun
phrase marked for nominative case is mapped to subject, and the noun phrase
marked for accusative case is mapped to ohject. The 55 for the simple English is

given in {11}

(11} S5 S dominates NP, and VP
VP donunates WV oand NP,

The rough translation of (9) is given in (12). Let’s examine the two structures
returned by the parser for this sentence. The first, PS, encodes the ordering relations
that are syntactically relevant; see figure 1.3, As stated in the P5 for this subset
of English, the verh stem mmst he followed by & tense element, in this case -ing.
For now we will ignore the modal verb am as it is part of the auxiliary, which is
naot heing covered hy the simple grammar, The other part of the PS5 concerns the
subject and ohject noun phrases, [ and the boomerang, respectively. Note that in
PS the verh. falbing, is connected to the noun phrases as their relative ordering is

relevant.

(12) I am taking the boomerang.

The 55 that iz returned containg the hierarchical structure for the verb and both
its subject and ohject. See figure 1.4, It is equivalent to the 55 for the Warlpiri
sentence, as one would expect. Both sentences are saving the same thing, at least as
far as the rough translation goes. Inasmuch as the meanings are cquivalent we would
expect to see identical syntactic structures, which the parser does indeed provide.

The difference hetween the so-called free-word order language, Warlpiri, and the
fixed-word order language, English, then, is whether or not the predieator (for these
simple sentences it is the verh) is also a case-marker. In both languages—and, it
is helieved, in all languages —case-marking is a directed relation. In Warlpiri, this

YU e parser has nat yet leen tailured for Englsh. The siractures presented here are extrapolated
troam the theory andeelving the parser and its performance on comparable Warlpiri phenomena.

15



I fak. it the boomerang

Figure 1.3: The PS5 for (12),

taking ihe boomerang

Figure 1.4: The 88 for {12).



type of case-marking is performed by clitics, and in English by words. When the
predicator is the case-marker, there is an ordering relation between the predicator
and its arguments; when it is not, there is no such ordering relation. This distinction
is directly reflected in the two outputl structures. It is only a question of which
elements in P'S perform the ardered action of case-marking. The syntactic relation
of grammatical function—represented in 55—is unordered in both cases.

The terms “free order” and *fixed order™ are a bit misleading, however. As
noted above, Warlpiri does exhibit some ordering phenomena, for instance, among
the morphemes of a word, and among the words of a phonological phrase, At
the same time, English exhibits some free order. One common example is the
ordering of prepositional phrases, Consider the sentences in (13) and (14) which
mean essentially the same thing.

(13} I went to the store with Mary.
i{14) I went with Mary to the store,

Prepositional phrases can be processed guite neatly by the parser. The ordered
relation between the preposition and its object noun phrase is given in PS5, shown
in (15). The preposition i a case-marker, marking its object for its own case.

(15) PS: P is followed by NI {interword )

Syntactically speaking, prepositional phrases function as objects of the main
verh, so, like object noun phrases, they are dominated by the VP node in 55:

(16) 55: VP dominates PP

The P5s for the sample sentences are given in figures 1.5 and 1.6. Note that
the relevant ordering of the prepositions to the object noun phrases is, indeed,
represented here, while the ordering of the verb and the prepositional phrases is
not. The 58 for both of the sentences is shown in figure 1.7.

i wetid o the store wilh Mary

Figure 1.5: The P§ for (13).

This mixture of fixed and free order seems to hold acroes languages. No language
exhibits entirely free or fixed order; rather, languages lie along a spectrum where

15
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wert MHary the store

Figure 1.6 The P§ for (14).

() )

OO RN

went to the store  with Mary

Figure 1.7: The 5§ for (13) and (14).
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Wi rlpiri sits at one end and English at the other. This lends support for a bipartite
representation that permits processing of both. The difference in processing partic-
ular languages will be reflected in which struciure does which part of the parsing
job. In more ordered langnages, more of the ondering in P35 will be relevant to syn-
tax: in less ordered languages, less of the ordering will he important. In both cases,
the syntactic structure will bear the responsibility for representing the grammatical
function of the elements, as well as other syntactic relations,

Processing free- and fixed-order phenomena are not the only accomplishments of
the parser. The contributions of the thesis are listed briefly in table 1.1. The parser
joins a new and growing class of natural-language parsers based on Government-
Binding theory.'? A major task of this thesis was to precisely formulate GH theory in
order 1o be able to compute its representations. In this process, [ found it necessary
to modify the theory of S-structure (explained below) to account for free word
order. Given this account, the next task was to formulate a set of representations
and algorithms that would compute the mapping from input sentence to cutput
structures. Lastly, I implemented this design, and tested it on a range of inputs,
both grammatical and ungrammatical, to ensure that it handled the phenomena

properly.

based the parser on Government-Binding theory
modified the theory of S-structure

designed the representations and algorithms
implemented and tested the parser

[T = = - |

Table 1.1; The contributions of the thesis.

Hefore introducing the parser formally, in the following section | outline the
Wearlpiri phenomena that the parser can handle.

1.1 A Warlpiri Primer

While there are over 2500 native speakers of Warlpiri, few of them will read this
thesis. Therefore, it is useful to introduce some basic Warlpiri. If you are fluent in
Warlpiri, feel free to skip to the next section.

1.1.1 The Major Parts of Speech

The primer begins with a discussion of the three major parts of gpeech: nouns,
verbs, and auxiliaries. The analysis of nouns and verbs is relatively straightforward,
bt the auxiliary is more complicated. 1 begin with nouns.

Nouns must be declined, with the case-marker suffixing onto the noun. There
are three syntactic cases in Warlpiri: ergative, absolutive, and dative. (17) gives

2 There are 3 number of parsers based an other linguistic theories, There are also & handfal of
O - baned parser= 1 discnzs Ui odber cfforts in the coscluding chapler,

19



some examples of declined nouns. (a) shows a noun marked for dative case. (b)
shows a pronoun, which is declined just as nouns are. (c) shows a noun marked for
absolutive case; there is no overt marker of this case.

{17y a. kurdu-ku

child-paT
‘child” marked for dative case

b,  ngajulu-riu
l-ERG
‘" marked for ergative case

oo karld
hoomerang
“boomerang’ marked for absolutive case

Nouns may be declined for number, in addition to case, There are four number-
markers in Warlpiri: singular, dual, paucal,'® and plural. Both dual and paucal
have overt phonological elements which appear just after the noun, enclitic to it.
(18) is an example of & noun that is overtly marked for number.

(18}  kurdi-jerra-ku
child-nUrAL-DAT
“to/from the two children’

Verbs must be inflected for tense and mood. This is accomplished by suffixing
a tense element (which contains both tense and mood information) onto the verb.
There are five tenses in Warlpiri: non-past, past, irrealis, future, and presentational.
There are also five conjugation classes in Warlpiri, so there are a total of 25 inflections
for verbs.1® (19) presents a couple of examples of inflected verbs,

{18) a. punia-rni
take-NONPAST
‘s taking’
b nya-ngu
see-PAST
fnaw’

The auxiliary word is analogous to the auxiliary verb system in English. Warl-
piri's auxiliary consists of several component morphemes, each of which 15 optionally
uttered, The first component is a complementizer which is null {f.e., not uttered)
for the simple declarative sentences that are the domain of the parser. The second
component contains aspect information that combines with the tense and mood on

1%The pawcal numbering is for definite plural reference, whon the referents are present during
the utterance of the sentence. Tt would be used in the translation of “Those several men [pointing]
are whittling boomerangs” The plural numbering is for indefinite plural reference. This would be
used in the translation of “Children play by the water hols"

125 [Nasii] for a complete table of tense elements,
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the verb, The last component containg nominal agreement information that com-
bines with the subject and object of the verb. (20) shows an auxiliary indicating
that the aspect is imperlect, that the subject is first- person singular, and that the
object is third-person singular in the dative case.'® This form of the imperfective,
ka, may be used ouly with the non-past tense,

(20%  ka-roa-rla
IMFERF-15-3d
imperfective aspect with first-person singular subject and dative object

When an element of the auxiliary is not uttered it does not vanish from the
sentence. Instead, there is a default meaning for each of the components. As
mentioned above, the default value 1or the complementizer position is null. This
contrasts with other, overt complementizers that can appear, such as the negative
that has scope over the entire sentence, When the base is not uttered, the auxiliary
i given & perfective aspect, which combines with the tense on the verb, as with
overt bases. The nominal agreement clitics default to third-person, singular. The
null auxiliary, given in (21), is interpreted as containing perfective aspect and third-

person, singular agreement.
(21) ¢

perfective aspect with third-person, singular subject and object

1.1.2 Case Phrases

Before discussing case phrases, a bit more Warlpiri phonology must be introduced,
As far as concerns the parser there are four levels of phonological grouping present
within a sentence. The lowest level consists of morpliemes, the indivisible units
of the input.'” The next level containg words which are sequences of morphemes,
Not demonstrated explicitly in the examples so far is the third level, phonaological
phrases, These phrases are sequences of words, and are identified in a straightfor-
ward manner with word stress information.'® In the examples given in this thesis,
unless noted otherwise, each word corresponds to a single phonological phrase, The
last level is that of sentences; the parser works on only one of these at a time.

Like English, noun phrases are not limited to a single noun. In Warlpiri, such
phrases—actually called rase phrases as they are identified by their case-marking
may consist of several nouns within a single phonological phrase,!®

"The nominal agtesment clitics are labeled in two parts. The first gives person and mamber
information. For example, '17 stands for first-person singular, The second part is *s” for subjects,
and ‘o' for objects. Dative ohjects are marked with “d.'

""Morphemes are not part of phonology proper, rather of morphology. The basic units of phonol-
ogy are really phonemes, 1 have assnmed some morphalogical procesaing which combines the
phonemes inte morphologically indivisible units.

*In Warlpiri, the left-mast word of 8 phrase receives primary stress and the remainder receives
secondary siress. Thus, it = 2 simple operation to delimit the extent of phrases based on the siress
information present in the surlace sining.

¥ There are also disconlinuous case phrases where different parts of the case phrase appear in
phonalogical phrases separated by other phrases, Thiz phenomenon is not yel handled Gy the
parser, however,
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The ordering of nowns within a phonological phrase is constrained, mostly due
to case-marking considerations. Otherwise unmarked nouns may be marked for ease
by case-marked nouns to their right within the same phrase; the case-marker in this
cage has an extended scope over all of the nouns in the phrase, and not just over
the noun to which it is enclitic. {22 gives an example of this phenomenon. Marly is
not marked for absolutive case because it appeara in the phrase along with a case-
marked noun, e, wiri-k I would be ungrammatical for the case-marked noun to
appear to the left of the unmarked noun; this is shown in (23).

(22} morly wirs-ke
kangaroo big-DaT
“toffrom the big kangaroo®

(23)  *wiri-ki marly
big-DAT kangaroo

The syntax of continuous case phrases is actually a bit more complicated than
discussed so far, There may be case-marked nouns appearing before unmarked ones,
so long as the latter nouns are marked by a case-marked noun to their right.®® (24)
gives an example, The first dative case-marker, -ka, has scope aver the first word,
marle. The second dative case-marker, -ki?' has scope over the second two waords,
pukuripa and wir, The second word, pokuripa, is allowed here because there is a
case marker to its right, Le., -ki.

(24)  marlu-ku pukurlpa wiri-ki
kangaroo-DaT friendly big-nar
“to/from the big, friendly kangaroo'

1.1.3 Agreement

The anxiliary contains two major components, the base and the nominal agreement
clitics. These components must agres with other partz of the sentence in which
the auxiliary appears, There are tense restrictions on the base which must agree
with the tense contained in the tense element enclitic to the verb gtem. The more
common bases are given in table 1,24

The first sentence, (1), provided an example of prammatical agreement of the
auxiliary base and the tense element on the verh. The base in this instance was
ka, that requires the tense on the verb, rud, to be non-past, which it is. The same
sentence nitered with the other imperfective base, -{pa, wounld not be grammatieal,
a8 there would be a tense clash, See (25).%

The parser dars not handle this type of case phrase, only the simpler form where thers are
soms pamber of wnmarke! neuns followsd by & case-matked noun which has scope over the entire
phrase.

# Kw and ki are allomorphs of Lhe dative case-marker,

2N l:ump|el:e le=t of the 11.|5-c:i|.in.r_l,' bases can be faund in -:Hn.sﬂﬁj.

2 Lot s enclitic ta the preceding word, sgoplv.riu, becauss it is a clitic, not capable of beginming
a word o its swn
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base aspect tenso restrictions

b perfective (nona)
kea imperfective  non-past
I imperfective  past, irrealis

Table 1.2: Common auxiliary base clitics.

(25)  *Ngajulu-riu-lpa-rrna-vla punto-rnd kurdu-ku karli,
I-ERG-TMPERF-15-3d take-woNpasT child-paT boomerang

The other component of the auxiliary is the nominal agreement clitics, They
contain person and number information which must agree with the person and
number information of the argument case phrases. When no number-marker is
present on a noun it may either be interpreted as singular or plural; the information
in the matching agreement clitic determines which, This distinction is shown in
{26). In (a) the subject, wati, is singular because the subject agreement clitic is
null, denoting third-person, singular. In (b) the subject is plural because the subject
agreement clitic, fu, denotes third-person, plural.

(26) a. Wati-ngki-palange pantu-rriu marly- farra,
man-ERG-J33o spear-PAST kangaroo-nUAL
“The man speared the two kangaroos.”
b.  Wati-ngki-li-palangu pantu-raw marlu-jorra.
man-EnG-J33ds-1lo spear-PAST kangaroo-pualL
“The (several) men speared the two kangaroos.”

1.1.4 Auxiliary Positioning

The auxiliary word must appear either at the beginning of a sentence or in Wacker-
nagel's position|WacB2], the “second” position. More precisely, the second position
occurs at the end of the first phonological phrase of the sentence or in the second
phrase by itself. The auxiliary may either be a word unto itsell or appear as a clitic
on the last word of the phrase.

There are more constraints on the positioning of the auxiliary, In Warlpiri,
words must have two or more svllables, Therefore, if the auxiliary has only one overt
svllable, e.g., ko, then it must be enclitic; hepce it must appear in Wackernagel's
pogition, rather than at the baginning of a sentence. There is one exception which is
the auxiliary base, Ipa, which is a clitic, and may not begin a word even if it begins
an auxiliary with two or more syllables. Note that the agreement markers are also
clitics and also may not begin & word (ie., in the event of a phonologically null
base].

The sentences in (27) demonstrate grammatical placements of the avxiliary. In
(a) the left-most element of the anxiliary, roe.ela, i@ an agreement marker and
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therefore 1L must be enclitic lo the preceding word. [n (b), the auxiliary consists
of & single syllable, =0 it too must be enclitic and in Wackernagel's position. ()
demonatrates another auxiliary in second position; note that the first phrase consists
of two words. In {d) an auxiliary in first position is shown.

(27)  a.  ANgojulu-riv-rno-rin punle-rnd kurdu-kw karli

I-ERG-15-3d take-noNPAST child-nAT boomerang
‘T will take the boomerang from the child.’

b.  Kurdu-ka ngpa-ngd wati-ngli.
child-IMPERF see-NONPAST man-ERG
“The man zees the child.’

c.  Marle wiri-Ei-raa-rie Eorli punda-ron ngogulo-ri,
kangaroo big-paT-15-3d boomerang take-NoNPAST [-ERG
‘T will take the boomerang from the big kangaroo,”

d. Kalaka-npa-ria barli kurdu-ku punta-roi,
ADMON-25-3d boomerang child-DAT take-NONPAST
You might take the boomerang Trom the child,

The sentences in (28] are nol graommatical. Tn (a) the anxiliary, roe-rie, appears
enclitic to the word in the second phrase. In (b) the clitic, rla, begins a word. And
in (o) the auxiliary appears cliticized fo the word in the third phrase; the fact that
it is enclitic to the verb makes no difference.

{(28) a. *Ngajulu-rlu punta-rod-roa-rie kuedu-ku karli,
I-ERaG take-NONPAST-16-3d child-DAT boomerang
b, *rla kurdu-ku punta-rad barli wabi-nghi
3d child-paT take-NoNPAST boomerang man-ERG
c.  FMarl wiri-ki berli punta-rod-rea-rlo ngagulo-l,
kangaroo big-pAT boomerang take-noxpasT-15-34d [-ERG

1.1.5 Argument Identification

There is an important relation between the verb and the case phrases in a simple
sentence, namely, the relation of predication. That iz, the verb acts like a lozical
predicator, taking the case phrases as it arguments. This relation is manifested in
two ways. Svntactically, case phrases may appear as the subject of a sentence, as
well as a direct object and indirect object, This iz distinet from the semantic use
of case phrases in which they are identified with the different roles which the verb
selects, Let's clarifly this two-level analysis by considering (1) once again. In this
sentence, the ergatively marked pronoun, ngajelu, takes on the subject Tunetion,
barli, the noun marked for ahsalutive case, takes on the object function; and kuwrdu,
marked for dative case, takes on the indirect object function, From the semantic
point of view we see that ngagule is the taker, that karli is the thing taken, and that
kurdu is the source from which the object is taken. It is important that the parser
be able to determine this mapping from case phrases to arguments, shown in {29),
as part of the meaning of the sentence,
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(20}  taker  «— ngajulu (17
taken  +~ karli (*hoomerang’)
source  — Lrde (“child™

1.1.6 Null Anaphora

The last phenomenon to be covered is known as *noll anaphora.” In Warlpiri, case
phrase arguments need nol appear overtly in & sentence. When this happens, the
referent of the missing argument is retrieved from context., Suppose, for example,
that the speaker had been talking about his son when he uttered (30}, which is the
same as (1) with burdu-ku missing,

(30)  Ngajulu-rlu ka-rna-ria punte-rod karli,
[-ERG IMPERF-15-3d take-NONPAST boomerang
‘I am taking the boomerang from him/her/it.”

This sentence would be understood as referring to the speaker's son, as in “I
am taking the boomerang from my son.” Note that not any referent may be used
becanse it must still register with the agreement clitic in the auxiliary, in this case
third-person singular.®*

This section has presented the phenomena that the parser can handle, However,
it remaing to specify the parser itself, beyond the very brel overview given earlier.
In order to understand how the parser is situated in the science of natural language
processing, it will first be necessary to outline the methodology of the research.

1.2 The Methodology of Natural Computation

The model of pamsing proposed in this thesis falls into the theoretical framework
of natural computation. In this approach there are four components: the abstract
computational theory, the representation and algorithm, the implementation, and
the test. The first three elements of this synthetic methodology are described by
Marr{Mar82]:

At ane extreme, the top level, is the abstract computational theary of
the device, in which the performance of the device is characterized as a
mapping from one kind of information to another, the abstract proper-
ties of this mapping are defined precisely, and its appropriateness and
adequacy for the task at hand are demonstrated. In the center is the
choice of representation for the input and output and the algorithm to be
uses] B transform one into the other. And at the other extreme are the
details of how the algorithm and representation are realized physically
the detailed computer architecture, so to speak. [pp. 24-5]

e Lhee parer Tamedles bat e sentenee al a Geee, olas King, agrecivenl with null anaphora is
[LiELS E':'hl.'L“}' peerlormed. Imstoad, the garser Hi|r|p]}' allows For nom-overl agamenis
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The last element of the patural compuatation approach, testing the implemen-
tation, is necessary Lo provide corrective feedback for the first three sloments, In
addition to providing the abstract computational theory, the representation and
algorithm, and the implementation, one must argue that they are faithful to one
another—that the algorithm, in fact, computes the mapping of the computational
theory, and that the implementation is a correct realization of the algorithm., Once
this ia done, the test of the implementation can be said to be a proper test of all
three components, especially the computational theory.

How can the methodology of natural computation be applied to the problem
at hand? As for the first part, GB will be used as the computational theory. GB
defines the mappings between the sentence and the syntactic structures underlying
it. Because the aim is to build a parser, we will be computing the mappings in
the direction from sentence to structure. The next step of the solution, then, is to
design the algorithm and representation that compute the mappings. After this the
design must be implemented, and, finally, tested on a natural language, Warlpiri.

As noted above, it is necessary to produce algorithms and representations that
are faithful to the computational theory. To this end, I will employ the fype trans-
parency hypothesis, as described in [BWS4]:

... the condition that the logical organization of the rules and structures
incorporated in & grammar be mirrored rather exactly in the organization
of the parsing algorithm. [p. 39]

Of course, not all algorithms need be constructed so directly from the computa-
tional theory. This hypothesis iz appealing because it minimizes the argumentation
needed in order to show that the algorithm is faithful, (Additional, independent
support for the hypothesis is given in [BWS4].) By showing that the algorithm and
implementation mirror the grammar as defined by GB clasely, I hope to show that
the solution properly answers the questions put forth in the thesis.

1.3 The Abstract Computational Theory

This section presents a brief description of the parser at the level of abstract com-
putational theory. The theory is fully presented in the following chapter.

The task of the abstract computational theory of the parser is to specify the
mapping of the input sentence to the output structures. The parser assumes that
some processing of the input sentence (i.e., speech stream) has been performed. The
input to the parser can be characterized as a four-tiered structure. At the top level
is the sentence to be parsed. Sentences consist of a aumber of phonological phrases;
phrases consist of & number of words; and words consist of a number of morphemes.
As an example, {1} is given below in the input representation:

(31) ({(NGAJULU ELU) (KA RNA RLA})} ({PUNTA RNI))} ((EURDU KU}
((KARLI}})
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The structure of the cutput is given by two linguistic theories, GB and a theory
of the lexicon.*® (ne of the goals of GH is to account for linguistic phenomena
(mostly syntactic) with a number of levels of representation. Dach of these levels is
concerned with a cortain aspect of the linguistic information contained in 4 sentence.
The idea is that each level represents only what it needs to in order to account
for that aspect with which it is concerned; other levels represent the information
appropriate to their domaina.

This approach differs substantially from earlier formulations of natural gram-
mars.*® These grammars consisted of a single set of rules used 1o generate structures
corresponding to surface strings. A string was said to be grammatical if it could
be generated by the grammar, and ungrammatical if not. The GB-style approach,
on the other hand, uses several structures to generate surface strings, but each is
concerned only with some aspect of the sentence, Because more than one structure
iz nsed, a sentence may be partially grammatical. That is, it may be grammatical
with respect to some aspects of the grammar, and ungrammatical with respect to
others. This formulation has an intuitive appeal. Consider (32). Formally speak-
ing, this sentence is ungrammatical, yot it is understandable, If only went and [
were interchanged, the sentence would be completely grammatical, Roughly speak-
ing, GB would represent the partial grammaticality by stating that (32) has an
ungrammatical precedence structure, but a grammatical syntactic one {ie., that
case-marking conditions are violated), The grammatical syntactic structure allows
semantic interpretation.

{32)  Went I to the store with Mary.

The version of GB adopted in this thesis comes largely from the mainstream
work in the field. However, there are many variations of the theory extant, maostly
due to the youth of the endeavor. As a result, it draws from some of the GB work
specifically focused on Warlpiri and similar languages. The major differences here
concern the formulation of the subject grammatical relation, and use of the basic
category AUX instead of the more common INFL (inflection). The following chapter
on the linguistic theory will peint out where the two accounts diverge.

In the development of the parser I have had to make a further modification to
the underlying theory to account for free word arder. There have been proposala in
the literature,” but none seemed to work out and still maintain a concordance with
GH. The change adopted in this thesis is that S-structure and the other syntactic
structures are unordered, leaving them solely as hierarchical entities. This too will
be elaborated in the following chapter,

GB is composed of three main levels of representation, phonological, logical,
and syntactic, The phonological level is meant to capture the sound structure of
utterances, while the syntactic level represents the syntactic relations among the
constituents that the phonological level has highlighted. The logical level, while

*There are many theories that come dnder the purview of lexical theory, and there are corre
spondingly many sources. A good choioe is [Lovis] and the refercices mentioned within,

FICho65] s 2 major work aof this era of transfarmational limgini=tios

Moe [Nass6] and the discussion of other theories there.
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a necessary part of a more nearly complete grammar and highly developed in GB
Lhoory, awaits an instantiation in a Mture version of the parser. The parser com pules
some of the phonological and syntactic levels of representation. A graphic depiction
of the processing is given in figure 1.5

input sentence —— .

Ps

55

Fignre 1.8; The parsing process.

In GB the level of phonological structure i= called *Phonolegical Form™ (PF).
PF represents many aspects of a sentence, such as pitch, stress, and meter. Only
a part of PF, namely, precedence and adjacency relations, are used to form the
basis of parser’s precedence structure. PS represents this information for all levels
af the input, morphemes, words, and phrases. By representing the precedence and
adjacency for the morphemes of a word, PS also encodes some morphology; vet, it
cannot be called & morphological structure, as it also deals with units larger than a
word,

The phenomena accounted for by PS are given in table 1.3.2% The compaosition
of nouns, verbs, and auxiliaries is covered by ordering among morphemes. Word
order is used to account for continuous case phrases. Finally, auxiliary positioning
is concerned with ordering of a word (or clitic) among the phrases of a sentence,
apecifically, the first or second phrase,

o pominal, verbal, and auxiliary composition
o continuons case phrases
o auxiliary positioning

Table 1.3; The phenomena represented in I'S.

The syntactic level is farther broken dewn into two sublevels, S-structure and
D-structurs, that are meant to capture the syniactic regularities that appear at both
a superficial and deep level of analysis, S-structure corresponds more closely to the

O conrse; the parser handles bot & sinall subset of Warlpini, The concluding chaptor discusses
the phenoms ma that remain Tor Duture versions ol ibe parser.
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surface utterance, making explicit the syntactic relations of its components, such
as verbs, nouns, and the larger constituents, verb and noun phrases, D-structure
represents the canonical form of the sentence, which may have several surface man-
ifestations. A quick example will bring ont the distinction. Consider the active and
passive forms of & sentence, guch as in (33). These sentences appear quite different
when spoken (or written), but they seem to say the same thing. The difference in
appearance would be captured in differing S-structures for each of the sentences.
However, the similarity would be captured with identical D-structures for each sen-
tence,

(33) a. I took the boomerang from the child.
b. The boomerang was taken from the child by me.

S-structure and D-structure are related by the single relation of movement. That
is, elements of D-structure may move from their original positions to other positions
in the structure. This will be elaborated in the following chapter. What should
be noted here is that for the parser there is no difference between S-structure and
D-structure because no movement is necessary in simple Warlpiri sentences. For
this reason, the parser need only compute one syntactic structure (58), and not
iwoe. In more traditional GB theory, 5- and D-structure represent precedence as
well as hierarchical information. Thus, movement is needed to account for either
movement in the surface string ( precedence), or movement in the syntactic structure
{hierarchy), or both. Because the syntactic structures adopted for the parser are
not ordered by precedence, no movement is necessary for permutation in the surface
atring. The aimple range of phenomena covered by the parser demand no hierarchical
movement, 80 5- and D-structures collapse. This doesn't constitute an argument
against two levels of syntactic representation, as they seem to be necessary cross-
linguistically. However, the parser need only represent one level.

GB consists of a number of other subtheories, each of which defines the rela-
tions that may obtain at cach of the levels, and the constraints which grammatical
structures must satisfy. I—theﬂr}r, for example, defines the structural possibilities in
syntax; it gives the basic possible structures for verb phrases, noun phrases, and so
on. The theory of government defines a widely used structural relation, government,
that seems to pervade the analysis at both syntactic levels. Case theory covers the
usage of case, as for example, in the case-marked noun, kurdu-ku. The last sub-
theory waed by the parmer, #-theory, & about the semantic subcategorizations of
predicators. The verb stem, punta, for instance, subcategorizes for three semantic
arguments, one for the taker, one for the object taken, and for the source of the
taking.

Syntactic structure (55) accounts for a number of phenomena, as given in ta-
ble 1.4. Free ordering of phrases is represented in 55, mostly because there are no
ordering constraints among phrases in PS: 85 is unable to impose any such con-
siraints as precedence is not represented at that level?® Ag claimed in the theory,

i = believed that disconiinsous caee lirases will alse represented in 53, To handle these
phirases, the continuous case phrases with similar case-marking would be adjoined to the same
argnment postion in the synlactie sireciure,
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grammatical functions are solely hivrarchical relations, so they too are represen ted
in 88,

o free phrase order
o grammatical fonctions

Tahble 1.4: The phenomena represented in 55.

The parser is also based on a limited semantic theory. The semantics extends
as far as interpretation of the syntactic structures is possible.™ The parser covers
four kinds of semantic interpretation, listed in table 1.5. Argnment identification
iz the process of relating case phrases to their argument positions of predicates,
which, for the sentences in the domain of the parser, are verbs. Null anaphora
occur when there is no overt argument in the sentence, yet there is an understood
argument, usually gleaned [rom discourse context. Becanse the parser processes
one sentence at a time, the argument is only left flagged as referring to something
outside the sentence. Null auxiliary components are interpreted with their default
values, as described above, The last phenomenon, auxiliary agreement, is rather
straightforward. The aspect information is combined with the tense and mood on
the verb’s tense element, subject to the tense restrictions on the base; the nominal
agreement information [rom the auxiliary is combined with the arguments (1.0, case
phrases) in the sentence.

argnment identification

null anaphora

null auxiliary components
tense and argument agreement

= =~ I+ I <

Tahle 1.5: The phenomena interpreted by semantics.

Lexical theory provides an account of the information associated with each lexical
item.® Each item maps to a lexical entry that contains its category (ie., part of
speech), information for its role in both precedence and syntactic structures, and
sernantic information. This is illustrated in figure 1.9, The information in the item's
antry it what determines its interaction in the structures at each of the levels. In PS,
for example, the item’s cliticization information determines what entities it can be
enclitic to. The precedence part of the entry for case-markers, for instance, indicates

Wy GR semantic interpretation s actually performed on the level of Logheal Form (LF), another
level of syntax. As with D-stracture, LF is related to S-slrncture by movement. The simple part
of Warlpiri that is covered by the parser does not call for any movement in the mapping to LF, so
58 may serve for semantic interpretation as well

M This versbon of the parser does not handle lexical ambigwity, so each lexical item maps o &
lniqle lesteal entey,
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that they may be enclitic to nowns; nouns, on the other hand, may not be enclitic
to other items,

category

precedence

lexical item lexicon

Aymtax

semantics

Figure 1.9 The mapping of the lexicon.

The way in which lexical items show up in syntactic structure is more compli-
cated than precedence structure. In PS, each lexical item is entered as a single
node in the structure, where it is subject to the rules of combination of precedence
structure (e.¢., cliticization ). In 55, however, each lexical item projects as a lexical
structure {L-structure) that represents the part of the sentential syntax that corre-
sponds to that item. The form of the L-structure depends on the meaning of the
lexical item. The theory of lexical semantics adopted for the parser divides lexi-
cal items into two semantic classes, predicators (e.g., verbs) and arguments, The
L-structure for an argument is simply a node. The L-structure of a predicator, on
the other hand, is a structure that has positions in it for arguments. For exam-
ple, consider (1} once again. In this sentence there are several lexical items. The
nouns, since they are not predicative, have L-structures that are simply nodes,®
The verb, in contrast, is predicative, and thus maps into an L-structure containing
positions for its arguments. These L-structures (and those of the other parts of the
sentence, of course) are combined by rules of syntax to form D-structure. This will
be elaborated in the following chapter.

The semantic aspect of a lexical entry is, perhaps, its heart. One of the major
hypotheses of lexical semantics is that the meaning of an item in large part fixes
its syntactic manifestation. While the work is still ongoing, & number of confirm-
ing resulls have appeared, The parser adopts one of these theories, concerning the
syntactic manifestation of arguments for predicators. That is, the argument posi-
tions in the L-structure of a predicator need not be specified in the syntactic part
of the entry; they are, instead, determinable from the semantic information which
encodes a list of the arguments and their types, There is a set of rules executed by

*GH provides a faller account of nouns phrases, giving them a prajecied L-structure due io their
predicative nature, In this thesis, however, souns are taken do be ananalyzable entities. A more
robust version of the parser will have to allow for predicative MPs,
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the parser that will map semantic arguments to the grammatical functions in which
thay participate in the syntactic stracture, (34) contains some sample rules.

(34] 1. The agent of the action appears as the subject.
2. The patient of the action appears as the object.
3. The source of the action appears as the indirect object.

Consider (1) one more time, The main predicator is the verb stem, punta. In
its lexical entry is the semantic information that it takes three arguments, a taker,
a taken, and a source from which the taken is taken. The taker is the agent of
the action, and what is taken is the patient. Applying the rules in {i4], the parser
determines that the taker will appear as subject, and so on, This was shown in the
mapping of grammatical functions to words that fill the argument positions in (3).

1.4 Coming Attractions

The remaining levels of description need no introduction, and it is best to simply
present them straightaway. The following chapter provides a complete description
of the linguistic theory underlying the parser. The design of the parser is given in
the chapter, Representation and Algorithm., Because the implementation follows
the design quite closely, no separate chapter is needed to discuss it. Instead, a few
implementation notes are given in the appendix. The appendix also contains a bat-
tery of grammatical and ungrammatical inputs given to the parser to demonstrate
its coverage of the advertised phenomena. The thesie concludes with an evaluation
of the shorteomings of the parser, and a comparison of the parser with similar work
in the field.
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Chapter 2

The Linguistic Theory

Government-Binding theory (GB) and lexical theory comprise the representational
foundation of the Warlpiri parser. These theories are by no means complete or well-
understood, however. As with other scientific theories, they are in a constant stale
of flux, changing rapidly as new insights are made. In this chapter 1 will state the
particular formulations of these theories that the parser assumes,

Both GB and lexieal theory come under the rubric of generative linguistic the-
ory. They can be viewed as an intrinsic specification of the grammatical sentences
of a language, much like & logical predicate which implicitly denotes the members
of the set of elements for which it would yield true. Howewer, not any statement
of the grammar will do. The power of GB and the lexical theory is their modu-
larity and regularity that give them an explanaiory punch. The theories consist of
a small number of components that combine to make powerful predictions about
grammaticality,

In &n attempt to explain the universal aspects of grammar (i.e., the features
common to all langnages), the modules of these theories are stated in & general
manner. Even though languages of the world seem to exhibit similar phenomena,
they do so in differing ways. So a single theoretical statement can not suffice to
aceount for the varying data. On the other hand, a theory that lists each of the
cases serves no explanatory function, GB resolves this discrepancy with the notion
of parameterization. The theories within GB are formulated in general way, vet they
are subject to limited parameterization for particular languages. An example can
be found with the phenomenon of agreement. In Warlpin, both the aubject and the
object have agreement markers in the auxiliary. In English, however, there iz only
subject agreement (found on the tense marking of the verb). In general, one might
state that the arguments of a verb must agree with the agreement markers. The
parameter for Warlpiri would state that both the subject and object are involved,
while for English the parameter would be set to subject only.

But these theories do more than merely determine membership of a sentence
in a language. They also impart linguistically relevant structures toe the sentences
that make the syntactic information contained in them explicit. One such structure
ig the elationship between a predicator’ and ils arguments, Thal s, the theories

"By ‘predicator’ | mean an entity that takes arguments, lke & logical function, One syniactic
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identify the predicator and its arguments in the sentence, and then determine the
relationships between them. In simple sentences, this means ascertaining which
wonrd corresponds to the verh and which phrases {e.g., case phrases in Warlpiri)
correspond to its syntactic arguments.

The first component of the parser's linguistic basis, Government-Binding theory,
contains several levels of representation, concerning the phonelogical, syntactic, and
logical aspects of a sentence. This is shown in figure 2.1. Each of these levels can be
thought of as a differeat view on the sentence to which they correspond. Looking
through “syntactic sunglasses” each of these levels filters out the information in
the sentence that does not apply to itsell, letting only the pertinent information
through.

phonological information

sentence syntactic information

logical information

Figure 2.1: The principal levels of GB.

Figure 2.2 shows the GH model of grammar assumed by the parser. The level
of logical representation is not shown becanse the parser does not compute logical
structures, While the level of “Logical Form™ (LF) is an important component of
gentence meaning, it has not yet been dealt with in the parser.

PF

sentence

S-structurs

e —

Destructnre

Figure 2.2: The GB model of grammar.

instance of 1+ predicstor (s the verb which may take subjects, objects, & indirect objects as
ATguments.
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The level of “Phonological Form” (PF) represents the phonological aspects of
a sentence, such as pitch, stress, and meter. However, only a part of PF is used
here. As stated in the introduetion, the parser assumes instead a level of precedence
structure {PS) that representa both precedence and adjacency relations, as found in
the traditional level of PF. Note that PS8 also incorporates some morphology, as it
represents the precedence and adjacency of the morphemes within a word,

The domain of PS consists of morphemes, words, and phrases, as all of these
elements may be involved in precedence relations. In Warlpiri, as it turng out, thers
are no precedence constraints between phrases, so only morphemes and words will
be represented in PS5, In other languages, such as English, precedence among phrases
is impaortant, so they will be manifest in P5.

The syntactic component is the heart of GB as it stands today. As GH is a
transformational theory, the syntactic level is compaosed of two parts, the base and
a set of transformations. The base is the set of structures that correspond to the
canonical form of sentences: this is represented in D-structure. The zet of transfor-
mations can be applied to D-structure Lo vield surface structures (S-structures) that
correspond to surface sentences, the sentences that we actually utter, This format
offers a perspicuous representation for capluring both the similarity and disparity
of different ayntactic constructs. One example of this phenomenon was mentioned
in the introduction, namely, pairs of sentences in active and passive voice, GB an-
alvzes these sentences as having similar D-structures since they seem to have the
same structure at & deeper level. The alternation in surface form is reflected in the
differing S-structures that GB assigns to the different voices.

GB claims that there i a connection between PS and the level of syntax; that
iz, that there are conditions that impose mutual constraints between the levels.
This is easily demonstrated. Consider the sentences in (1). The relation between
precedence and syntax is svstematic: the subject is the first noun phrase, and the
ohject is the second.

(1) a. John likes Mary.
b,  Mary likes John,

Az far as the parser is concerned the connection between PS and syntax exists
exactly where the surface order of constituents has an effect on the syntactic analysis.
For the subset of Warlpiri covered, this concerns only the relation botween a case-
marker and the nouns over which it has scope (i.¢., those nouns to its left within the
phonological phrase). In Warlpiri, case-markers must be sufixed to nouns, When
a noun and a case-marker are in such & configuration, the noun is identified as a
syntactic argument of the case-marker. Conversely, the nominal argurnent of a case-
marker will appear in PS a8 & noun with the case-marker suffixed onto it, and in no
other way. In this instance the precedence and syntactic structures are in a highly
constrained, one-to-one relationship.

At this paint I must repeat a caveal mentioned in the introduction. The par-
ticular formulation of GB presented here is actually an amalgam of three sources.
Moatly, it comes from mainstream GB, but there are some parts that find their roots
in the literature of Warlpiri linguistics. The third source is the set of modifications

45



to GIF theory found in this thesis. The main contribution here iz the removal of
precedence from syntactic structures. Another contribution is the formulation of
precedence structure, which borrows from two more traditional representations of
GO, PF and morphology. 1 will point out the differences from mainstream GB as
they arise.

The second part of the linguistic foundation, lexical theory, adds two more com-
ponents to the model of grammar assumed by the parser, as shown in figure 2.3. The
lexicon i the mapping between morphemes and PS5 and syntax. Associated with
each morpheme ig precedence and syntax informaticn, The precedence information
determines how the morpheme is manifest in PS; similarly, the syntactic information
determines its syntactic manifestation. Case-markers, for example, must he enclitic
(i.e., affixed) to nouns al the level of PS, but at the level of syntax there is no guch
requirement, as cliticization is not relevant at that level, Imstead, the case-marker
is the head (central element) of its phrase, taking nouns as its arguments.

/

/

PS5

lexicon

sentence

S-structure

|
D-siructure

|

L-structure

Figure 2.3: The parser's model of grammar.

Syntactic manifestation of lexical items is carried out via lexical structures (L-
structures). L-structures are the syntactic structures that correspond o a single
lexical item. L-structures are combined to produce the D-structure for the entire
sentence. For example, consider a sentence with a transitive verb. Roughly apeaking,
there are three lexical items, namely, the verb, and its two noun argnments. Each of
these items is manifest in syntax as an L-structure. Their L-structures are combined
with syntactic relations to form the D-structure for the entire sentence.

Before finishing this overview of the parser's grammar, ong more point needs to
be made, concerning the form of a sentence. The basic units of analysis are taken
to be morphemes, rather than, say, more elemental units such as phonemes. It is
further assumed that sentences consist of several levels: words, which are sequences
of morphemes; phrases, which are sequences of phrases; and, sentences, which are

sequences of phrases.
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The remainder of the chapter will describe the model of grammar, depicted in
figure 2.3, in greater detail. First, the level of P5 will be presented. After this is the
gection on syntax, that will cover each of the sublevels, L-structure, [D-structure,
and S-structure. The following section discusses the theory of the lexicon. The
chapter concludes with a description of the theory of semantie interpretation used
bv the parser.

2.1 Precedence Structure

This section begins with a deseription of precedence structure. The theory will then
be applied to the phenomena to be accounted for with this structure; see table 2.1,
The theory works straightforwardly for both nominal and verbal composition, and
continuous case phrases. Hewever, the auxiliary is a strange entity, and is not
captured so neatly. This section ends with the extensions to the theory necessary
to handle anxiliary composition and placement.

nominal and verbal composition
continuous case phrases
auxiliary composition

anxiliary positioning

o a o o

Table 2.1: The phenomena accounted for in P5.

The elemental units of P8, morphemes, are combined by rules into larger struc-
tures. P'S is recursive in that the resulting strurtures may in turn be combined by
these same rules (an example will be given below), The rules are constrained to
operate only on adjacent elements of the structure, ordered by precedence,

Each of the elemental units is labeled with its category, as categorial informa-
tion is needed in PS. Consider the sample sentence from the introduction, repeated
here as (2). The PS for this sentence before having applied any rules is shown in
figure 2.4.2

{2} Ngajulu-rie ka-roa-ria punfa-ran kurdu-ku barli,
I-ERG IMPERF-15-3o take-nowPAsST child-naT boomerang
‘] am taking the boomerang from the child.’

The basic rule for PS is combination, given in (3).¥ This rule allows any node
to combine with any other node. However, there are empirical restrictions on com-
bination. These restrictions are captured by four interacting parameters. The first

The lnbels for nowns, case-markers, verb stems, and tense clements are “N°, “C°, W', and “T7,
respectively. The auxiliary consists of four optional components, the base, the subject and object
agreement clilics, and Uhe dative registeation clitic, Tabeled, "B 55", 200, and T, respectively.

T e ileis for the oule of combination and Uhe parmebers of varation are taken Trom chaplers
2 amd § of [Nas#6], Nash wses the notion of a calegordel signaiire to represent the constraits ol
romibinatin. The disripdion presented bere is largely o eeformilation of his theory,
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Nygapulu- iu ka- . rma-  rle punia- rig Eorda- ko karls

Figure 2.4: The elemental units of the P5 for {2).

parameter concerns the direction of combination; one node acts as the combiner and
the other acts as the eombines. The direction of combination is invariant across the
language; for Warlpiri, the direction is from right to left.

(3)  Combine two adjacent nodes.

The other three parameters of varation depend on the category of the combiner,
and therefore the parameter settings are stored in the lexicon on a per category
basis. The second parameter concerns the categorial restrictions of combination.
That is, some categories may combine with some eategories and not with others.
The third parameter covers the assignment of category to the root of the newly
created structure, The choice is restricted te either the category of the left node or
the right node. The last parameter of variation dictates the phonological level (ie.,
word, phrase, or sentence) at which the combination takes place.

We can now account for three of the Warlpiri phenomena listed above: nominal
and verbal composition, and continuous case phrases, The PS5 for declined nouns is
demonstrated with the noun, kurdu-bu. There are two elemental nodes in the P'S for
this word, one for the neun, and one for the case-marker. The rule of combination
may apply because the combinee, kurdu, fits the parameters settings of the combiner,
ku. First of all, the combinee is to the combiner’s left, as required by the language-
wide direction parameter. Secondly, ku, being a case-marker, may combine with
nouns at the word level, Finally, we see that the new root is given the case-marker
category. The resulting PS is shown in figure 2.5.

()
v) (€

knrdu- K

Figure 2.5 The P8 for kurdu-bu.
Nouns marked or abeolutive case are covered with a special rule of PS. In the
event of a non-overtly marked noun, PS supplies a null category, the absolutive case-

marker. This category must be posited because the absolutive case, like the other
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syntactic cases, marks the noun to which it is enclitic, and the preceding nouns in
the phonological phrase (see below), The P8 for the absolutive argument of the
sample sentence, karli, is depicted in figure 2.6.

karli- ]

Figure 2.6: The P5 for karly.

The PS for inflacted verbs is also accounted for by the parameterized rule. The
difference here concerns the combiner, which is the tense element. It combines with
verh stems rather than nouns, and the resulting category of the combination is
verh instead of tense element. The difference in transmission of category is due
to syntactic effects, described below. The PS5 for the verb, punfa-rni, is given in
figure 2.7.

punia- et

Figure 2.7: The PS5 for punta-ri.

The last phenomenon handled by the rule of combination is that of continuous
case phrases. Consider the phrase in (4). In this phrase, the case-marker, -riu, has
scope over all three nouns. This analysis is grammatical hecause case-markers may
also be adjacent to nouns at the phrase level (in addition to the word level, as with
the declined noun, above). The PS for this phrase is shown in figure 2.5.

{4)  pirringi yirroru kardirrpa-riu
cenlipede homesick brave-ERG
‘the brave, homesick centipede’

There are two well-formedness conditions for PS. The first, given in (3), states
that I'S must not contain any uncombined structures, However, this condition is
too severe for all languages, In Warlpiri, for instance, there are no ordering con-
straints between plirases, and so PS will not contain connected structures between
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Figure 2.8: The PS5 for (4).

phrases, The facts are covered with a parameter of variation that dictates at which
phonological levels the condition applies. This condition applies both at the word
and the phrase level for Warlpin, bot not at the sentence level. Thus, the P5 for
words and phrases must contain single structures, but there is no such requirement
at the santence level.

(5] PS5 must be fully connected.

This single condition, in conjunction with the parameters of variation for the rule
of combination, serves to rule out many types of ungrammatical words, phrases, and
gentences that are ungrammatical with respect to precedence. (6) contains three
types of nngrammatical words, all of which are ruled out by the well-formedness
condition. (a) gives an example of a category mismateh: tense elements may not
combine with nounzs. [b) shows a word with morphemes in the wrong order; be-
cause verh stems do not combine with tense elements, the two clemental structures
won't be combined into one, and the well-formedness condition will rule this word
out. (e} shows the verh with the components in the right order, but in separate
words, Because the tense element is constrained to combine at the word level, no
combination takes place, and the condition rules this ane out toa,

(G} a.  Thurdu-rod
child-MoxPasT
b, *rod-punta a0
NONPAST-take
e, *punle rmi
take NONPAST



The second well-formedness condition concerns the compogition of words in Warl-
piri, and is stated in (7). Words that contain just one syllable are not grammatical,
instead they must be enclitic to a preceding word. The auxiliary, ka, is an example
of such a clitic. Note that all nouns and verbs automatically pass this condition,
but for different reasons. Nouns pass because, as seems to be the case, there are
no single-syllable noun stems.* Verbs pass becanse they must be inflected for tense:
there are no null verbs nor tenze elements.

(T)  Words must consist of at least two syllables,

2.1.1  Auxiliary Composition

The auxiliary is an irregular word, Unfortunately, only a descriptive theory of itz
composition is available. It consists of 2 number of morphemes, all of which may or
may not be present in the surface string.® The parser covers the part of the auxiliary
word consisting of the base, the agreement clitics, and the dative registration marker,
Their positioning within the word is best given by a template, as shown in figure 2.9.9

base | subject | object | dative

Figure 2.9: The anxiliary template.

The PS5 for the auxiliary is also built up with the rule of comhbination, however,
two modifications are required, TFirst, the categorial restrictions of the combiners
mist allow for the optionality of the elements. That is, the combiners mav not
have static categorial restrictions; instead, the restrictions must be dvnamically
determined, depending on the overt morpheme sequence, The template, above, is
congulted to determine grammatical sequences,

The second change concerns the construction of the auxiliary structure. Rather
than combining adjacent nodes into a binary tree, the auxiliary morphemes are
combined as siblings, children of a single parent noda. This linear structure is
uzed to reflect the simple template that deseribes the possible combination of the
component morphemes., As an example, the P5 for ka-rma-rla, the awaliary of (2],
i= given in figure 2.10.7 Note that this auxiliary word contains three of the four
possible morphemes, omitling the object agreement clitic.

YOI course, this is entirely an empirical poind. IT it turms oot that singlesyllable nouns exist,
ihey too would be subject 1o this condition.

*See [Nasis] for a more detailed discussion of the auxiliary components.

FOther parts of the suxiliary, sach as the complementizer. awail a fature implementation; how-
ever, their appearance in the anxiliary word can be accounted for by extending the template.

"The categary dominating the anxiliary ward ia labheled “A™ far "ATTX." AUX is a discontinuwons
part of the INFL of traditional GR that containg AGR and TRE. It is net so clear how INFILL 0=
manile=ted i Warlpirn, with the tense and agreemcnt infrmation spreasd over Uthe ausiliary ol
Lhe verls, s “AUE" 8 gsed igstes:d



Figure 2.10: The P for ka-rna-rio.

2.1.2  Auxiliary Positioning

The positioning of the auxiliary is quite unlike that of other words. Roughly speak-
ing, auxiliary words may appear either in the first or second position of the sentence.
This special property is accounted for in two ways. First, auxiliary words (with ex-
ceptions to be described below) do net combine with other words. That is, the
precedence structures [of auxiliarics are inert. Second, auxiliaries are considerad
to he invisible to the connectedness condition, (5) above. Instead, the positioning
constraint is best stated with respect to its place in the sentence as a whole, This
well-formedness condition is given in ().

(8) The anxiliary must appear in either the first or second position.

For example, consider the positioning of the auxiliary word in the P53 for the
sample sentence, (2}, shown in figure 2.11. As mentioned above, the first two words
of this sentence are contained in a single phrase. Because anxiliaries do not combine
with other words, the P'S for the plirase consists of two structures, one for ngajulu-rlu
and one for ka-rna-rle, As auxiliaries are exempl from the connectednesa condition,
this phrase is not considered ill-formed. The positioning is checked, however, by the
auxiliary positioning condition, which this PS passes, as the auxiliary word is the
second structure.

a ' C C
ﬂ e 8) (s) (o) (¥ T o) (N
kn- - |

ngajule- o riz  punta- rid  knerdu- kv karki- i

Figure 2.11: The PS for (2).
Some auxiliaries must, in fact, combine with ot her words. The exceptions consist
of the auxiliaries that begin with a clitic morpheme: they must be enclitic 1o a

preceding word. The anxiliary base, -, as well ag the agreement ma rkers nnd
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the dative registration marker, are all clitics. Aunxiliary cliticization differs from
normal cliticization {e.g., as with case-markers) in two respects. First, aunxiliaries
do not have any categorial restrictions on their combinee, Second, as with non-clitic
auxiliaries, no combination of structure takes place because clitic auxiliaries are also
invisible to the connectedness condition.

A grammatical example of the use of a elitic auxiliary is given in (9). This
sentence is just like the sample sentence, except that it is lacking the imperfective
base, ka. Because the auxiliary word begins with an agreement marker, it must be
enclitic to the preceding word, which it is. The P8 for this sentence is shown in
figure 2.12.

(9) Noajulu-rlu-rne-rie punta-rond kerdu-ku Eeorli,
[-ERG-15-3d take-NONPAST child-pDAT boomerang
‘T will take the boomerang from the child.”

Before finishing the discussion of auxiliary positioning, a couple of points should
be mentioned. First, note that the requirement the clitic anxiliaries must appear
in the second position follows from the requirement that these words be enclitic
to a word, and that anxiliaries must appear in either the first or second position
(following the well-formed ness condition, above). The positioning of short auxiliaries
(i.e., those consisting of a single syllable] is also accounted for here, By the condition

stated above, such auxiliaries must be enclitic, and so their positioning is similarly
handled.

ATLTL AL

ngajulu-  rin rla punfa-  mmi kurds- b karli.

Figure 2.12: The PS5 for (9).

2.2 Syntax

This section describes the syntactic component of GB. There are three levels of rep-
resentation within this component, L-structure, D-gtructure, and S-structure. Bath
L-structure and D-structure represent the syntactic manifestation of predicative re-
lations. L-structure is concerned with the predicative nature of individual lexical
items, while DD-structure contains the relations of the sentence as a whole. In fact,
it constructed as a combination of constituent L-stroctures, S-structure, on the
other hand, is concerned in part with case-marking relations between case-markers
and their arguments. But these two syntactic views are not orthogonal: there is
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a tightly constrained relationship between them, given by the mapping from one
representational level to another,

An important idea behind these linguistic structures is the notion of licensing.
The structures contain different elements, some of which allow for the existence of
others by licensing them. A prime example of licensing concerns the predicator
and its arguments. The presence of an argnment in a sentence is due solely to
the predicator. At D-structure this licensing concerns the assignment of semantic
roles to arguments; only those roles that are part of the predicator’s meaning are
licensed in the structure. At S-structure, the licensing is for case-marking, As with
D-structure, only those arguments selected by the predicator are licensed for case.

Consider the sample senience, (2). The predicator is the verb stem, punta, which,
due to its meaning, licenses three arguments, the taker, the taken, and the source
from which the taken is taken. Punta licenses three positions in D-structure for its
arguments. In S-structure, the verb licenses three case phrases (in this instance,
marked for ergative, abeolutive, and dative case), These licensed arguments appear
in the sentence as three case-marked nouns,

All three syntactic levels have the same basic form and contain the same basic
antities, i.€., syntactic categories. Their structure is given by X-theory, described in
the following section. Following this discussion comes a description of each of the
sublevels and the mappings between them.

21-21 ]. R‘t}lﬂﬂ[’_}f

X-theory gives the structure of the syntactic representations of GB. The main idea
behind this theory is that each basic item {€.g., noun or verb) is the central elerment
of its own phrase, and that the structure of a sentence consists of & combination of
these structures. The central elements are called heads, and the structures of which
they form the core are called projections. The head projects some number of levels
ta form the projection. The highest level of the projection is called the mazimal
projeciion.

A major claim of X-theory is that the same structure schema applies to all
categories; all phrases (e.g., noun phrases and verb phrases) are assumed to have
roughly the same structure, The number of levels in the projection is parameterized
on a per category basis, however, Lexical itemas, such as noune and verbs, project two
levels:® other items, such as case-markers, project one. The auxiliary projects two
levels, as explained below. For example, the X-structure for verb phrases is depicted
in figure 2.13. As with PS5, the syntactic structures of F-theory are depicted with
nodes connected by links; the level of projection is indicated with the number of
bars above the eategorial label.

The purpose of the projections is to create slots in the structures for the attach-
ment of other projections. These slots are manifest as siblings of the non-maximal
projections. The siblings of the head are called complements, and the sibling of the
first-level projection (for two-level projections) is called the specifier, These siblings

¥lu the implementation, pouns do net project any levels; they are lefi as zero-level nodes, This
was done because Lhe parser does not yet cover the predicative use of nominal expressions,
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Figure 2.13: The projection for a verb phrase.

in general are called arguments, X-theory further states that the arguments of & pro-
jection must themselves be maximal projections. This is diagrammed in figure 2.14
with a two-level projection.

Figure 2.14: A two-level projection and its arguments.

But there is a problem with the traditional theory. X-theory states that X-
structures are ordered by precedence, in addition to hierarchy. How can we aceount
for the free word ordering if the syntactic structures are ordered by precedence?
Some perfectly grammatical sentences would be assigned ill-formed structures, hav-
ing crossing arcs (e.g., when a complement precedes the specifier). The version of
X-theory presented here is not ordered by sibling precedence. Instead, only the dom-
inance relations are represented; what ordering there is among surface constituents
is represented in P5. In line with Occam’s razor, syntactic structure need not rep-
resent precedence because precedence must be contained in PS to account for the
linearity inherent in its level of representation. Though the depictions of syntactic
structures must be shown flattened on a page with a direction among the constituent
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noddes, it should be remembered sl no ordering is impliod (e, subtrees could be
on either sida).

Before entering a discussion of the syntactic levels themselves, Uis soction pre-
senis two theories that apply to X-structures. First, the central structural relation
of X-theory, government, is defined, The section concludes with the atructural defi-
nition of the grammatical functions, subject and object.

Government Theory

The gevernment relation has been found to be useful in explaining many syntactic
phenomena, such as #-assignment and case-assignment (explained below). Govern-
ment is based on the more basic relation of c-command [taken from is.'ﬂ.'WHﬁ]: cf.,

[ChoS1]):

Creommand: A c-commands B if and only if the first branching node
dominating A also dominates B; and A does not itself dominate B. [p.
142]

For examples of c-command, consider figure 2,14 again, The head c-commands
each ol ils complements, and, in fact, the complements c-command the head., The
first-level projection c-commands the specifier, and vice versa.

C-command, in turn, ig used Lo define government (also taken from [vRWEE]):

Government: X governs Y if and only if Y is contained in the maxi-
mal X-projection of X, X™*7; X™% jz the gmallest maximal projection
containing Y and X c-commands Y. [p. 201]

Only non-maximal projections may act as governors (*X" in the definition abave).®
Again referring to figure 2.14, we see that only the specifier and complements are
governed, and that their sole governors are the first-level projection and the head,

respectively.

Grammatical Functions

Grammatical functions are defined in terms of their X positions:'?
Subject: the sibling of the one-level projection, X, i.., the specifier
Object: a sibling of the zero-level projection, X, i.e., & complement

While there may be any number of objects, as dictated by other aspects of
grammar, there may only be a single subject. In fact, predicators are required to
have a subject, as assumed by Extended Projection Principle (taken from [ChaoB6G]):

*Thiz differs slightly from a more standard notion of proper governor, which may only be heads.
The difference arises from the particnlar analysis of Warlpin, where first-level projections must act
A5 EOVECTTE.

From these deficitions 14 may seem prammatical functions are unnecessary as ihey cobicide
with X-theory argument positions, However, the definition of sabject for languages like English
does differ; see [Wils4], for example, To maintain generality the notion of grammatical fanction is
kept distinct, OF course, the dichotomy between languages needs fo be worked owi.
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Erfended Frojection Principle: ... the reguirement that clanses have
subjects ... [p. 116]

The notions of subject and object are motivated by contrel phenomena. Control
theory attempts to explain the interpretation of the implicit argument that is present
in infinitival subordinate clauses, This phenomenon is best intreduced by way of
an example, (10} below {from [Hal83]) shows two examples of subject control.
In instances of subject control the implicit subject of the subordinate clanse s
understoed to be coreferent with the subject of the matrix clause. The presence of
the subject-control complementizer, karra, attached to the embedded verl, indicates
that these sentences are instances of subject control. It is appropriate to refer to
the notion of grammatical function, rather than case, becanse both subject cases
[ergative and absolutive) appear in this construction.

(10) a. Ngarrko-ngku ka purlops yunpa-rad barli jarnfi-rninga-taorra-ri.
man-ERG IMPERF corroboree sing-NONPAST boomerang
trim-INF-COMP-ERG
“The man is singing a corroboree song while trimming the boomerang.”

‘b, Karnla ka-ju wanghka-mi yarls karla-njo-korra.
woman IMPERF-1o speak-NONPAST yam dig-INF-COMP
“The woman is speaking to me while digging vams."

Parallelling the subject control examples are examples of object control (also
from [Hal33]), given in (11). Object control is the phenomenon where the object of
the matrix clause, not the subject, is understood to be coreferent with the subject
of the subordinate clause. The object-control complementizer, also attached to
the embedded verb, is kurra. Again, it is proper to employ grammatical functions
instead of case because both objective cases [absolutive and dative] are used in this
type of sentence,

(11} a. Purda-nya-nyi ko-rna-ngku wangka-nja-kurra.

aural-perceive-NONPAST IMPERF-15-20 speak-INF-COMP
‘I hear you speaking.”

b, Nparrko-pate ka-rna-jona nye-nyi wowirei panti-rainja-kurn.
man-PAUCAL IMPERF-15-3330 see-NONPAST kangaroo spear-INF-COMP
I sewr the several men spearing the kangaroo,”

c.  Marlu-ku ka-rma-ria wurrnka-nyd morna nga-rningjo-kurea-bu.
kangaroo-DAT IMPERF-15-3d stalk-NONPAST grass eat-INF-COMP-DAT
‘T am sneaking up on the kangaroo (while it is) eating grass.’

The control relation is assumed to be a structural one, and therefore the sub-
ject fobject asymmetry demonstrated in the examples above must be represented in
a structural manner. Briefly, this is achieved by placing the subject argument at a
higher level in the projection than the object: the subject is associated with the spec-
ifier position, and the objects are associated with the complement positions. The
choice of subordinate com plementizer, either barra or burrg, then dictates where the
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subordinate phrase-marker should be attached to the matrix phrase-marker. In the
event of subject control, the subordinate phrase is attached so that it c-commands
the subject; for object control, the subordinate phrase e-commands the object,

2.2.2 Le-structure

L-structures represent the syntactlic manifestation of lexical items. Each item pro-
jects into a single L-atracture, which is a single X-projection. As mentioned abaove,
the number of levels of projection is determined by the item's category. However,
there iz more that determines the particular manifestation of different lexical 1tems.
GB claims that part of the semantic content of a lexical item is involved in the
derivation of its syntactic manifestation. In particular, the mumber and type of its
arguments dictates how they will appear. The first part of this section discusses
#-theory, which attempts to explain the mapping from semantic to syntactic argn-
ments. The other part describes the simple set of rules that indicates where the
syntactic arguments are placed in the L-struocture,

f-theory

The meaning of lexical items must contain a8 & minimam information about the
number and type of arguments that it takes. Consider the verb from the sample
sentence, punta. Part of what one knows about taking is that there is a taker, a
thing which is taken, and a source from which the taken is taken. Of course, there
is more meaning, but this much seems minimally necessary.

f-theory!! is concerned with capturing the nature of these semantic arguments
and how they appear in syntax, Arguments are called #-roles (thematic roles).
Although the theory of #-roles is still quite fuzzy, a few roles seem to crop up
repeatedly, The most common of these are AGENT, the performer of an action,
THEME, the object affected by an action, and PaTH, the source or goal of an action.

A predicator is said Lo selecl a number of @-roles, The list of #-roles that a
predicator selects is called a #-grid.  For example, the predicator, punta, has a
#-grid that containg three #-roles, AGENT, THEME, and PATH. However, not all
combinations of #-roles occur in Warlpiri, The #-grids that do appear are listed in
table 2.2,

B-roles appear as syntactic calegories Lhat are said te bear the corresponding
role. The theory used here assumes that all arguments appear as case phrases'?
Case phrases receive their #-role under the svntactic relation of #-assignment, under
the relation of government, The position in which they receive their f-role s called
a #-pogition. An example of #-assipnment will be given in the section below. The
list of Warlpiri #-assigners covered by the parser is given in table 2.3.

Consider the verb punts once again. Following table 2.3, we sea that both the
AGENT and THEME #-roles are assigned by the verb, The verb is not able to assign

"8¢e, for example, [Stosl]
18T his thenty is impoverished, as it does not accourt for argumen iz of verhs of beliel, for instance,
Their arguments can appear as s=ntential entities, rather iban case phrases. Their analysis nisst

be delerred for now.

43



#-urid exatnjile

L. THEME ya ‘to go'

2, THEME PATH yulka ‘to love'
3. AGENT PATH warei “to seek’
4. AGENT THEME nya "to see’

5. AGENT THEME FPATH punia ‘to take’

Table 2.2: The five verbal #-grids.

assigner  forole

W AGENT
v THEME
DAT FATIH

Table 2.3: Warlpiri #-assigners.

all of the #-roles that it licenses, however. The oulstanding #-role, PATH, is assigned
by the dative case-marker, DAT. In order to associate this argument with the verhal
projection, the verb must indirectly assign the #-role through the dative case-marker.
Indirect #-assignment also takes place under government, This will be demonstrated
in the section on D-strocture, below,

Placing the Arguments

f-theorv dictates how #-roles appear syntactically, and which elements license them.
The remaining question to answer is where these arguments appear in the L-structure,
This information comes from the mapping of #-roles to grammatical functions, That
is, the mapping specifies which argument appears as the subject, and which argu-
ments appear as objects.

The mapping to grammatical function is mediated by the distinction between
external and internal @-roles]Wil81]. In the standard form of the theory, the exter-
nal #-role is assigned its role outside the maximal projection of the predicator, and
internal #-roles are assigned their reles within the maximal projection. Unfortu-
nately, there is no solid theory explaining which #-roles are external and which are
internal. For Warlpiri there is a simple rule that dictates which #-role of a #-grid
will be external:

Frternal farole; If the aGENT f-role is selected, then it is the external
#-role, otherwise the THEME 15,

The theory of external and internal @-roles differs slightly for the analysis of
Warlpiri[Hal®3]. The external #-eole, rther than being assigned ontside the predi:
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cator's projection, is taken to appear in the subject position, and therefore it is also
assigned internally. Internal 8-roles are assigned within the projection, and in fact
appear as objects.

There is one question that arises: why talk about the subject/object distinction
when there is a one-to-one mapping with the external/internal distinction reguired
by #-theory? That is, the notions of aubject and object seem to be redundant. As
Williams[Wil84] has pointed out, the external #-role docs not always map to the
specifier position in the verb phrase {Warlpiri's subject pesition). In English, for
example, the subject noun phrase is analyzed as the specifier of the projection of
INFL. While in Warlpiri the subject does, indesd, appear as the specifier of the verb
phrase, we need the distinction between grammatical function and external/internal
f-role in order Lo maintain cross-linguistic generalization.

As an example L-structure, consider the verb stem, punfa. Iis L-structure is
shown in fignre 2.15. Following the rule above, we note that its agent #-role will
appear as the subject, and that the others will appear as objects. As shown in
tahle 2.3, the verb stem itself assigns both the agent and theme #.roles, hence their
appearance in the verbal projection. The level at which they appear is dictated by
their grammatical function.

punia THEME

Figure 2.15; The L-structure for punta.

Missing from the L-structure for punia is the path f-role. This argument is
assigned by the dative case-marker within its own projection, as shown in figure 2.16.
Note that while the appearence in syntax of this role is licensed by the predicator,
the assignment of its role is performed by a different element. The twe stroctures
are indeed linked together in syntax, as one would expect; this 1= discussed below in
the section on D-structure.

There is a well-formedness constraint in the mapping from #f-grids to L-atructure,
namely, the #-Criterion (taken from [VRWS6G]: of, [Cho81]):

#- Criterion: Every chain [i.e., #-position—MBK] must receive one and
only one #-role. [p. 245]
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FATH AT

Figure 2.16: The L-structure for DAT.

This principle goarantess that every #-position, as determined by the lexical
information associated with the predicator, will be filled with a #-role. It furthermore
suarantess that each such position will not be filled by more than one #-role. Observe
that this principle has been obeyed in the L-structures for punta and paT, above.

23 D-structure

D-structure is used to represent the predicate-argument relations of a sentence. D-
structures are formed by combining the constituent L-structures of the predicators
and arguments. #-assignment and indirect #-assignment license combination. Note
that these licensing relations are themselves licensed by the semantic content of the
predicator, That is, the syntactic relation for assigning a given #-role may not be
present in syntax unless the predicator selecis that #-role.

For an example D-structure, consider the sample sentence, (2), once again. First
we examine the core of the sentence, the L-structure for the verb stem, punta, given
above in figure 2.15. The verb selects three #-roles, two of which are licensed in
the L-structure by means of the d-assigning functions of the head and first-level
projection. The third is licensed by the dative case-marker in its L-structure, as
shown in figure 2.16, above. The dative L-structure is licensed, in turn, by the
indirect f-assigning function of the verbal head.

Figure 2.17 depicts the D-structure for the sample sentence. We see thal the
agent, ngajulu-riu, is attached as sibling of the first level projection; that the theme,
karli, is attached as sibling of the verbal head; and that the path, kurdu-ku, is
attached as sibling of the dative case-marker, which itself is attached as a sibling
of the verbal head. Every L-structure has been properly licensed because each has
been incorporated into the structure.

2r2+i Ehslt'll:ttu.r&

S-structure represents a different syntactic view than D-structure, essentially that of
case-marking. Case-marking associates predicates with their arguments at the level
of S-structure. This licensing relation is parallel to the relation of #-assignment.!®

" Far some languages, such as oglish, the notion of abstract case has been propased to acoant
for case-marking phenomena that do involve an overt case-marker. Abstract case is assumed to
account for nominative and accusative casemarking, where the verb assigns these cases to the
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pgajole oy

Figure 2.17; The D-structure for sentence (2).

This section begins with a discussion of Case theory, After this is a section on the
placement of case-marking relations in the structure. Lastly, the section discusses
how to represent the auxiliary in S-structure.

Case Theory

At S-structure, arguments are associated with their predicates via case. As with
semantic selection of f-roles, predicators determine their case subsalegorizalion, f.e.,
the cases that they license.! The set of cases for which a predicator subcategorizes
is called a ense army. For example, the case armay for punfa contains all three
syntactic cases, ergative, absolutive, and dative. In Warlpiri there are five groups
of verbs that have different case arrays, shown in table 2.4, These five classes are
derivative from the list of possible #-grids found in Warlpiri.

The S-structure association of arguments with predicators is effected in a two-
part relation. Arguments—which, for this thesis, are only nouns—are associated
with a case-marker by the relation of case-marking. Case phrases, in turn, are
associated with argument positions in the predicator’s projection by the relation of
case-assignment. Both of these relations obiain ander the relation of government,
as with #-assignment in D-structure.

subject and object, respectively. The parser shoukd be able to incorporis abstract case by giving
case-marking capabilities o lexical it=ms other than just case-markers.

Y fact, the cases for which a predicator subeategorizes are derivable [rom the @-poles they
select, The mapping is presented in the following section,
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CASe ATTAy example

1. a®Bs o o go'

2. ABS  DAT yulka ‘to love’
3. ERG DAT wirri “to seek’
4. ERG ABS nya o s’

3. ERG ABS DAT punic “to take'

Table 2.4: The five verbal case arrays.

In Warlpiri there are three syntactic case-markers [EnG, ABS, and DAT), corre-
sponding to each of the syntactic cases: ergative, abaolutive, and dative. Naturally
enough, each syntactic case-marker marks its argument noun phrase for its own
case, The case-markers and their phonetic realizations are presented in table 2.5,
The list of Warlpiri case-assigners is given in table 2.6. (Note that “T” stands for
“tense element’.)

marker case phonetic realizations

ERG ergative gk, -ngkt, -riu, -rilf
ABS absolutive @&
DAT dative ki, -kn

Table 2.5: The Warlpirl case-markers.

assigner Case

v ergative

T absolutive
DAT dative

Table 2.6: The Warlpin case-assigners,

Figure 2,18 shows an example of the case-marking of an ergatively marked noun
phrase. Rluis the case-marker and ngajulu 18 being marked for case. Note that rlu
does, indeed, govern its argument., ngajulu.

Placing the Arguments

Case theory dictates how cases are licensed in S-structure and how arguments are
manifest (i.e., through the relations of case-marking and case-assignment), but it
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C
ngayuly  rlu

Figure 2.18: An example of ergative case-marking.

does not indicate where they are to be placed. Specifically, it does not indicate the
grammatical functions corresponding to the cases that have been licensed, There is
a simple set of rules that determines the mapping between case and grammatical
funetion[Hal83]:

1. Identify the subject function with the ErRG argument, if there is one, otherwize
with the ABS argument.

2. Identify the object function with the DAT argument, if there is one, otherwise
with the ans argnment (if this is not already identified as the subject).

Figure 2.19 shows the S-structure for {2).'" Observe that each of the noun
phrases has been marked for its case by the appropriate ease-marker, by virtue of
their governed status. (Ybeerve further that the case phrases have been assigned their
case by the appropriate case-assigners, FPor the ergative and absolutive arguments,
the assignment was performed by the first-level projection of the verbal head and the
tense element, respectively; for the dative arpument, the assignment was performed
by the dative case-assigner,

Awdliary Syntax

The syntax of the auxiliary is somewhat ad hoe, due to its ill-understood nature. Its
main function & to combine with the rest of the senfence in two wavs: it combines
with the tense of the verb to add aspect information; and, it combines with the
arguments for the purpese of person and nomber agreement. The structure of the
auxiliary facilitates the combination (which is discussed in the section on semantic
interpretation, below). The base is considerad to be the head of the anxiliary. The
nominal agreement clitics are taken to be itz ohjects, and the verbal projection is
taken to be its subject., As an example, the complete S-structure for the sample
sentence is depicted in fignre 2.20.

2.2.5 The Mapping Between S-structure and D-structure

The levels of Destrocture and S-structure represents the syvntax of a sentence from
two different aspects.  D-structure 1= concerned with assignment of #-roles; S-

®The anxilinry projection is not shows here, as it will be discussed helow,
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ngagule  rlu

burdy ku karly &

Figure 2.1%: Most of the S-structure for sentence (2).

structure represents case-marking relations. Both of these levels, however, are con-
cerned with the relation between a predicator and its arguments as manifested in
ayntax. GB posits that the two levels are indeed related, and that one structure can
be transformed into the other by movement. That is, nodes that exist in one place
in D-structure in order to receive their #-roles may move in the structure in order to
recelve the corresponding case.'® This licensing requirement for arguments is given

by the Case Filter[Cho#1]:
Case Filter: *NP if NP has phonetic content and has no Case [p. 49]

Movement is allowed by the very simple rule of Move-a, stated in (12} {taken
from [vRWS6}; f, [Chos1]).

{12) Move any category o anywhere.

This rule must be restricted, however, so it won't massively overgenerate un-
grammaltical sentences. One strong constraint is the Structure-Preserving Hypoth-

esis, which in part limits the range of grammatical transformations (taken from
[EmaTa]):

Y There are other reasans for movement, such as sh-movement. These phenomena lie cutside the
piiEwiew of e pamer, =a l.hey won't be covered here

"_':"I P iz the traditions]l notation for & noun plluue. I mruupunda L Llhe masiial projection of
N, H.



Figure 2.20: The S-structure for sentence (2.



- @ lransformational operation is structure-preserving if it moves, copies,
or inserts a node C into some position where C can be ctherwise gener-
ated by the grammar. [p. 3]

For the simple phenomena handled by the parser, this reslly boils dewn to the
maovement of case phrases. Following the constraint, the parser should only allow
movement of case phrases into S-structure positions that are licensed at D-structure.
Roughly speaking, arguments may only move inlo argument positions.

Another limit to movement is the Projection Principle, which constrains the
possible mappings between the argnment positions of S-structure, D-structure, and
LF {borrowed from [vRRWSE]; cf., [Chos1]):

Projection Principle: The 8-Criterion holds at D-structure, S-structure,
and LF. [p. 252]

This principle ensures consistency between these three levels of representation
(for the parser, just the levels of D-structure and S-structure). It establishes a
connection for each of the predicator’s argument positions at each of the levels.
(Given a case phrase that has heen assigned a #.role in a certain position in D-
strueture, it would be inconsistent for another case phrase to move into that position,
in & sense usurping the f-role assigned there.

In Warlpiri, however, Move-er s rarely used. It seems that the parameterization
of the language is constrained so that Move-o need apply only in a few, select
instances., As for the parser, the simple sentences in its domain do not call for
Move-a at all because arguments need not move to receive case: the positions where
they are assigned their #-roles are the same positions where they are assigned the
corresponding case, This can be seen for the mapping from #-roles to cases, shown
in table 2.7.1%

P-role case

AGENT  ERG
THEME ABS
FaTH DAT

Table 2.7: The #-rolefcase mapping for Warlpiri,

Thus movement need not enter into the theery on which the parser is based.
Hecause of this, the S-structures and D-structures look the same, except for the
syntax of the auxiliary, which is represented only in S-siructure.

“Unfortunately, there is no explanatory theory for this mapping. The descriptive theory of this
mapping is simply due o empirical studies,



2.3 The Lexicon

The lexicon maps surface string entities into their lexical entries containing infor-
mation dictating their manifestations in both precedence and syntactic structure, A
complete entry contains information that is bolh specific to the lexical item, as well
as applicable to the lexical classes of which it is & member, The lexicon containg two
structures for representing each kind of lexical information. The first is a mapping
from items to entries containing specific information, and the second is a set of rules
that applies to classes of lexical items.

Lexical entries contain category, precedence, syntactic, and semantic informa-
tion. Categorial information refers to the lexical item’s part of speech. Included in
the scope of the parser are nouns, number-markers, syntactic case-markers, verbs,
tense elements, and auxiliary components |bases, subject and cbject clitics, and
dative registration markers).

The precedence and syntactic components of lexical entries dictate their partici-
pation in the corresponding structures. These structures also refer to the categorial
information of the entry. For example, case-markers may only combine with nouns;
that is, the category of the combinee i relevant to PS. In 55, the category of the
item determines the number of levels of projection.

The last component, semantic information, manifests itself both in syntax and
in semantic interpretation. Semantics is connected to syntax throngh the mapping
of f-rales to syntactic categories, as well as cases (described above), The person and
number of nouns, pronouns, and anxiliary agreement clitics are prime examples of
interpretive information stored in the lexicon.

2.3.1 The Lexical Entry

Lexical entries contain information for each of the four components listed above. A
summary of the individually stored information is given in table 2.8, Note that cate-
garial information is always contained in the individual entry because it is particular
to the lexical item.

The precedence information stored on a per item basis is rather small. Verbs
and tense elements contain their conjugation class (one to five), which is used during
inflected verb analysis. Aunxiliary bases contain their number of syllables, used for
checking the well-formedness of words,

Syntactic information concerns both S-structure and D-structure. The case
marked by a case-marker depends on the particular case-marker and so it is stored
in the entry. The case and f-role assigned by the dative case-marker, unlike other
predicators, is also stored in the entry.

The semantic component is also straightforward. The person and number infor-
mation for pronouns and agreement clitics depends on the particular lexical item,
gn it is stored individually, The same s true for the tense information of tense
elernents, and the aspect of anxiliary bases.
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precedence  conjugation class (verbs and tense elements)
syllables (auxiliary bases)

syntactic case-marking {case-markers)
case-assignment (dative case-marker)
f-assignment (dative case.marker)

gernantic person (pronouns and agreement clitics)
number (pronouns, number-markers, agreement clitics)
tense (tense elements)
aspect and tense restrictions (auxiliary bases)

#-grid (predicators)
Table 2.8: The elements of an individual lexical entry.

2.3.2 Lexical Rules

Lexical rules encode descriptive information that applies to classes of lexical items.
Each rule is in & simple “if-then” form. The conditional part tests for membership
in a given class, and the action part indicates the information to be added to the
cumulative lexical entry if the membership is satisfied. The classes of information
represented with lexical rules are listed in table 2.9,

precedence  adjacency requirements
directed argument identification

syntactic  case-assignment (predicators)
fi-assignment (predicators)
#-linking ( predicators)
projection (predicators)

Table 2.9: The range of lexical rales.

The adjacency requirements for the various categories are listed below. For most
categories the requirements follow straightforwardly from the data. The auxiliary
relies on the more involved notion of a linear template, as described above in the
section on PS.

» Nuomber-markers must be enclitic to nouns.
# Case-markers must be enclitic to nouns.

o Tense elements must be enclitic to verbs,



o Auxiliary words may be enclitic to any word.

s Auxiliary components must be enclitic to each other according to the template
given in figure 2.8,

The only instance of directed argument identification handled by the parser
accurs with case-markers. Case-markers take both the nouns to which they are
enclitic and the preceding nouns within their phrase as arguments. This is stated
in the rules below.

o Case-markers take the nouns to which they are enclitic as arguments.

o Case-markers take preceding nouns as argurments.

The rules for case-assignment and #-assignment were given in the form of tables
above. They are encoded here in the lexicon as rules. The other component of
the syntactic information dictates the levels of projection for each category, listed
below. Werbs project two levels in order to create slots for subjects and objects.
Clase-markers project one level as their only arguments are the nouns that they
mark. As mentioned above, auxiliaries project two levels, one for the agreement
clitics, and one for the argument verb phrase,

s Verbs project two levels.
o Case-markers project one level,

» Auxiliary bases project two levels.

2.4 Semantic Interpretation

The semantic interpretation performed by the parser operates on both §- and I
structure, depending on the type of interpretation involved. For example, argument
identification is read off of D-structure, using the f-assignment relation, Agreement
with the auxiliary is checked at S-structure, as the auxiliary is not represented at
Di-structure. This section discusses the semantic interpretation within the domain
of the parser: argument identification, interpretation of null elements (null auxiliary
components and null anaphora), and other semantic well-formedness conditions.

2.4.1 Argument ldentification

Argument identification is the association of surface string components with the
gemantic functions that they fill. As this interpretation concerns the semantic as-
pect of the syntactic structure, D-structure is used here. Arguments are identified
by virtue of having been assigned a #-role licensed by the predicator. Since this
information is represented explicitly, the interpretation of the syntactic structure
is straightforward. For example, argument interpretation for the sample sentence
gives us the results in table 2.10.
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f-rola word

AGENT  mgajulu (17
THEME  karli {‘boomerang')
PATH kurduy (“ehild™)

Table 2.10: The #@-role/word mapping for (2],

2.4.2 Null Auxiliary Components

As mentioned in the introduction, any part of the auxiliary word may be phono-
logically null. This does not mean that the corresponding information is missing,
however, Each auxiliary component has a default value that s applied in the ab-
sence of overt morphemes to the contrary. The null auxiliary base, following the
table presented in the introductory chapter, indicates perfective aspect. Null anx-
iliary agreement clitics have defanlt values of third-person, singular. It should be
noted that their interpretation depends on the verb’s subcategorization frame. If,
for example, the verh does not subeategorize for an object, then there is no default
interpretation for object agreement.

2.4.3 Null Anaphora

In Warlpiri none of the arguments of a verb need be expressed by case phrases; no
argument need be associated with an argument position in S-structure. When a
case phrase is absent from the surface string, the corresponding registration clitic
in the auxiliary takes on more of a pronominal character. Such clitics would be
translated as *T" or ‘her,” for example, (13} gives an example sentence in which none
of the arguments are overtly expressed as a case phrase. In some contexts, thiz
would be the preferred mode of expression, and inserting overt prenouns would give
an emphatic reading,

(13)  Punia-rni-rna-ria.
take-NONPAST-15-3d
‘I may take him/her/it from him/her/it.”

2.4.4 Semantic Well-formedness

There are three conditlens on semantic well-formedness concerning the licensing of
and agreement with components of the anxiliary. Note that becanse the conditions
involve the auxiliary, this interpretation is performed on S-structure. The first
condition, given in [14), is rather straightiorward,

{14) The auxiliary base must be compatible with the tense of the inflected verb.

As an example of a grammatical use of the auxiliary, consider the sample sentence
onee again. Table 2,11 shows the tense correspondence between the auxiliary and
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thee inflected verb, Because the tense of the verb meets the tense restrictions of the
anxiliary, the sentenee is considersd well-Tormed from this point of view.

Lense
element  lenso

compatible
base tenscs

A non-past ‘ i non-past

Table 2.11: The tense correspondence for (2).

The second condition concerns the licensing of the agreement clitics. As with
arguments, the semantic argument selection of the predicator dictates which clitics
are licensed. This is stated in (15). Note that agreement clitics are best formulated
in terms of grammatical function—not case-—lending more support to the concept
of grammatical function (in addition to control facts as mentioned above)l. In ac-
cordance with the Extended Projection Principle (the requirement that predicators
have subjects), there must always be a subject, so this agreement clitic is always
licensed, Thus, this condition really serves as a condition on the appearance of the
ohject clitic and the dative registration marker.

{15) Nominal agreement clitice must be licensed by the main predicator.

The last condition, presented in {16), also follows from observed data. For
example, consider the agreement correspondence of the sample sentence, shown in
table 2.12. This sentence is also well-formed with respect to this condition. The
subject clitie, rma, is first-person singular, which agrees with the subject pronoun,
ngajuly. The object clitic is null, and therefore defaults to third-person singular
{as described above), which agrees with the cbject noun, kurdu. Because burdu is
unmarked for number, it agrees with either singular or plural; the corresponding
clitic disambignates betwesn the two,

{18) The nominal agreement clitics of the auxiliary must agree with
the arguments of the main verb in person and number.

GF | clitic  person/number | argument  person/number

subject | rna first-person singular | ngafelu  first-person singular
ohject | third-person singular | kurdu third-person sing. or plural

Table 2.12: The agreement correspondence for (2).

Note that the agreement correspondence shows a semantic gap in Warlpir. Be-
ranse the anxiliary has only two positions in it for nominal agreement, there is no
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agreement with the third argument when selected by the predicator. This makes it
impossible to say something like ‘I take you from him' without supplying the overt
pronoun, nyuniu ‘you." (17) shows the translation of this sentence without the overt
promoun; it must be interpreted with a third-person direct object, due to the lack
of registration in the anxiliary.

(17)  Punta-rai-rna-ngku-ria,
take-NONPAST-15-2d
‘T may take him/her/it from vou.’
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Chapter 3

Representation and Algorithm

This chapter presents a complete description of the representations and algorithms
of the parser. The goal of this presentation is to show how the parser handles
both free- and fixed-order phenomena. To demonstrate this ability, [ will show the
parser processing the sample sentence in (1) (repeated here from the introduction)
and some of its permuted cousins, Specifically, we will see that the parser derives
equivalent syntactic structures, from which equivalent semantic interpretations can
be retrieved.

(1}  Ngajulu-riu ka-rna-rla punta-rai kberdu-ku karls.
I-erG IMPERF-15-3d take-NoNPAST child-naT hoomerang
‘T am taking the boomerang from the child.’

Ordering phenomena do not constitute the only domain of the parser, however.
A more nearly inclusive list of the Warlpiri phenomena that are handled is given
in table 3.1, The discussion below will also demonstrate how the parser computes
each of these phenomena,

precedence  nominal, verbal, and auxiliary composition
continuous case phrases
auxiliary positioning

syntax grammatical functions
[ree phrase order

semantice  argument identification

null anaphora
null auxiliary components

tense and argument agreement

Table 3.1: Phenomena handled by the parser.

When reading the descriptions below it i important to remember which stroc-
tures are responsible for which phenomena. The phenomena involving precedence

fid



are processed with precedence structure (P5); the syntactic phenomena are han-
dled by syntactie structure (S5). Semantic processing is accomplished with a set of
interpretive routines that operate on 55,

The next section discusses the representations of both PS5 and 58, as well as
the lexicon. Section two presents the algorithms, and demonsteates their ability to
handle the phenomena listed above. The last section gives a trace of pamsing the
sample sentence.

3.1 Representation

The parser was designed in an object-oriented style because it seems to capture the
nature of Government-Binding based processing. Two major objects in the parser
are precedence structure {P5) and syntactic structure (55). The other major ohject
ia the lexicon, which is the repository of information for each lexical item. First I
discugs the output structures, and then the lexicon.

3.1.1 Precedence Structure and Syntactic Structure

Both P'S and 85 are based on trees, Each nodein a tree contains a category label, and
data and actions particular to the level of representation. For example, in P5 there
are acltions for combining adjacent nodes. In 55, on the other hand, actions may
not use precedence information becaunse it is not represented at that level. Instead,
there are actions for combination of syntactic stroctures such as case-marking and
#-assignment.

PS5 is actually an ordered forest of ordered trees. Each tree represents parts of
the input sentence where precedence is relevant, such as among the morphemes of a
word., The relation between the trees in the forest is not relevant to processing the
sentence; however, the ordering is kept to mimic the erder of the input sentence.
Because phrases are not ordered with respect to one another, the PS for Warlpiri
sentences will not contain trees with two phrases in them; rather, there will be one
phrase per tree,

85, on the other hand, is an unordered forest of unordered trees; only hierar-
chy is represented here. The need for a forest rather than a single tree is a bit
subtle. Following the GB principle of Full Interpretation—the requirement that ev-
ery element of svntactic structure receive an interpretation-—we would expect that
grammatical sentences correspond to a single structure in syntax; that is, that ne
element be left unattached because it isn't licensed. This is, indead, a condition of
grammaticality, and the parser checks this upon completion of the parse. However,
a forest is required because during the parse there may be several unconnected trees
corresponding to different parts of the input sentence. This is a key to the process-
ing of free order phenomena. Consider (2], whicl is a variation of the main example
sentence; ita input representation is given in (3).

() Kurdu-kn ba-rno-rla agafulu-rie karli purda-rni
child-paT iMprERF-1-1 I-ERG boomerang 1ake- NONPAST
‘From the child I am taking the boomerang.’
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E (((KURDU KUY (KA RNA RLA)) ((NGAJULU RLUD) C(KARLI))
((PUNTA RENI)))

In the process of parsing this sentence, which is performed left-to-right, the
parser will reach a stage where it has processed all but the last word, punta-rri. At
this polnt it will have parsed the anxiliary word, as well as each of the thres case
phrases. Because the verb has not yet entered the parse, there will be no way for
the substructures to be connected; instead, they must reside separately, as shown in
figure 3.1.) When the verb does enter the syntaciic structure, the arguments may
be connected by inserting them into the argument positions of Lhe verk’s projection.

SoswSH o

g auli iy kurdu ku kgrii . ka-ria-rio

Figure 3.1: The 55 after parsing four words of (3).

One other difference between PS and 85 concerng projecfions. Each morpheme in
the input sentence is projected into PS as a single node. However, in 55 syntactically
relevant parts of the input sentence project into L-structures, which may contain
zero, one of two levels of projection, L-structures are encoded in 55 with the aid of
the “projection?” flag that is stored with each node. This flag is true if and only if
its parent is a member of its projection. This requires, of course, that exactly ane
of a nede’s children have a true projection flag. This well-formedness condition is
met by the construction of 55, as explained in section two.

An example should clarily the representation. The syntactic manifestation of a
case phrase consists of a case-marker that has projected one level, taking the con-
stituent nouns as arguments, Consider the case phrase in (4). The case-marker, riu,
has three argument nouns, yirringi, yirrary, and kardirrpa. This is shown graphically
in figure 3.2.

(4)  wirringi yirrare bardirrpa-riu
centipede homesick brave-ERG
“the brave, homesick centipeds’

The parser's representation for the same phrase Is given in figure 3.3, The parser
displays its results on its side, so that the top of the projection appears to the left.
Note that the left-most node's category is case, as it is the first-level projection
af the case-marker, riu, shown at the bottom of the structure. Note also that the

UThe symtactic structure for the auxiliary has been glossed as a single node. The details of
amxiliary structures are given below.
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rlu rrrInge JATTarY kardirrpa

Figare 3.2: The syntactic manifestation of (4).

projection flag for the case-marker is true, indicating that it is the child of left-most
node that is in its projection; the other nodes have projection flags that are false,

55

projection?: NIL

category: CASE

children: projection?: NIL
morphama: YIRRINII
catagory: NOUN

projection?: NIL
morphama: YIRRARD
category: NOUN

projection?: NIL
morphems: KARDIRRPA
:ltfgurjr: NOUN

projection?: T
55 data: CASE-MARKED: ERGATIVE
morphema: RLU
catagory: CASE

Figure 3.3: The 55 for (4).

3.1.2 The Lexicon

The lexicon is represented simply as & set of pairs of lexical items and entries.® Each
entry contains categorial, precedence, syntactic, and semantic information. Entries

?Ax in other langaages, Warlpiri does exhibit some lexical ambigoity. However, the parser does
pob handle this phensmenon. So, it is asumed that each lexical ilem maps into exactly ane entry.
This shortcaming is discussed in the conclusion
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contain only the information that is particular to the lexical item. For example,
pronouns contain their person and number information, but nouns do not because
they all have default values of third-person, singular.?

Figure 3.4 shows the lexicon used by the parser to parse the sample sentence,
(1}. Each lexical item ia given the category under which it is listed. For example,
karli, kurdu, and ngajulu are all declared to be nouns. Each item has associated
with it optional information, which may be either for PS or 85; the information for
5% is both syntactic and semantic in nature. This information may come either in
the form of data or actions,

A few of the entries are highlighted here; the remainder of this lexicon will be
discussed below in the section on algorithms. The pronoun, ngajiuly, is distinguished
from other nouns because its person and number information is stored in the lexicon.
It needn’t have a different category, though, becanse nouns and pronouns act alike in
both precedence and syntax structures.! Associated with each auxiliary element is
the number of syllables it contains. This information is nsed during word parsing to
check well-formedness: sach word in Warlpiri must consist of at least two syllables.

Much lexical information applies not to a single item but to entire classes of
items. For example, all verbs in Warlpiri that select an agent f-role assign ergative
case. Since this case-assignment is & feature of all such verbs, it wouldn't be appro-
priate to store the action in each verb’s entry; instead, it is stated once, as a rule.
These rules are represented straightforwardly as a list of pattern-action rules. After
lexical look-up is performed, the list of rules is applied. If the pattern of the rale
matehes the category, the rule fires, and the information specified in the #action”
part of the rule is added to the node,

For example, consider the lexical rules that encode the manifestation of #-grids
in 55. The first set of rales, shown in table 3.2, indicates the number of levels of
projection for the L-structures of certain categories.

If the item is a case-marker
then it projects one level,

Il the item is a verb
then it projects two levels.

Table 3.2: Lexical rules for projection.

The next set of rules concerns the licensing of case-assignment actions. That is,
these elements must be present in the sentence for the case-assignment action that

*Aciually, as mentioned in the introductory chapter, nouns have a defaalt number of cither
singular or plural. Combination with the agreement clitics of the anxilary determines which,

"I Inter versions of the parser, thiz distinction may well have to be implemented in the categornal
information hecause pronouns can enter inte some syntaciic constructions that nouns cannod. For
example, in English it is pecfecily acceptable to have a moun phrase consisting of a pronoun by
itself; it is nnzrammatical simply to have 2 noun. Nouns must either be plural or have a determiner
appear with them.
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(noun
(KARLI)
[EURDT)
{HGAJULY
{ss (data (parsen 1)
(number (singular))}}))
(casa
LEU
(ag (data (case-assigned dative)
(case-marked dative)
(theta-assigned pathl)))
[RLU
(ss (data (case-marked ergative)))))
[varb
(PUNTA
{pe (data (conjugation 2)))
(ss (data (theta-roles (agent theme path))}}))
{tansa
(RNI
(pa (data (cenjugation 23))
(sa (data (tense nonpast))}l)
rauxiliary-base
(KA
{(ps (data (syllables 1}))
{ss ([data (tenses (nonpast))
(agpect imparfact)}}))
(auxiliary-subject
(RNA
(ps (data (ayllables 1))}
(ga (data (perscn 1)
Cnumber singular)))}})
{auxiliary-dative
(RLA
(ps f{data {syllables 1))}})

Figure 3.4: The portion of the lexicon needed for parsing sentence (1).
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it licenses to become manifest in the structure [i.e., added Lo the 55 actionz of the
projection). The rules are given in table 3.3

If  the item selects an agent #-role
then it licenses assignment of ergative case.

If theitem is a tense element
then it licenses assignment of absclutive case.

If the item is a dative case-marker
then it assigns dative case.

Table 3.3: Lexical rules for case-assignment.

The third set of rules is for the licensing of #-assignment, as given in table 3.4
These rules alse show the path #-assigning property of dative case-markers. This
g-role is combined syntactically with the predicator's L-structure via the indirect
step of #-linking which operates on nodes that have been #-assigned.

If the item selects an agent 8-role
then it licenses assignment of that role.

If the item selects a theme #-role
then it licenses assignment of that role.

If  the item selects a path #-role
then it licenses linking of that role.

If the item is a dalive case-marker
then it assigns the path f-role.

Table 3.4: Lexical rules for #-assignment.

The above two tables gave rules largely for licensing case-assignment and #-
assignment actions. The rules in table 3.5 dictate where the actions are to be situated
in the L-structure; these rules determine grammatical function, When these rules
talk about being manifested as a certain grammatical function, it means that the
actions for the corresponding case-assignment and #f-assignment are both placed at
that level in the projection.

An example should help to clarify the operation of these rules. Consider the
parsing of the verb stem, punfa. In the first step of lexical look-up, the item’s entry
is retrieved from the lexicon; the entry is shown in figure 3.5.

In the second step lexical rules are applied to the entry. Looking to the first
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If an agent #-role is selected
then it will be manifest as the subject.

If a theme #-role is selected and there is already a subject
then it will be manifest as an ohject.

If a theme #-role is selected and there is no subject
then it will be manifest as the subject.

If a path #-role is selected
then it will be manifest as an object.

Table 3.5: Lexical rules for determining grammatical function.

(PUNTA
(ps (data (comjugation 2)))
(88 (data (theta-roles (agent thema pathl}))))

Figure 3.5 The lexical entry for punie.

set of rules in table 3.2, we find one rule that applies: verhs project two levels in
syntax. In the next set of rules for case there is one rule that applies. Looking to
the verb’s #-grid, we see that it does select an agent #-role; according to the rule,
the verh therefore licenses assignment of ergative case,

In the set of rules concerning @-assignment three rules apply. Punla selects
an agent, & theme, and a path; therefore, according to these rules, it leenses 8-
assignment of all three. More precisely, it licenses assignment of the first two, The
path #-role is actually assigned by the dative case-marker; the verb indirectly assigns
the #-role via 8-linking,.

The last set of rules determines the grammatical function of each of the argu-
ments. Following the first rule of the set we see that the agent #-role will appear in
the subject position. This means that case assignment of its case, ergative, and #-
assignment of its role, agent, will take place in the specifier position, The other two
#-roles will appear as objects, 8o their case- and #-assignment actions will be placed
in the zero-level projection of the verb, as sibling of the complement positions. The
computed entry is shown in figure 51.6.°

The interaction between licensing, case and #-role operations is best illustrated
by an example. Figure 3.7 shows the morphological parse for punta. The PS5 compo-
nent of the output is rather straightforward, so I continne with 55. First notice that

*Thix eutry may vither be computed as Lhe lexbeal flem is entened into the lexicomn, or apaen
look-up of the item during the parse, The parser, in fact, takes the ormer tack in onder to save
time during parsing-
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(FUNTA
(pa (data (conjugation 2}1)
{sa {data (theta-roles (agent theme path}))
{actions (projections 20

(license (case-assign . ergativa))
(license (theta-assign . agent])
(license (theta-assign . thama))
{(license (theta=link . path))
(spacifier (case-assign . ergatival)
(complement (case-assign . absolutive))
(complement (theta-assign . agent))
(complement (theta-assign . theme))
(complement (theta-link . pathl))

Figure 3.6: The computed entry for punta.

punia has projected two levels, according to the specification in its projections
action. Once projected, the 55 parser places punia’s syntactic actions in its struc
ture, The actions specifisr and complesent place these assignment actions at
the first-level and zero-level nodes in the verb's projection, respectively. In order
for specifier and complement to execute there must be a corresponding license
action in the structure. Punta itself licenses all but one action, namely, the case-
assignment action for absolutive case, which is actually licensed by tense elements.
As 2 result this complement action must await the arrival of the tense element in
order for it to fire and place the cazse-assigning action in the structure, All of the
other placement actions have fived, however,

3.2 Algorithm

An overview of the parser’s operation is given in figure 3.8, Input sentences are given
to the P8 parser that traverses them left-to-right and builds up PS. Every time a unit
of 'S becomes syntactically relevant—as determined by the item’s lexical entry—the
unit is eent to the syntactic parser. The syntactic parser accepts the incoming unit,
projects it according to its lexical information, and then enters it into 55. When
finished, the syntactic parser returns control to the P5 parser which consumes some
more input. Upon completing the input sentence, the PS parser stops, and both
output structures are returned.

First [ discuss the PS pamer, and demonstrate its operation with examples that
cover the range of phenomena involving precedence. Then the syntactic parser is
discussed, again with examples showing its ability to handle the advertised syntactic
phenomena. This section eoncludes with a presentation of the semantic interpreta-
tion that 1he parser performs on the output syntactic structure.
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0: data: CONJUGATION: 2
morphama: FUNTA
category: VERE

projection?: NIL
catagory: VEREB
children: projection?: T
actiona: CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT
catagory: VERB
children: projection?: T
actions: THETA-LINK: PATH
THETA-ASSIGN: THEME
COMPLEMENT: (CASE-ASSIGN . ABSOLUTIVE)
data: THETA-ROLES: (AGENT THEME PATH)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH
morpheme: PUNTA
category: VERB

Figure 3.7: The PS5 and 55 for punia.

syntactically
relevant units .
input Ps syntactic
gentence parser parser
PS5 55

Figure 1.8 An overview of the parser's flow of control.
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3.2.1 The PS Parser

In the fiest part of this section | discusa the algorithme of the PS parser. Following
this is a sequence of examples demonstrating its range of coverage.

The Basic Engine

The PS parser is a recursive engine that operates on the four phonclogical levels of
the input sentence. The top level of the parser accepts the entire sentence as input.
It calls on the phrasal parser to parse each of the constituent phrases, and then
performa sentential actions on the returned phrasal structures. In a like manner,
the phrasal parser calls on the word-level parser o parse constituent words. The
word-level parser calls on the morphological parser which is essentially the look-up
routine for the lexicon. This is diagrammed in figure 3.9,

sentence PS
senlence
PATSET
phrase PS (for phrase)

phrase

Parser

ward PS5 (for word)

wiord

parser

morpheme PS5 (for morpheme)

lexicon

look-up

Figure 5.9: The recursion of the 'S parser.

Each level of F'S parmsing uses the same engine. The basic algorithm is given in
Lable 3.6. The first step of the algorithm is a loop that traverses the input from
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left to right. Each unit (morpheme, word, or phrase) is sent to the subordinate
parser for processing. The structure returned is then added to end of the PS5 for the
current level. At this point unexecuted PS actions are tried to see if they can apply.
To aid in the efficiency of processing, the parser employs an auxiliary structure, the
set of unsatisfied predicates, that contains every node in PS5 that has at least one
unexecuted action. Thus, step (b) of the main loop consists of a traversal of this
set, attempting to execute each of the actions of the nodes within, Note that only
the actions that pertain to the corrent level of parsing are considered.

1. Loop through constituents from left to right:
a. call the subordinate parser, then
b. execute applicable actions on adjacent trees,

2. Execuote default actions.

3. Check well-formed ness.

Table 3.6: The PS5 parsing engine.

PS5 actions are constrained to operate only on adjacent trees in the forest. That
is, the actions in a node of one tree may only acl on an adjacent tree. More specif-
ically, because Warlpiri is & head-final language, P5 actions may only apply to the
preceding tree. Auxiliary processing, however, is a special case. The actions for
auxiliary composition operate on the succeeding tree, rather than the preceding
one.

The list of PS actions is given in table 3.7. The first routine concerns the interface
to the syntactic processor. Most lexical items are relevant at the morphological level;
for them project-into-55 will be a morphological action. When this action fires,
the syntactic information of the lexical item is given to the syntactic parser which
projects it according to its lexical information and enters it into 55. A link between
the PS5 and syntactic nodes is kept for future processing.

The “normal” actions are used by the non-anxiliary elements. Selact is the
basic operation that causes the selector to become a sibling of its object (the tree to
its left) in PS; at the same time, the syntactic counterpart of the object is declared to
be an argument of the syntactic counterpart of the selector, This is the mechanism
by which directed argument identification is performed. Selects is like select
except that it is not deleted uwpon execution. This action 15 used to parse continuous
cage phrases, The last action, inject, is also similar to select, but the syntactic
effect differs. Rather than declaring the object to be an argument of the injector, the
syntactic information in the injector is added to ( metaphorically speaking, injected
inta) the syntactic counterpart of the object. This action s used both by number-
markers and tense elements for feature percolation,

The actions for processing the auxiliary word are goite like (e olher actions,
Right-adjacent is used to build up the precedence structure of the auxiliary word.
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interface to 585  project-into-53

normal actions seloct (category)
selects (category)
inject (category)

anxiliary actions auxiliary-adjacent ()
right=adjacent (auxiliary categories)
auxiliary-select (auxiliary category)
guxiliary-inject (auxiliary category)

Table 3.7: Available PS actions.

The argument of this action is a list of the categories of the auxiliary elements which
may appear to the right of the node. For example, both anxiliary object clitics and
dative clitics may appear to the right of the subject clitic, so each subject clitic
would contain the lexical action in (5).

(5] right-adjacent ({auxiliary-cbject, auxiliary-dative 13

The twe actions, auxiliary-select and auxiliary-inject are analogons to
select and inject. The difference is that these actions do not build up PS5 as
do their counterparts; rather, they find their arguments in the set of siblings as
constructed by right-adjacent. The auxiliary base selects its nominal agreement
clitics, for example.

The lasi anxiliary action, auxiliary-adjacent, is used for auxiliary cliticiza-
tion. The usual adjacency rontine can not be used due to the strange nature of
the auxiliary; instead, this special routine is used. auxiliary-adjacent may fire
if there is something to its left, but no structure is built up. The purpose of this
routine is to aid in checking the well-formed ness of auxiliary cliticization.

The discussion of auxiliary parsing is best rounded out with an example, Con-
sider the auxiliary word in (6), taken from the sample sentence. The computed
entries for each element are shown in figure 3.10.

(6) (KA RNA RLA)

We start with the lexical parser. Following step one of the algorithm, the parser
calls its subordinate, the morphological parser, with the first morpheme, ka. That
parser computes its lexical entry, as shown above, and creates a nede in P5 for il
The second part of the main loop is then reached, There is only one morphological
action, namely, project=-into=83, This action calls the syntactic processor with the
anxiliary node as an argument. Following the projections action, the node projects
two levels in 55, The specifier action also fires because there is a corresponding
license action in the structure. At this point no more syntactic actions remain, so
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(KA
(pa (data (syllables 1))
{actions

(morphelogical (project-into-58))

{laxical (right-adjacent (auxiliary-subject
auxiliary-ocbject
auxiliary=-dative))

{auxiliary-select auxiliary-subject)
(auxiliary-select auxiliary-object)
(auxiliary-select auxiliary-dativael)))
(es {(data (tenses (nonpast))
{agpect imparfect))
(actions (projectiona 2)
{(licenss (argument . verb})
(specifier (argument . wverb))}))
CRNA
(pe (data (syllables 1))
{actions
(morpholegical (preject-into-55))
{lexical (auxiliary-adjacent)
(right-adjacent (auxiliary-object
auxiliary=datival}l))
(8 [data (perscn 1)
{number singular)})))
(RLA
(pe (data (syllables 1))
(actions (merpholegical (project-into-55))
(laxical (auxiliary-adjacent)))))

Figure 3.10: The computed entries for the elements of ka-rna-rla.



control is retarned to the PS parser. As it turns out, there are no more morphological
actions, so the morphological parse of ka is complete, The PS constructed so far ls
returned to the lexical parser and added to the lexical PS. The output structures at
this point in the parse are displayed in figure 3.11.

|

0: lexical actions: AUZILIARY-SELECT: AUXILIARY-DATIVE
AUXILIARY-SELECT: AUXILIARY-0BJECT
AUXILIARY-SELECT: AUXILIARY-SUBJECT
RIGHT-ADJACENT: (AUXILIARY-SUBJECT
AUXILIARY-0OBJECT
AUTXILIARY-DATIVE)
data: SYLLABLES: 1
morphaema: K&
category: AUXILIARY-BASE

projection?: NIL
category: AUXILIARY-BASE
children: projection?: T
actions: ARGUMENT: VERB
category: AULILIARY-BASE
children: projection?: T
data: TENSES: (NONPAST)
ASPECT: IMPERFECT
morphems: KA
category: AUXILIARY-BASE

Figure 3.11: The P% and 33 aflter having parsed ka.

The lexical parser then executes the second step of the main loop. The only
node with actions iz the node for ko, However, none of 1ts actions may execute, as
there is no argument (i.e,, a node to its right} in PS5, S0, the loop is iterated, and the
morphological parser is called for the second morpheme, rna, [t is parsed similarly to
ka, and a second node ultimately enters the lexical PS. When the second part of the
main loop is reached again, there is indeed an action that may execute: the auxiliary
hase ig combined with the subject clitic through firing the right-adjacent action.
As a result of the previous action, the auxiliary-gelect action for the subject clitic
may also fire. This causes the subject clitic to become an argument of the anxiliary
base in a complement position, ie., as & sibling of the zerc-level projection. The
two structures at this point in the parse are shown in figure 3.12.

A key point here Is how the linear template of the auxiliary morphemes is com-
puted, This is effected through the right-adjacent action. Its argument consti-
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[}

0: category: AUXILTARY-BASE
children: 0; lexical actions: AUXILIARY-SELECT: AUXILIARY-DATIVE
ATXILIARY-3ELECT: AUXILIARY-DOBJECT
data: SYLLABLES: 1
morpheme: EA
category: AUKILIARY-BASE

1: lexical actions: RIGHT-ADJACENT: (AUXILIARY-0BJECT
AUXILIARY=-DATIVE)
data: SYLLABLES: 1
morpheme: RNA
category: AUXILIARY-SUBJECT

33

projection?: NIL
category: AUXILIARY-BASE
children: projection?: T
actiona: ARGUMENT: VERB
category: AUKILIARY-BASE
children: projection?: NIL
data: PERSON: 1
NUMBER: SINGULAR
morphema: RNA
category: AUXILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
ASFECT: IMPERFECT

morphema: KA

category: AUKILIARY-BASE

Figure 3.12: The PS5 and 55 for ka-rna.
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tutes a digjunction of the possibilities for the succeeding element in the string. The
disjunction allows each component to be optional.

The other key to processing the anxiliary concerns syntactic processing. Syntac-
tically, the base is considered the head of the auxiliary phrase, taking the agreement
clitics as arguments. This is effected by the auxiliary-selact action. Auxiliary
bases contain one such action for each of the cliticg, and every clitic that does ap-
pear in the input string is taken as an argument of the base. Note that this form
of selection ean not be folded into the adjacency action as with non-auxiliary com-
ponents because one element effects the adjacency while another (the base) effects
the syntactic selection.

The last marpheme of the input word, rla, is parsed just like the others. Once its
morphological PS5 enters the lexical PS, it is made adjacent to the auxiliary word via
the right-adjacent action of rna, and selected by the base, ka. The final output
strnctures for this auxiliary word are shown in figure 3,13,

Returning to the PS parsing algorithm, we come to the second step: perform
defanlt actions. Currently there is only one default PS5 action that inserls the
phonologically null absolutive case-marker. After the phrasal parse is complete,
the default action checks to see if the phrase ends with a noun that has not been
inflected for case.® In this event, a node for the abselutive case-marker is inserted
after the last noun, and the PS parser is called once again to execute the actions of
the newly inserted node. Consider the absolutive case phrase in (7).

(7} ((YIRRINJI) (YIRRARU} (KARDIRRPA))

After the main phrasal loop has completed, the default action will detect that the
last word, kardirrpo, has not been inflected for case. Accordingly, it will insert a node
for the absolutive case-marker, whose lexical information is shown in figure 3.14.7

The default action executes the morphological and lexical actions directly, and
then reinvokes the PS parser to process the modified phrase. The morphological
action canses the case-marker to project into 85, and the lexical action causes the
case-marker to select the right-most noun, just as overt case-markers would. The
phrasal action, select#, selects the preceding vouns, again, just as overt case-
markers would. Figure 3.15 shows the results.

The last operation of the engine is to check parse well-formedness® The nature
of the check depends on the phonclogical level. At the morphological level, as one
might expect, there are no conditions. The remaining levels, however, do examine
the precedence structure,

At the lexical level, three checks are performed. The first makes sure that the
PS5 consists of one tree, ensuring that every element in the word can be adjoined to

“This action takes care to ignore ihe auxiliary word which may be the lasi all the F'lll'l-'a"li if
presant, the second-toclast word s checked,

"The absalutive case-marker in not stored in the lexicon per se. Instesd, the node exists as the
valug of a special variable that Bas been sot o contain the data and actions of the case-marker,

Bln the event of an error, the parser immediatcly halts and reterns an ercor mesaage, along with
the aulpal struciares extant ab the time of the detection. Thus, the parser takes any illformedness
to be fatal
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ES
0: category: AUXILIARY-BASE
children: ©: lexical actions: AUXILIARY=-SELECT: AUXILIARY-DBJECT
data: SYLLABLES: 1

morphema: KA
category: AURILIARY-BASE

t: data: SYLLABLES: 1
morphama: ERA
category: AUKILIARY-SUBJECT

%1 data: SYLLABLES: 1
morphema: RLA
catagory: AULILIARY-DATIVE

85

projection?: NIL
category: AUXILIARY-BASE
children: projectien?: T
actions: ARGUMENT: VERB
catagory: AUXILIARY-BASE
children: projection?: NIL
morpheme: RLA
catagory: AUXILIARY-DATIVE

projectiont: NIL
data: PERSON: 1
NUNBER: SINGULAR
morpheme: RNA
category: AUXILIARY-SUBJECT

projection?: T
data: TENSES: (NONFAST)
ASPECT: IMPERFECT

morphema: KA
category: AURILIARY-BASE

Figure 3.13: The P5 and 55 lor ka-rna-ria.
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(ps (actions (morphological {(projact-into=331)
(lexical {select noun))
(phrasal (select# noun))))

{2z (data (case-marked absolutive)})
{actions (projections 1)1)

Figure 3,14; The lexical information for the absalutive case-marker.

some other part. There 15 one exception that allows the second, wnconnected word
to be an auxiliary word. As mentioned above, anxiliaries are not entered into P'S
like other words, so this case must be allowed. Auxiliary well-formedness is coverad
later.

The second check ensures that the word {and the optional auxiliary word) con-
tains at least two svllables, In fact, this check need not be explicit for nouns and
verbs, In Warlpiri there are no single-syllable nouns, so all nouns, however they are
inflected, will pass. Verbs must always be inflected for tense, and since there are no
null tense elements, they too will alwaye pass this test. Hence the check remains for
auxiliary words, where the syllables of each element are summed and compared to
two. This iz why there is no explicit syllable information for non-auxiliary lexical
items,

The last lexical check makes sure that all clitics are, in fact, enclitic to something,
This 15 implemented by examining the lexical actions for the left-most node of the
word, Ifit contains an unexecuted select or inject action, then it is an unsatisfied
clitic, and flageed as such. This check is also performed for the auxiliary word: if it
containg an auxiliary-adjacent action, the word is declared ungrammatical and
an error is signalled.

At the phrasal level only one check is performed. Like the lexical level, phrases
are required to consist of one tree (again, with the possible exception of a trailing
auxiliary word), This condition stems from the fact that phonological phrases may
not contain more than one syntactic phrase.

At the sentential level anxiliary positioning is checked. The test is simple: the
auxiliary word, if present, must be either in the first or second position. OF conrse,
this not the entire condition, as some auxiliaries are required to be in the second
position. But this requirement is taken care of by the cliticization check: only those
anxiliary words that must be enclitic to something are required to be in second
position.

This completes discussion of the main loop, When the sentential parser has
completed, the syntactic default actions are executed, followed by the syntactic
well-formedness checks. After the syntactic processing, the semantic default actions
and well-formedness checks are called. Onee this point s reached, the entire parse
is finished.
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PS

O: phrasal actions: SELECT®: NOUN
category: CASE
children: 0: morphesa: YIRRINII
category: HOUN

1: category: CASE
children: 0: morphema: YIRRARYT
category: NOUN

1: catagory: CASE

children: C: morpheme:
catagory:

1: morphams:
category:

projection?: HIL

catagory: CASE

childran: projection?: NIL
merpheme: YIRRINII
category: NOUN

projaction?: NIL
morphema: YIRRARU
category: NOUN

projection?: NIL
morphems: KARDIRRFA
category: NOUN

projection?: T
data: CASE-MARKED: ABSOLUTIVE

marphama; =ARS=
category: CAZE

Figura 3.15: The PS5 and 55 for (7).
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Parsing the Precedence Phenomena

In the introduction to this chapter I listed the phenomena for which the parser is
responsible; see table 3.1, Under the listing for precedence phenomena there were
three areas: composition (for nouns, verba, and auxiliaries), continuous case phrases,
and auxiliary positioning, In this section I discuss how the 'S parser handles these
phenomena.

Of the three categories of word composition, the auxiliary has already been
discussed, Nominal and verbal composition are quite similar, so only an example of
the latter will be given. Consider the verb in {8).

(8)  (PUNTA RNI)

Az with the auxiliary example above, we start the parser at the lexical level. In
its main loop it calls the morphological parser to process the verb stem, punta. The
I'S and 55 for punia were given in figure 3.7. As no actions may fire, the lexical
loop Herates, and the tense element, rnd, I8 parsed, Itz computed lexical entry is
given in figure 3.16, and the resulting structures are given in figure 3.17. Note that
thiz element does not project into 55 on its own.

(RNI
(pe f{actions {lexical {inject warb}}))
(ss (data (tense nonpast})
(actions (license (case-assign . abaclutive))}))

Figure 3.16: The computed entry for rm.

E5
0: lexical actions: INJECT: VERB
morphams: ENI
categery: TEHZE
e

Figure 3.17: P5S and 55 for rni.

When the morphological I*S s entered into the lexical PS5, the inject operation
of the tenze element fires. In PS, this causes the verh stem and the tense element
to become siblings under a single tree. In 55, the syntactic information of rei is
added o that of punia. Once the license action joing the other actions of the ¥V
node, It acts in concert with the remaining complement action so as to place the
caga-asgign action for the absolutive case in the zero-level projection of the verh,
The resulting structures are shown in figore 3,15,
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Ps

0: category: VERB
children: 0: data: CONJUGATION: 2

morphems: PUNTA
category: VERH

1: morphems: RNI
catagory: TENSE

projection?: KIL

-E-Btisﬂr:ll' r
childran:

VERB
projection?: T
actions: CASE-ASSIGN: ERGATIVE
THETA=-ASEIGN: AGENT
categery: VERE
children: projection®: T
actions: CASE-ASSIGN: ABSOLUTIVE
THETA-LINK: PATH
THETA-ASSIGN: THEME
data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME PATH)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH
mopphamne: PUNTA
category: VERB

Figure 3.18: The PS5 and 55 for puntfa-rni



The second item on the list of phenomena concerns the processing of continnous
case phrases. This was demonstrated in the digcussion of the absolutive case-marker,
above. So, the remaining phenomenon to be presented is anxiliary positioning,

The auxiliery appears in several different forms, 1t may be a clitic, a word unte
itzell, or in a phrase by itself. It may be in cither the first or second position. Buot
nob all manifestations of the auxiliary may appear in all of these positions. Therefore
a demonstration of the parser's ability to handle this phenomenon would require an
exhaustive test, Here I present an indicative example; more tests can be found in
the appendix. Consider {9) which is & minor variation of the sample sentence, in
which the auxiliary base, ka, has been removed. The equivalent input representation
is given in (10).

(9 Npajulu-riu-rna-rla punta-rod kurdu-tu bardi.
[-ERG-15-3d take-NONPAST child-DAT boomerang
‘T will take the boomerang from the child.’

{10} C(CCHNGAJULU RLU RNA RLA)) ((PUNTA RNI)) ((KURDU KU)) ((KARLI})})

Because the auxiliary word begins with & nominal agreement clitic, it must be
enclitic to the preceding word, and therefore in second position. The PS for this sen-
tenee is given in figure 3,19, The kev to the simplicity of the well-formed ness check
is the action auxiliary-adjacent. This action, and the lexical well-formedness
check that the action has fired, guarantee cliticization when necessary, thus ruling
out certain suxiliaries from appearing in first position. Furthermore, sinee auxiliary
adjacency does not combine Lthe auxiliary with other trees in PS (at either the lexi-
cal, phrasal, or sentential levels), the check for the second position simply consists
of looking at the second tree.

3.2.2 The Syntactic Parser

As mentioned above, the syntactic parser is called whenever a unit of PS5 hecomes
syntactically relevant. The first part of this section describes this mechanism from
the point of view of the syntactic parser. Afterwards, the main parsing algorithm is
given, Finally, the algorithm is demonstrated on the synlactic phenomena handled

by the parzer.

Syntactic Relevance

There are three waye in which a unit of I'S may become syntactically relevant:
projection into 55, selection, and injection. The main mechanism is projection into
syntax, performed by the action project-into-5335, This routine first projects the
item according Lo its lexical information and then adds the tree to 55,

The second mechanism is seleclion, which is used both by auxiliary and non-
auxiliary elements. Thiz action is nsed when the ordering of one element with
respect to another has a syntactic effect, Specifically, the selector s taken to be
the predicator and the selected is taken to be one of its arguments. For example,
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P

: phrasal actiocns: SELECT*: ROUN
catagory: CARE

children:

: category:
childremn:

: catagory:
childran:

[ H

merphema;
catagory:

; morphama:

category:

NGAJULT
NOUN

RLU
CHSE

AUXILIARY-SURJECT
data: SYLLABLES: 1

a:

me rphame @
categery:

RNA
AUXILIARY-SUBJECT

: data: SYLLABLES: 1

morphema: RLA

category:

WERB
data: CONJUGATION: 2

0

morphema @
category:

: morphems:

catagory:

AUXILIARY-DATIVE

FUNTA
VERE

RNI
TENSE

¢t phrasal actions: SELECT=: NOUN
category: CASE
children: 0: morphema:

1:

catagnry:

moTphems
catagory:

KURDU
NOUN

KU
CASE

: phrasal actions: SELECT#+: KOUN
catagory: CASE
children: 0: morphems:

catagory:

! morphema :

catﬂgurj:

KARLI
KOUK

® LHS%
CHSE

IMigure 3.19: 'S for { 10).
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case-markers select noans. This action causes the syntactic counterpart of the noun
to e an argument of the corresponding case phrase. In structural terms, the noun
is made the sibling of the zerc-level prajection of the case-marker,

Injection s the last channel from PS5 to 55, With this action the syntactic infor-
mation of the injector is added to that of the injected. An example of this concerns
the parsing of inflected verbs, When the tense element cliticizes to the verb stem,
its syntactic information is added to that of the verb’s. The licensing action for the
case-rmarking of absolutive case ja the main bit of information that is added. The
syntactic parser will then be able to add the case-marking action te verbal prajec-
tion {in the zero-level node), because both the complement action and the license
action for the case-marking action are in place,

After any of these actions has executed, the syntactic parser is called tosee il any
further syntactic actions can apply, as & result of the addition of syntactic structure
or information. The next section describes the workhorse of the syntactic parser,

The Basic Engine

The parsing algorithm, given in table 3.8, loops through the unexecuted actions
of the syntactic nodes to see if any may be executed. (Like the PS5 engine, this
parser alao employs a et of unsatisfied predicates for efficiency’s sake.) Note that
previously existing actions are also checked because the newly added structure may
provide arguments appropriate for them,

1. Loop over every unexecuted action in 55:
i the action applies either Lo a sibling or to a tree
in the atructure, apply the action.

2. If any actions have fired, try the above loop again.

Table 3.8: The syntactic parsing engine.

There are four syntactic actions available, as listed in table 3.9. The first action,
case-assign, performs the second half of case assignment. The first step, case-
marking, need not be an action, since that feature is inherent in all of the case-
markers, That is, the 55 datum, case-marked, is stored in the lexical entry for
each of the case-markers [for their own case, of conrse). The next two actions are
for f-assignment, The second such action, theta-1link, 15 needed only for the path
Hrole, as it is assigned directly by the dative case-marker. The last action is for
general argument taking, Cuarrently, it 1s used only for the auxiliary which takes the
verbal projection as its sole argument.

We now return to the second step of the parsing algorithm. If any actions are
executed in the course of traversing the set of unsatisfied predicates, the loop is tried
once again. In this way, all the actions that are applicable due to the introduction
of new syntactic structure will be executed, This loop alse eliminates any ordering
efferts of the actions in that if one action is dependent on another, it doesn't matter
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cage-assign {casa)
theta-assign (rolae)
theta-link (rola)
argument (category)

Table 3.9 Awvailable syntactic aciions.

which way they're listed: both will be executed. Of course, Lhis looping does not
mitigate the ordering effect of two actions that may be applicable to the same nede at
the same time, The parser assumes that at most one such action will be applicable.?

As with the PS parser, there are also routines for performing default actions and
checking the well-formedness of the syntactic structure. Both of these routines are
called by the PS parser once it has completed the sentential level of processing.

The only default action of the syntactic parser is to supply an auxiliary word if
one is not present in the input string. Such an auxiliary consists of the null baze and
null agreement clitics, which contain the default information as mentioned above.
Note that placing the handler for the zero auxiliary in syntax eliminates the need
for the parser to guess where the auxiliary is to be placed in the input sentence; its
placement does nol matter, only its syntactic (and then semantic) effects concern
the parser.

The well-formedness check for 55 consists of making sure that the structure
contains exactly one tree. This check subsumes the Case Filter in that nouns will
not get linked into the verbal projection unless they are appropriately marked for
case. Nouns that are not marked for case will remain as separate trees in the
structure, and will thus be flagged as in error by this routine,

Parsing the Syntactic Phenomena

The parser can handle two types of syntactic phenomena: determination of gram-
matical function and free phrase order. In this section I discuss how the syntactic
parser goes about this,

The majority of the work in determining grammatical function is actually per-
formed in the execution of the lexical rules, as described above, The syntactic parser
just makes them stick by allowing actions to operate only on siblings, and not on
other parts of the structure. In this way, the actions placed in the structure at their
appropriate levels will, in fact, canse their arguments to be placed in the proper
places, Subjects will be adjoined as siblings of the first-level projection, and ohjects
will be adjoined next to the zero-level prajection,

Consider the verb stem punia once again. Given iis #-grid, and the lexical rules
above, the parser determines the mapping from case and #-role to grammatical
function, as shown in table 3.10. This mapping is implemented by placing the case-

FThiz methed assumes wnambignoss syntactic stroctures, OF course, thers is structural ambi-
guity in Warlpiri—as in any other nataral language. This shartcoming of the parser i discussed in
the concluding chapter.
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and #-actions at their respective levels in the projection. Figaee 3,18, the 55 for the
inflected wverk, demonstrated this placement.

Case f-role  grammatical Tunction

argative agent  suhbject
absolutive theme object
dative path  object

Table 3.10: The case/#/GF mapping for punta,

The key to processing the second phenomenon, free phrase order, lies in the lack
of precedence information in 55, When the syntactic engine searches for potential
arguments, it traverses the entire set of trees, regardless of the order in which they
were added. The search also involves previously adjoined trees, i.e., siblings of the
node containing the action to be executed, Siblings must be checked becanse more
than one action may apply to a single node.

Consider a permutation of the sample sentence, shown in (11). In order to appre-
ciate the gyntactic parser’s indifference to precedence in the input string, we focus
on the entry of the inflacted verb into 85. When it projects into 55 its argument.
taking actions (e.q., case-assign) become manifest in its projection. The main
loop of the syntactic engine then starts up, searching for arguments. It finds all of
the arguments that are present and joins them to the verbal projection; the as yet
unentered actions are not joined, and the actions performing their adjunction are
simply left unexecuted.

(117  C(({KARLI}} ({XA RNA RLA)) ((PUNTA RNI}) ({NGAIJULU RLU}}
{(KURDU KU))}

In {11) the verh enters after one of its arguments, karli, has already projected
into 88, Therefore, only the actions for the object may fire. The intermediate 55
is shown in figure 3.20; the syntactic structure of the auxiliary has been omitted
for brevity. When the fourth word, ngamiu-rlu, enters, the subject actions fire; and
when the last word projecta into 55, the indirect ohject actions fire, completing the

paTsE.

3.2.3 Semantic Interpretation

As mentioned above, semantic processing is performed on 55. After the syntactic
structure has been checked for well-formedness, it is checked for semantic well-
formedness. These checks are described below, but first 1 begin with the major
semantic operation, argument identification,
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projection?: NIL

data: ARCZUMENT: VERE

category: VERB

children: projection?: T

actions:

catagory:
children:

CABE-ASSIGN: ERGATIVE
THETA-ASSIGH: AGERT
VERH
projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
childran: projectiont: WIL
morphama: KARLI
catagory: KOUN

projection?: T
data: CASE-MARKED: ABSOLUTIVE
morpheme: *ABS*
category: CASE

projection?: T

actions: THETA-LINK: PATH

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME FATH}
AGENT: ERGATIVE
THEME: ABSOLUTIVE
FATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH

morpheme: PUNTA

catagory: VERE

Figure 3.20: The intermediate 55 for {11).
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Argument Identification

Argument identification i the process of associating nouns with the semantic roles
they fill. The algorithm for argnment identification is fairly simple. For each role
in the verb’s #-grid, the verbal projection is searched for the nouns that have been
assigned that role. For example, the mapping of #-roles to nouns for the sample
sentence, (1), is given in figure 3.21.

PATH: projectiont: NIL
morpheme: KURDU
category: NOUN

THEME: projection?: NIL
morphems: KARLI
category: NOUN

AGENT: projection?: NIL
data: FERSON: 1
NUMBER: (SINGULAR)
morphemes: NGAJULD
category: NOUN

Figure 3.21: The mapping of #-roles to case phrases for (1),

Well-Formedness Checks

Two semantic well-formedness checks are performed by the parser, each dealing
with a different part of the auxiliary., The first ensures that the auxiliary base is
appropriate for the tense of the inflected verb. This check is rather straight{forward:
the sentence is well-formed if the tense of the tense element is 2 member of the set of
the allowable tenses of the base. For example, the sample sentence passes this test
becanse its tense, non-past, is allowed by the base, ka. I the the other imperfective
base, -fpe, were used it would be ill-lformed,

The second well-formedness check concerns the agreement clitics, and consists
iteelf of two parts. The first part checks licensing of clitics. That is, agreement
clitics are grammatical only if there are corresponding arguments in the sentence,
as licensed by the verb. Consider the verb stem, punfa. It selects three #-roles
which are manifest as subject, object, and indirect object; all three argnments are
licensed, By the rules concerning auxiliary registration, the subject and the indirect
ohject [ f.e., the ergative and dative case phrases, respectively] must be registered in
the auxiliary with clitics (which may not be phonolegically overt, however). On the
other hand, consider the verb stem, myina *to be; to sit”, It selects a single #-role
which shows up as the subjoct. As a result, the auxiliary may not appear with an
ohject clitic or a dative registration marker,
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The other part of the agreement check matches person and number information
of the clitics and the arguments. This check is also simple: the persons and numbers
must agree.!” There is a slight twist with nominals with no overt number-marker:
they maltch either singular or plural number,

There is another twist in this processing, namely, handling null clitics and null
anaphora. Null clitics have defanlt values of third-person and singular. In the event
of a null clitic, these values are retrieved and matched as usual. Null anaphora
are handled differently. Given the intrasentential processing of the parser, these
elements are considered as wild-cards for the purposes of agreement; any clitic will
match them, In a parser that handles more than one sentence, the clitics will have
to match their referents, just as in the case of overt arguments.

Demonstrating the parser's performance on these phenomeng is best done with
an exhaunstive test of the possibilities. Such a list can be found in the appendix.

3.3 Parsing the Sample Sentence

Below is a parse trace of the sample sentence, (1). Each line corresponds to the
execution of a single action, Lines begin with the name of the node performing the
action, followed by the phonological level at which the action took place (for PS5
actions only). Lines end with the action that executed and its arguments.

The first five actions pared the first word, ngajulu-riu. Ngajuly projected into
55, and the syntactic parser then projected it according to its lexical information,
which was for zero levels, Rlu was then parsed similarly. Once both morphemes
entered PP5, they were combined with the select action of rl.

NGAJULU (MORPHOLOGICAL): PROJECT-INTO-55()
NGAJULU: PROJECTIONS(O)

RLU (MORPHOLOGICAL): PROJECT-INTO-55()
RLU: PROJECTIONS(1)

RLU (LEXICAL): SELECT(NOUN)

The next set of actions parsed the anxiliary, ba-rone-rlo. First, ba projected into
55, projected two levels, and placed its argumant action (which later executed on
the verbal projection) in its specifier position. Then the subject clitic, rna, entered
and also projected into 55. Once raa entered PS, ke was able to first combine with
it and then select if, wilh right-adjacent and auxiliary-select, respectively.
The dative registration clitic, rle, was then parsed similarly to the subject clitic.

KA (MORPHOLOGICAL): PROJECT=-INTD-3S5()
K&A: PROJECTIONS(2)

K&: SPECIFIER{{ARGUMENT . VERE))

RNA (MORPHOLOGICAL): PROJECT-INTD-3S5()

"This formulation s not quite right for a full accound of Warlpini agreement, bal it serves for
Lhe simple range of the parser. See [N.ul-!-!i] for a more nearly complete description of this intvicute
phenomenomn.
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RNA: PROJECTIONS(O)

RNA (LEXICAL): AUXILIARY-ADJACENT()

K& (LEXICAL): RIGHT-ADJACENT((AUXILIARY-SUBJECT AUXILIARY-OBJECT
ATEILIARY-DATIVED )

K4 (LEXICAL): AUXILIARY-SELECT(AUXILIARY-SUBJECT}

ALA (MORPHOLOGICAL): PROJECT-INTO-SS()

RLA: FROJECTIONS(O)

RLA (LEXICAL): AUXILIARY-ADJACENT()

RNA (LEXICAL): RIGHT-ADJACENT( (AUXILIARY-OBJECT AUKILIARY-DATIVE)})

Kh (LEXICAL): AUXILIARY-SELECT(AUXILIARY-DATIVE)

The following set of actions parsed the verb, punta-rni. First the verb stem,
punia, projected into 55, Once the verbal projection entered 55, the aunxiliary
{headed by ka) was able to atiach it in its specifier pesition, by the argusent action.
The next actions see the verb placing ite case- and #-actions in its structure, Note
that the assignment of ergative case and the agent #-role execute now becanze the
ergalively marked noun, ngojulu-riv, is present in §5. The other case- and #-actions
of the verb must wait until the arguments appear in 55, The last action for parsing
the verh concerns the lense element, #ai, which combines with the verb stem and
injects its syntactic information into the verbal projection. (The added information
of interest is the action licensing of absolutive case assignment.)

PUNTA (MORPHOLOGICAL): PROJECT-INTO-55()
FUNTA: PROJECTIONS(2)

PUNTA: SPECIFIER((THETA-ASSIGN . AGENT)}
KA: ARGUMENT(VERE)}

PUNTA: SPECIFIER((CASE-ASSIGN . ERGATIVE))
FUNTA: CASE-ASSIGN(ERGATIVE)

FUNTA: THETA-ASSIGN{AGENT)

FUNTA: COMPLEMENT((THETA-ASSICN . THEME})
FUNTA: COMPLEMENT((THETA-LINK . PATH))
PUNTA: COMPLEMENT((CASE-ASSIGN . ABSOLUTIVE)})
ENI (LEXICAL)}: INJECT(VERE)

The fourth word, kurdu-ku, was parsed with the executed actions below. The
parse here procesded quite like that of the first word, ngajulu-riu. Note that once
the dative case phrase entered 585 it was linked to the verbal projection via the
theta=link action of the verh.

KURDU (MORPHOLOGICAL) : PROJECT-INTO-S5()
KURDU: PROJECTIONS (D)

KU (MORPHOLOGICAL): PROJECT-INTO-S5()
KU: PROJECTIONS(1)

PUNTA: THETA-LINE({PATH}

KU (LEXICAL): SELECT(NOUN) -
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The last sequence of actions shows the parse of kar/i. Here we see the default
actions e ecute at the phrasal leve. The absolutive cuse-marker (shown here as
#AE5#) entered into PS at the phrasal level, It then projected into 55. as would
other cage-marker:. Immediately, the case phrase was attached as an object of the
verbal projection, via the case-assign and theta-asseign actions. Finally, the
noun, karli, was sclected by the case-marker.

KARLI (MORPHOLOGICALD: PROJECT-INTO-5S5()
KARLI: PROJECTIONRS(O)

*AES+ (PHRASAL): PROJECT-INTO-55()
+AES#: PROJECTIONS(1)

FUNTA: CASE-ASSIGN(ABSOLUTIVE)

PUNTA: THETA-ASSIGN(THEME)

«ARSs (PHRASAL): SELECT{NOUN}

This completes the parsing trace of the sample sentence. Below I show the
resulting PS and 85 for this sentence. The interpretation of the 8%, f.e., the mapping
of the verb's f-roles to words, was given in figure 3.21.

The precedence structure for sentence (1)

0: phrasal actions: SELECT=: KOUN
category: CASE
children: 0: morpheme: NGAJULU
catagory: NOUN

1: morphema: RLU
category: CASE

1: category: AUXILIARY-SUBJECT
children: 0: lexical actions: AUXILIARY-SELECT: AUXILIARY-ODBJECT
data: SYLLABLES: 1
morphema: K&
catagory: AUKILIARY-BASE

1: data: SYLLABLES: 1
morphema: RNA
category: AURILIARY-SUBJECT

2. data; SYLLABLES: 1

morphema: RLA
catagory: AUXILTARY-DATIVE

2: category: VERB
children: ©: data: CONJUGATION: 2
morphema: PUNTA
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VERE

1: data: CONJUGATION: Z

morphams:
catagory:

RNI
TENSE

3: phrasal actions: SELECT+: NOUN

category: CASE

children: 0; morphema:
category:

1! morphems:
category:

EURDU
NOUN

KT
CASE

4: phrasal actions: SELECT#: NOUN

category: CASE

children: 0: morphema:
catagory:

1 morphema;:
category:

KARLI
KON

®AHS#
CASE

The syntactic structure for sentence (1):

projection?: NIL
catagory: AUXILIARY-BASE

children: projection?: NIL

data: ARGUMENT: VERE

category: VERE

children: projectien?: NIL

data;

THETA-ASSIGNED: AGENT

CASE-ASSIGNED: ERGATIVE

category: CASE
children: prejectien?: NIL

data; PERSON: 1

NUMBER: (SINGULAR)
morpheme: NGAJULU
catagary: NOUN

projectiont: T

data: CASE-MARKED: ERGATIVE
morpheme: RLU

category: GASE

projection?: T
category: VERB
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children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: AESOLUTIVE
category: CASE
children: prejectien?: NIL
morpheme; KARLI
category: HNOUN

projection?: T
data: CASE-MARKED: ABSOLUTIVE
morpheme: =ABS#
category: CASE

projection?: NIL

data: THETA-LINKED: PATH

category: CASE

children: projecticn?: NIL
morpheme: KURDU
category: NOUN

projection?: T

data: CASE-ASSIGNED: DATIVE
CASE-MAREED: DATIVE
THETA-ASSIGNED: PATH

morpheme: KU

category: CASE

projection?: T
data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME PATH)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH
morphems; PUNTA
category: VERE

projection?: T
category: AURILIARY-BASE
children: projection?: NIL
morpheme: RLA
category: AUKILIARY-DATIVE

projecticon?: NIL
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data: PERSON: 1

NUUMBER: SINGULAR
morphems: RNA
category: AUXILIARY-SUBJECT

projection?: T

data: TENSES: (NONFAST)
ASPECT: IMFERFECT

merphema: KA

category: AUXILIARY-BASE
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Chapter 4

Conclusion

The first section of this chapter discusses some other current grammatical frame-
works and how they address to phenomenon of free word order. Following this it
turns to the parser's shortcomings and how they might be overcome.

The parser presented here is not the only member of its family, but it has only
a few cousins, The closest relative s another Government-Binding based Warlpir
parser, written by Bronson-Loker. Unfortunately, the work has not vet been pub-
lizhed, and I have not yet had & chance to view the system in operation, so [ can
not comment on it here, However, a comparison of the parsers should prove o be
quite interesting,.

There are alao a few GB-based processors in the literature that work on langunages
other than Warlpiri. A comparizon of these works is bevond the scope of this thesis,
but | present the list of the systems of which 1 know in table 4.1, The interested
reader is referred to the original publications.

Abney’s English parser| AbnS7]

Dore's English-Spanish translator] Dor87]
Sharp's English-Spanish translator[ShaR3)
Wehrli's French parser[Wehg4]

L= = S+ R =

Table 4.1: Other GB-based processors,

4.1 Other Grammatical Frameworks

There are many grammatical frameworks besides Government-Binding theory, How-
ever, [ shall only be able to discuss a few of them here, In particular, T will discuss
ID/LE Grammar, Lexical-Functional Grammar, and Tree- Adjoining Grammar. Of
course, these reviews are brief, and therefore do not do justice to the entire content of
the theories; Lhis discussion [ocuses only on their ability to analyze the phencmenon
of free word order.

040



4.1.1 1D/LP Grammar

IN/LP grammars[Curfil] contain two kinds of rules. 1D rules dictate the immediate
dominance relations of the constituents of the grammar, while LP rules constrain
the linear precedence among the children of a parent node. Such a gammar was
actually presented in the introduction, under the guise of a modified context-free
grammar. That grammar for simple transitive sentences is repeated here as (1).

(1) §— {NP,, VF}
VP — {V, NP,}

These are the two ID rules of the grammar. The first rule states that an 5
congizts of an NP and a VI in either order; the second states that a VP consists of
a V and an NP, also in either order. This grammar does not contain any LP rules,
however,

As mentioned in the introduction, grammars of this sort can suffer from inade-
quate coverage. For example, the ID/LP grammar above can not generate either of
the sentence schemata found in (2).

(2) VNP, NP,
NP, NF, V

This poverty of coverage seems to be at odds with the stractures of the parser
presented here. After all, one of its structures represents precedence and one repre-
sents hierarchy, which are very similar to the LP and 1D rules, respectively. The key
difference, however, lies in the scope of the hierarchical relations. In ID/LP gram-
mars, all the children of a single sibling must be adjacent to each other, subject
to the linear precedence given in the LP rales. For the parser, on the other hand,
there is no such restriction on the children of a syntactic node; they may appear
anywhere in the input string. Thus, the langnages allowed by the parser’s grammar
subsume ID/LFP languages, and allow for the scrambling evident in free-word order
langnages, It is important to note that this coverage is not gained at the expense of
linguistic perspicuity: the parser is still able to represent the relevant hierarchical
structure, in order to recover semantic roles.

4.1.2 Lexical-Functional Grammar

Klavans[Kla82] has shown that Lexical-Functional Gram mar|Bre82] can acconnt for
free-word order phencmena in much the same way as presented here. The key to
analvzing the similarity between free- and fixed-order systems lies in LFG's bipartite
representation of e-structure and fstructure, C-structure is ordered by precedence
and hierarchy, and is used to represent the ordered phenomena, such as continuous
case phrases. F-structure, on the other hand, is not ordered by precedence, rather
it iz strictly a hierarchical structure, used to represent gramumatical fanetions. Like
the GB grommar use:d by the parser, c-structure is related to [ structure by case-
marking.



The LFG analyais can be illustrated for a simple lanzuage of transitive sentences.
The grammar given here, taken from Klavans' paper, is for Ngivambaa, another
aboriginal language from Australia that is quite similar to Warlpitd, The ¢-struetune
rules are ehown in {3).!

(3 5 — a(Encl) a* (where o = X, X)
N — N*
V-V

These rules cover continuous case phrases, laheled *B°. Single-noun case phrases
are also handled; they are labeled 'N°. The structures derived with c-structure are
annotated both with grammatical function and case, as shown in (4), which gives
the annotations both for the subject and the object. The key here is that each noun
or noun phrase marked for a given case will be annotated with the same grammatical
fanction. Thus, the position of the noun or noun phrase does not matter; only its
case-marking 15 involved in the determination of its grammatical rofe,

(4) a. (SUBJ)
(CASE = ERG)
h. (OB
(CASE = ADS)

Annotated c-structure elements are mapped into f-structure by their grammati-
cal function, The structure schema for transilive verbs 1= shown in ligure 4.1, The
‘PRED® slots in the structure are used to hold the lexical items that correspond to
grammatical functions indicated by the 'SUBRI™ and *OBIJ" slots, Like the lexical
theary used by the parser, LFG statea that the subeategorization for arguments is
dictated by the predicator; this information is shown in the top-level "PRED® slot.
In passing, note that LFG takes grammatical fanctions to be elementary and so the
subcategorization is stated in those terms; GB takes these functions to be derivative
from semantic roles, and so states predicative selection in term of #-roles.

CASE  ERG
SUBJ ‘FHRH » |

OBl ‘LAEE M!—.‘:I

PRED g

PRED |v (SUBJ, OBJ) |

Figure 4.1: The f-structure schema for transitive verhs.

Thus we see that LFG lunctions very similarly to the GB account proposed in
this thesis. The separation of precedence and hivrarchy is the key to handling botlh

Pl entegory “Fmel’ {enclitic) is used lor the posttioning of the auxiliary {whick swest alss
appear in Wackernagel's position, roughly speaking).
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free- and Axed-order phenomena, While there are other theoretical differences that
prevent a merging of the two linguistic camps, both LFG and GB geem to be on
the same footing here, It is unfortunate that there has been no published work on
LFG-baged parsing of free-word order phenomena.

4.1.3 Tree-Adjoining Grammar

A recent development in the framework of Tree-Adjoining Grammar[Jos] {TAG)
presents an interesting aceount of free-word order phenomena. TAG(LD/LP) pro-
vides loral dominafion structures over which lnear precedence can be defined., LD
gtructures can be thought of as [1) rules that may be more than one level deap; ID
rules are equivalent to LD structures of depth one. For example, the equivalent of
the ID rules in (1) are shown in figure 4.2, TAG{LD/LP) extends this notion by
allowing structures of arbitrary depth.

NP,/ | \w:

VP
v NP,

Figure 4.2: The structural equivalents of the 1T} rules in (1),

A TAG(LD/LP) that covers the language of transitive sentences is shown in
figure 4.3. Note that the grammar includes only a single domination structure,
and no linear precedence relations, This grammar does, indeed, generate the six
permutations of the language. Furthermore, it represents the hierarchical relations
that are linguistically motivated,

Howewver, there iz a problemn with TAG(LDYLP): the grammar has too great
an expreszive power. There are no constrainls on the composition of the domina-
tion structures, so structures of arbitrary size can be used. This freedom allows
TAG(LD/LP) to escape the limits of ID/LP and represent free word order {at least
as far as the sample language demonstrates), But TAG{LD/LF) seemsa to be too
general, and thereby lose ite explanatory power. For this reason the GH account
presented here seems 1o be preferable.
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NF/ \h\“l."P
N,

Figure 4,3: A TAGILD/LF) for transitive sentences,

4.2 Shortcomings and Future Work

Perhaps the most obvious shortcoming of the currently implemented parser is the
limited range of the Warlpiri language that it can parse. Warlpiri, like any other nat-
ural language, contains many intricate phenomena, and this parser has only begun
Lo truly analyze it. In the first section below T ligt some cutstanding constructions
that deserve attention, and discuss how the parser might be modified to handle
them,

The other arena in which the parser comes up short iz the ability to parse more
than one language, GB 15, after all, a theory that atlempts to explain Universal
Grammar, and 5o a parser based on it should be able to parse many languages, not
just one. The second section discusses what seems Lo be involved in extending the
parser to cover other langnages.

4.2.1 More Warlpiri

There is much more to Warlpiri than the picture presented in this thesis.* Table 4.2
gives a list of some of the remaining phenomena for the parser. Those listed in the
firat group are the most likely to be covered with relatively little effort. The second
group shows a serious shortcoming of the parser that must be addressed before the
parser can be said to properly parse natural language. The last group lists other
phenomena that will demand a non-trivial amount of work, both linguistic and
computational. However, even for these phenomena, the required modifications to
the parser should follow in the same vein as the currently implemented system; no
major rework of the basic engine seems necessary.

Perhaps the most tantalizing phenomenon is parsing continuous case phrases
with intermediate case-marking. This is demonstrated in (5), repeated from the
introductory chapter, The case phrase consists of two simpler case phrases, maru-
kuand pukuripa wiri-k1, both of which exiat in asingle phonological phrase, Handling
this phenomenon should involve no more than giving case-markers the phrasal action

Gee [Mass6] for an extensive discussion of the phencmens of Warlpiri,
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o continuous case phrase with intermediale case-marking
a discontinnons case phrases

o headship in multi-noun caze phrases

o auxiliary complementizers

o lexical arnbiguity

g stroctural ambiguity
morphological ambignity

proverhs
compounding
topicalization
infinitival clauses
secondary predication
nominal sentences

o o o o o O

Table 4.2: Some unhandled Warlpiri phenomena.,

of selecting an unbounded number of other case phrases, With this action, such case
phrases would be parsed by first parsing each of the simpler continuous case phrases
{1.e., those with some number of unmarked nouns followed by & case-marked noun),
and then grouping these case phrasges with the newly added action.

(5)  marly-ku pukuripa wiri-ki
kangaroo-paT friendly big-pat
“to/from the big, Iriendly kangaroo

Parsing discontinuous case phrases also seems to be close at hand. {6) shows a
variation of the sample sentence from the introduction with such a phrase, composed
of the words kurdu-ku and wiri-ki. They are interpreted in unison, roughly as ‘the
big child’, despite the separation in the sentence, The action to be added here would
show up in syotax, so as to ignore the effects of ordering. Roughly speaking, case-
markers would be allowed to take gimilarly marked case phrases as arguments. But
the precise structures to be derived are not so clear when the analyzing the head of
the phrase is considered, That is, one noan of a case phrase is interpreted as the
head of the phrase, with the other nouns acting as modifiers (mueh like adjectives
in English). The determination of the head of a phrase and the modificational
structure does not seem to be so straightforward, vet the ingredients for parsing full
case phrascs seem to be available. All that is needed is the theoretical recipe.

(6] Nyojulu-riu kao-rna-rla punta-rod kerdu-bu karli wirs-Ei
LEnG mpERr-15-3d take-voxpasT child-DaT
boomerang big DAT 1014
‘I am taking the boomerang from the big child.’



As mentioned above, there is another element to the auxiliary word, namely,
complementizers. These elements indicate the mood of the sentence and combine
with the tense and aspect information. Morphologically speaking, they appear as
the first element in the linear template of the auxiliary, so this form of parsing
waon't require too much effort, Syntactically speaking they don’t present much of a
problem either, as they can be entered into the auxiliary projection.

The next area on the list is the traditional problem of ambiguity which the
current version of the parser assumes away. There are two flavors of ambiguoity
that fall under the purview of the parser. Lexical ambiguity exists when a single
morpheme maps to more than one lexical entry, due to differing uses in syntax.
Syntactic ambiguity occurs when more than one structure may be derived in the
parse of a single sentence. At present I can offer no better solution other than the
standard methods, such as simulation of & non-deterministic parser, or installation
of a lookahead device to remove local ambiguity. This area of parsing deserves more
attention.

Morphological ambiguity, the third type listed, will arise when the parser is
extended to handle unseparated words, That is, instead of supplying sentences with
sentence, phrase, word, and morpheme boundaries, only the former three will need
to be supplied. The job of the parser then expands to breaking up each word into its
constituent morphemes. For example, the word ngajulurfe can be hroken into two
morpheme eovers, shown in (7). (As it happens, the first cover is ungrammatical, and
only the second —the one used in the sample sentence—is grammatical.) Ambiguity
exists when more than one cover is possible, such as the case given here. Again,
one solution that comes to mind is to try each cover separately (i€, by simulating
a non-deterministic parser), and halting the parse on those covers that do not pan
out for some reason (e.g., failing to combine moerphologically).

(70 & (mgaju, du, rlu)
b.  (ngajulu, riu)

The last group in the list indicates the wide range of constructions in Warlpiri.
Preverbs cliticize onto verb stems and affect the meaning and subcategorization of
the predicator, For example, the preverh, ngayi, adds a benefactive aspect to the
verb, Note that the change in meaning licenses another argument, which would
also appear with dative case.marking. (8) shows the sample sentence from the
introduction with the preverh added to the main verb, and the extra argument for
which it subcateporizes. I preverbs were this simple, it wouldn't be too difficult to
make the extensions for handling them. However, preverbs enter into many other
constructions that are ill-understood.

(8)  Ngajulu-rly ka-rng-ria-jinte ngayi-punta-ros kurdu-ko karli wati-ka,
l-ErG IMPERF-15-3d-DAT benefactive-take-NONPAST child-DaT
boomerang man-DAT
‘T am taking the boomerang from the child for (the benefit of)} the men.’

Compounding is & morphological phenomenon where two words combine to form
a single word, with a corresponding change in meaning. For example, marna ‘grass’
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and ngarnu ‘eat’ can be compounded to form merma-ngarne meaning a grass-eater.
The morphology of these words is similar to that of case-marking, yet there are
differences which will entail modifications o the parser.

Topicalization is the provess of uttering a phrase before the sentence, often with
a significant pause in between the fronted phrase and the sentence proper, for the
purpose of emphasis. This iz a stronger form than moving & phrase to the first
position. In fact, there can be several topicalized phrases. Furthermore, topical-
ization will usnally involve repetition of phrases rather than movement, and so the
copied phrases must be identified during parsing. This is exemplificd with another
variation of the sample sentence, shown in (9). The syntax of topics does not seem
tor hard to state, but the real problem lies in its semantics. The theory of focus
and emphasis 15 still gquite impoverished

i) Noopedu-rl, ngajulu-rie ko-rra-rla peata-rod Feedu-Eu karli,
I-ERG [-ERG IMPERF-18-3d take-NONPAST child-DAT boomerang
‘Az for me, I am taking the boomerang [rom the child.

Infinitival clavses, like in English, are subordinate clauses that contain a verbal
element and arguments. Often one of these argument is linked to one the arguments
in the main phrase, [10) shows an example of an infinitival clanse (in this case,
controlled by the subject of the main clanse), taken from the discussion of control
theary in the second chapter, Note there is no multi-level embedding of aubordinate
clanzes in Warlpiri; infinitival clauses may be nested just once in a sentence, The
syntax of these clauses seems very similar to that of main clavses, and so it shouldn't
be too difficult to extend the parser. Perhaps the trickiest part of this phenomencn
are the issues of control which will require modification.

(10)  Karnta ka-ju wangba-mi yarla karla-nja-karra.
woman IMPERF-1o0 speak-mOoNPAST yam dig-1NF-cOMP
“The woman is speaking to me while digging yams.’

Secondary predicates are like restrictive relative clauses in English which modify
ong of the main arguments of a sentence, As one might expect, these clauses are
identified with the argument they modify by case-marking {rather than by position,
as with English). In (11}, the secondary clause modifies the subject, indicating the
body part by which the action was achieved, The syntax of secondary predicates is
like that of infinitival clanses in that there iz an argument outside the clause that
is the subject of the clause itself. As a result, secondary predication should follow
fairly quickly from the extensions needed for infinitival clauses.

{11y Ngajulu-rie ka-rno-rla punta-rai rdoba-rlu buedu-ka bardi.
I-ERG IMPERF-15-3d take-NONPAST hand-ERG child-DaT
boamerang
Tam taking the boomerang from the child with my hands.’

The last phenomenon on the list, nominal sentences, is rather common in lan-
guages of the world. Nominal sentences are often used to state & feature about
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something, They cannot be used to discuss actions, for instance, as would be done
with verbal sentences. (12) gives an example of & nominal sentence. Despite the
lack of a verb, this sentence can be interpreted, and it is given the reading that a
copular provides in languages like English. As with some of the other phenomena
listed abowve, the simpler cases of nominal sentences don't seem too far off for the
parser. But once the real complexity of these sentences is encountered, their entry
into the parser’s repertoire becomes & bit more distant.

(12) Ngarrka-jarra-pals wiri-jarra,
man-DUAL-33s big-DUAL
"The two men are big.”

4.2.2 Other Languages

With only one language in the parser’s domain, it is rather easy to choose among
the remaining languages of the world for others te be parsed, This thesis has hinted
al how English might be parsed, and that, in fact, is the next project [ intend to un-
dertake with the parser. Happily, it seems that only a small amount af modification
will be neaded.

The key to tailoring the parser to English is to recognize the correspondences
between the Warlpiri phenomena and their English counterparts. First, consider
morphology. Verbal morphology in English seems to be as simple as Warlpir, with
the tense element affixing onto the verb stem. Of course, there are many more
exceptions with English verbs, but these can be dealt with later.

English nominal morphology is simpler because there are no case-markers (dia-
regarding the genitive case, for instance). Thus, only nouns and number-markers
(i€, “s") will have to be covered,

Dative case-marking in English is performed at the word level and from left-to-
right, as oppoged to the morphological level and from right-to-left. This distinction
will be gimple to encode in the lexicon. (The prepositions “to” or “from" are the
main dative case-markers in Englizh, )

Nominative case-marking is performed by INFL {the English equivalent of AUX]),
and abaolutive case-marking is performed by the verb. The verb follows suit in its
case-marking direction of left-to-right, but INFL seems to mark its case in the other
way, This seeming contradiction iz already handled by the parser, as it processes
the auxiliary in a special manner anyhow. In English, the auxiliary will simply mark
its case right-to-left, rather then left-to-right as in Warlpiri.

As for the syntactic structures, they will be very similar to those used for Warl-
piri, as mentioned in the introductory chapter. One discrepancy concerns the po-
sition of the subject. In the Warlpiri GB literature, the subject is placed in the
specifier position of the verbal projection, whereas in the mainstream GB theory
{which has most often focused on English), the subject is placed in the specifier
position of INFL. The parser is already powerful enough to encode the distinetion,
but the theoretical differences should be ironed out g0 that a more unified structure
can be used.
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This is only a very rough sketch of how to build a corresponding parser for
English, but it should serve to indieate the relative simplicity of the task. Of course,
it remains to be done, but the parser looks like it will prove robust enough for the

job.
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Appendix A

Test Cases

A.1 Implementation Notes

Just a couple of notes about the implementation, First I should mention that the
parser is actually quite fast. It takes about one to two seconds to parse the sample
sentence, and not much longer to interpret the resulting syntactic structure to obtain
the &-role/ word mapping,

The code itself is about 50 pages in length. There are 19 objects that comprise
the program. The major objects are the precedence parser and the syntactic parser,
as well as the lexicon. The precedence parser consists of four objects for each of the
phonelogical levels, and one central parser containing the basic engine. The syntactic
parser is a single object. Both parsers are based on the phrase-marker object that
implements a simple forest structure; the precedence parser imposes ordering on the
forest, whereas the syntactic parser does not. The phrase-marker, in turn, refers to
category objects that implement the nodes of the parse tree, Categories contain the
data and actions particular to the parser type, The lexicon, on the other hand, is
constructed as a mapping of morphemes to lexical entries, themselves objects in the
system. At the base of the system are five support objects implementing lists, sets,
mappings, functions and arrays.

The program was written in the McFlavor system on a Symbolics 3600-series
Lisp Machine {under release 6.1). The MeFlavor system is an object-oriented flavor
system written at MIT by Edward Barton, which is very much like the Lisp Machine
flavor system. McFlavor was chosen because it runs in Maclisp (ander TOP520), as
well as the Svmbolics.

A.2 Tests Cases

This section contains a (rather long) series of test cases for the parser. The test
types are listed in table A.1. For each type, a number of tests were conducted, and
they are listed in their corresponding section, Ungrammatical inputs are labelled
with an asterisk; note that all of them have, indeed, been declared ill-formed by the
parser, (rammatical inputs are presented without annotation, and note that the
parser has properly processed them too.
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Tahle A.1: Test cases,

A.2.1 Verb Stems

FPareing YA.

PS: 0: data: CONJUGATION: &
morphama: YA
category: VERB

85: projection?: NIL
category: VERB
children: prejectien?: T
actione: THETA-ASSIGN: THEME
catagory: VERB
children: projection?: T
actions: SPECIFIER: (CASE-ASSIGN .
ABSOLUTIVE]
data: THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
SUBJECT: THEME
morpheme: YA
category: VERB

Parsing YULEA.

PS: O: data: CONJUGATION: 1
morpheme: YULEA
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catagory: VERB

85: projection?: NIL
catagory: VERBE
children: projection?: T
acticns: THETA-ASSIGN: THEME
category: VERE
children: projectiom?: T
actions: THETA-LINE: PATH

SPECIFIER: (CASE-ASSIGN .

ABSOLUTIVE)

data: THETA-ROLES: (THEME PATH)

THEME: ABSOLUTIVE

PATH: DATIVE

SUBJECT: THEME

OBJECT: FATH
morphama: YULKA
category: VERB

Parsing WARRI.

PS: 0: data: CONJUGATION: 2
morphema: WARRI
category: VERB

53; projection?: NIL
cataegory: VERB
children: projection?: T
actions: CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT
catagory: VERB
children: projection?: T
actions: THETA-LINK: FATH
data: THETA-ROLES: (AGENT PATH)
AGENT: ERGATIVE
PATH: DATIVE
SUBJECT: AGENT
DBJECT: FATH
porpheme: WARRI
category: VERB

Parsing HYA.

PS: O: data: COMJUGATION: 3
morphame: HYA
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category: VEREB

85: projection?: NIL
category: VERB

children: projectien?: T

actions:

CASE-ASSICGN: ERGATIVE
THETA-ASSIGN: AGENT

catagory: VERH
children: projection?: T

Parsing FUNTA.

actions: THETA-ASSIGH: THEME
COMPFLEMENT: ([CASE-ASSIGHN .
ABSOLUTIVE)
data: THETA-ROLES: (AGENT THEME)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
ODBJECT: THEME
merphama: HYA
category: VERB

PS: 0: data: CONJUGATION: 2

morpheme: PUNTA

cataegory: VERB

28: projecticn?: NIL
catagory: VERB

children: projectien?: T

actions:

CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT

category: VERB
children: projection?: T

actions: THETA-LINK: PATH
THETA-ASSIGN: THEME
COMPLEMENT: {CASE-ASSIGN .
ABSOLUTIVE)
data: THETA-ROLES: (AGENT THEME PATH)
AGENT: ERGATIVE
THEME: ABEODLUTIVE
FATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH
morphema: PUNTA
category: VERBE
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A.2.2 Inflected Verbs

Parsing (YA NI).

P5: 0: category: VERB
children: O: data: CONJUGATION: &
morpheme: YA
catagory: VERB

1: data: CONJUGATION: &
morphema: NI
category: TENSE

85: projection?: NIL
category: VERB
childran: projection?: T
actions: CASE-ASSIGN: ABSOLUTIVE
THETA-ASSIGH: THEME
category: VERB
children: projection?: T
data: TENSE: NOKFAST
THETA-ROLES: (THEME)
THEME: ABS0LUTIVE
SUBJECT: THEHE
morphema: YA
catagory: VERE

Parsing (YULKA MI).

P5: 0: category: VERB
childran: 0: data: CONJUGATION: 1
morpheme: YULEA
category: VERB

1: date: CORJUQATION: 1
morphemes: MI
category: TENSE

38: projection?: NIL

category: VERB

children: projection?: T
actions: CASE-ASSIGH: ABSOLUTIVE

THETA-ASSIGN: THEME
catagory: VERB
children: projectien?: T
actiona: THETA-LINK: PATH
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data: TENSE: NONPAST
THETA-ROLES: (THEME PATH)
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: THEHE
OBJECT: PATH

morphema: YULKA

category: VERB

Parsing (WARRI RNI).

P3: 0: category: VERB
children: O: data: CONJUGATION: 2
morpheme: WARRI
catagory: VERB

1+ data: CONJUGATION: 2
morpheme: RNI
category: TENSE

85: projection?: NIL
category: VERE
children: projectien?: T
actions: CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT
catagory: VERB
childran: projection®: T
actions: LICENSE: (CASE-ASSIGN . ABSOLUTIVE)
THETA-LINE: PATH
data: TENSE: NONPAST
THETA-ROLES: (AGENT PATH)
AGENT: ERGATIVE
FATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH
morpheme: WARRI
category: VERB

Parsing (NYA NYI}.
PS: 0: category: VEARB
children: ©: data: CONJUGATION: 3

morphena: NYA
catagory: VERE

114



1: data:; CONJUGATION: 3
morpheme: HYI

category: TENSE

85: projection?: NIL
category: VERB
children: projection®: T
actions: CASE-ASSIGN: ERGATIVE
THETA-ASSIGH: AGENT
category: VERB
children: projection?: T
actiona: CASE-ASSIGK: ABSOLUTIVE
THETA-ASSIGN: THEME
data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME)
AGERT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
DBJECT: THEME
morphema: NYA
category: VERB

Parsing (PUNTA RNI).

P5: 0: category: VERB
children: O: data: CONJUGATION: 2
morphema: FUNTA
catagory: VERB

1: data: CONJUGATION: 2
morpheama: BNI
category: TENSE

85: projection?: NIL
category: VERB
children: projection?: T
actiona: CASE-ASSIGH: ERGATIVE
THETA-ASSIGN: AGENT
catagory: VEAB
children: prejection?: T
actions: CASE-ASSIGH: ABSOLUTIVE
THETA-LINK: PATH
THETA-ASSIGH: THEME
data: TENSE: RONFAST
THETA-ROLES: (AGENT THEME PATH)
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AGENT: ERGATIVE
THEME: AB3OLUTIVE
PATH: DATIVE
SUBJECT: AGENT
ODBJECT: PATH
morphams: PUNTA
category: VERB

A.2.3 Noun Composition
Parsing (NGAJULU RLU).

P3: 0: phrasal actions: SELECT=: NOUN
catagory: CASE
children: 0: morpheme: KGAJULL
category: NOUN

1: morphemas: RLU
category: CASE

E5: projection?: NIL
category: CASE
children: projection?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
morphama: NGAJULU
category: NOUN

projection?: T
data: CASE-MARKED: ERGATIVE
morphama: ALY
category: CASE
Parasing #(EARLI RNI).

(KARLI RNI) ia ungrammatical.
The precedence structure is unconnectad.

Parsing ={KU KURDU .

(KU KURDU) is ungrammatical.
The precedence structure is unconnected.

Parsing *(MARLU KU RLU).

(MARLU KU RLU) is ungrammatical.
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The precedence structure is unconnected.

A.2.4 Verb Composition
Parsing (PUNTA RNI).

F5: 0: category: VERB
children: 0: data: CONJUGATION: 2
moerpheme: PUNTA
category: VERB

1: data: CONJUGATION: 2

morphema: RENI
category: TENSE

55: projectiont: WIL
category: VERB
children: projectiom?: T
actions: CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT
category: VERB
children: projection®: T
actions: CASE-ASSIGN: ABSOLUTIVE
THETA-LINE: PATH
THETA-ASSICN: THEME
data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME PATH)
AGENT: ERGATIVE
THEME: ABEOLUTIVE
FATH: DATIVE
SUBJECT: AGENT
DBJECT: PATH
morphems: PUNTA
category: VERE

Parsing =(NYA KI).

(NYA KI) is ungrammatical.
The precedence structure is unconnected.

Parsing =(KU YULKA).

(KU YULKA) is ungrammatical.
The precedence structure is unconnacted.
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A.2.5  Auxiliary Composition

Parsing =(RNA) .

(ANA) is ungrammatical.
The auxiliary has too few syllables.

Parsing *(ALA).

(RLA) is ungrammatical.
The auxiliary has too fow syllables.

Parsing #{(RNA RLL}.

(RNA BLA) is ungrammatical.
The word bagins with a clitic.

Parsing *(KA&).

(KA) is ungrammatical.
The auxiliary has too few syllables.

Parsing (KA RNA).

PS: 0: catagory: AULILIARY-BASE
children; O0: laxical acticns: AUXILIARY-SELECT:
AUXILIARY-DATIVE
AUXILIARY-SELECT:
AUXILIARY=-0BJECT
data: SYLLABLES: 1
morpheme: KA
catagory: AUXILIARY-BASE

1 lerxical actions: RIGHT-ADJACENT:
(AUXILIARY-0BIECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
morpheme: RNA
category: AUXILIARY-SUBJECT

28: projecticn?: NIL
category: AUXILIARY-BASE
children: projection?: T
actions: ARGUMENT: VERE
category: AULILIARY-BASE
children: projection?: NIL
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Parsing (KA RLA).

data: PERSON: 1

NUMBER: SINGULAR
morphama: RNA
category: AULILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
AZFECT: IMPERFECT

morphema: KA

category: AULILIARY-BASE

FS5: 0: category: AUXILIARY-BASE
children: 0: laxical actions: AUXILIARY-SELECT:

AUEILIARY-DBJECT
AUXILIARY-SELECT:
AUXILIARY-SUBJECT

data: SYLLABLES: 1

morphema: KA
catagory: AURILIARY-BASE

1: data: SYLLABLES: 1
morphess: ALA
category: AUKILIARY-DATIVE

35: projection?: NIL

catagory: AUXILIARY-BASE

children: projection?: T
actions: ARGUMENT: VERBE
category: AUKILIARY-BASE
children: projection?: NIL

Paraing (KA RNA RLA).

morphema: RLA
category: AUXILIARY-DATIVE

projection?: T

data: TENSES: (NONPAST)
ASPECT: IMPERFECT

morphems: KA

category: AUXILIARY-BASE

P5: 0: category: AUXKILIARY-SUBJECT
children: 0: lexical actions: AUXILIARY-SELECT:
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AUXILIARY-0OBJECT

data: SYLLABLES: 1
morphome: EA&
catagory: AUXILIARY-BASE

1: data: SYLLABLES: 1
morpheme: ANA
categery: AUXILIARY-SUBJECT

Z: data: SYLLABLES: 1
morphema: RLA
catagory: AUXILIARY-DATIVE

85: projecticn?: NIL

category: AUXILIARY-BASE
children: projectionf: T
actlons: ARGUMENT: VERB

category:
children:

Parsing *(LFA RNA RLA}.

AUETILTARY-BASE
projection?: NIL

morpheme: RLA

eatagory: AUKILIARY-DATIVE

projection?: NIL
data: PERSON: 1
NUMBER: SINGULAR
morpheme: RNA
catagory: AURILIARY-SUBJECT

proejectiont: T

data: TENSES: (NONPAST)
ASPECT: IMPERFECT

morphame: KA

category: AURILIARY-BASE

(LPA ANA RLA) i=s ungrammatical.
The word begins with a clitic.

Parsing =(RNA KA}.

(RNA KA} ie ungrammatical.
The precedence structure is unconnected.

Parsing #(KA LPA).
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(KA LPA} is ungrammatical.
The precedence structure is unconnected.

Paraing (KA RNA RNA).

(EA RME RNA) is ungramsatical.
The precedence structure is unconnectad,

A.2.6 Continuous Case Phrases

Pareing ((YIRRINJI) (YIRRARU) (KARDIRRFA RLUD).

F3: 0: phrasal actions: SELECT=: NOUN
category: CASE
children: 0: morphems: YIRREINJI
catagory: NOUN

1: category: CASE
children: 0: morpheme: YIRRARU
category: NOUN

1: category: CASE
children: 0 morpheme: KARDIRRPA
category: NOUN

1: morphemae: RLU
category: CASE

535: projectiomn?: NIL
category: CASE
children: projection®: NIL
morpheme: YIRRINJII
category: NOUN

projection?: NIL
morpheme: YIRAARLD
catagory: NOUN

projection?: NIL
morpheme: KARDIARPA
category: NOUN

projection?: T

data: CASE=MARKED: ERGATIVE
morphama: RLU
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category: CASE
Parsing ((YIRRINJII} (¥IRRARU) (KARDIRRPA)).

PS: 0O: phrasal actions: SELECT#: NOUN
catagory: CASE
children: O: morphema: YIRRINJI

category: NOUN

1: category: CASE
childran: 0: morpheme: YIRRARD
category: NOUN

1: category: CASE
children: O: mofphema: KARDIRRPA
category: NOUN

1: morphema: *ABS#
category: CASE

88: projection?: NIL
category: CASE
children: projectien?: NIL
morphema: YIRRINJI
catagory: NOUN

projection?: KIL
morphema: YIRRARU
category: NOUN

projecticon?: NIL
morphesas: KEARDIRRPA
catagory: NOUN

projection?: T
data: CASE-MARKED: ABSOLUTIVE
morphema: *ABS*
category: CASE

Parsing *{(YIRRINII) (YIRRARU RLU) (KARDIRRFA)).

(CYIRARINII)} (YIRRARU RLU) (KARDIRRPA)) is ungrammatical.

The precedsnce structura is unconnectad.

Parsing *{(YIRRINJI) (NYA NYI) (KARDIRRFA) ] .
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(CYIRRINJI) (NYA NYI) (KARDIRRFA)) is ungrammatical.
The precedence structura is unconnected.

A.2.7T Anuxiliary Positioning

Parsing (({MARLU KA)) ((YA NI)}).

F3: 0: phrasal actions: SELECT=: NOUN
catagory: CASE
children: 0: morpheme: MARLU
category: NOUN

1: morphema: =ARSs
category: CASE

1: lexical acticns: AUEILIARY-SELECT: AUEILTIARY-DATIVE
AURILTARY-SELECT: AUXILIARY-0BJECT
AUXILIARY-SELECT: AURILIARY-SUBJECT
RIGHT-ADJACENT: (AUXILIARY-SUBJECT
AUXILIARY=-0BJECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
morpheme: K&
catagory: AUXILIARY-BASE

2: category: VERB
children: ©: data: CONJUGATION: &

morphema: YA
category: VERB

1: data: CONJUGATION: &
merphema: NI
catagory: TENSE

55: projecticn?: NIL
category: AUXILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERB
category: VERBE
children; projecticen?: NIL
data: THETA-ASSIGHEED: THEME
CASE-ASSIGHED: ABSOLUTIVE
category: CASE
children: projection?: NIL
merphema: MARLU
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category: NOUN

projection?: T
data: CASE-MARKED: AESOLUTIVE
morphome: ®AESs
category: CASE

projaction?: T
category: VERB
children: projection?: T
data: TEN3E: KONPAST
THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
BUBJECT: THEME
morphems: YA
category: VERB

projectiont: T
category: AUKILIARY-BASE
children: projection?: T
data: TENSES: (NONPAST)
ASPECT: IMFERFECT
morphema: EA
category: AUXILIARY-BASE

Parsing *(((MARLU) (KA)} C(CYA NIDD).

(KA) is ungrammatical.
The auxiliary has too few syllables.

Parsing *(((MARLU}) (CEA)} (YA NI))).

(KA) ia ungrammatical.
The auxiliary has too few ayllables.

Parsing ((({MARLU} (KA LU}) C((Yk NI})).
F5: 0: phrasal actions: SELECT®: NOUN
category: CASE
children: 0: morphama: MARLU
category: NOUN

1: morphema: =ABS*
category: CASE
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1: category: AUXILIARY-BASE
children: 0: lexical actions: AUXILIARY-SELECT:
AUXILIARY-DATIVE
AUXILIARY-SELECT:
AUXILIARY-0BJECT
data: SYLLABLES: 1
morphame: K&
category: AUXILIARY-BASE

1: lexical setiona: RIGHT-ADJACENT:
[(AUXILIARY-OBJECT
AUXILIARY=DATIVE)
data: SYLLABLES: 1
morphame: LU
catagory: AUXILIARY-SUBJECT

2: category: VERE
children: 0: data: CONJUGATION: &
morphama: TA
category: YERBE

1: data: CONJUGATION: &

morpheme: NI
catagory: TENSE

55: projecticn?: NIL
category: AUXILIARY-BASE
childran: projection?: NIL
data: ARGUMENT: VERE
category: VERB
children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGHED: ABSOLUTIVE
category: CAZE
children: projection?: NIL
morphemsa: MARLU
catagory: NOUN

projaction?: T
data: CASE-MARKED: AESOLUTIVE
morphema: =ABZe
catagory: CASE

projection?: T
category: VERB
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children: projection?: T
data: TENSE: NONPAST
THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
SUBRJECT: THEME
morphema: YA
catagory: VERB

projectien?: T
category: AUXILIARY-BASE
children: projection?: NIL
data: PERSON: 3
NUMEER: PLURAL
morphema: LU
category: AUXILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
ASPBECT: IMPERFECT

morphama: KA

category: AUKILIARY-BASE

Parsing (((MARLU}} C((KA LUM} (YK NID)).

PS: 0: phrasal actions: SELECT+: NOUN
category: CASE
children: 0: morpheme: MARLU
category: NOUN

1: merphems: ®=ABS#
category: CASE

1: category: AUXILIARY-BASE
children: ©: lexical actions: AUXILIARY-SELECT:
AUXILIARY-DATIVE
AUXILIARY-SELECT:
AIETILIARY-0BJECT
data: SYLLABLES: 1
morpheama: KA
category: AUXILIARY-BASE

1: laxical actiona: RIGHT-ADJACENT:
(AUXILIARY-OBJECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
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morphema: LU
category: AUKILIARY-SUBJECT

2: category: VERB
children: 0: data: CONJUGATION: B
moerphema: YA
category: VERB

1: data: CONJUGATION: B
morphema: NI
catagory: TENSE

25: projection?; NIL
category: AUKILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERE
cateagory: VERE
children: projecticn?: NIL
data: THETA-ASSIGNED: THEME
CASE=ASSIGNED: ABSOLUTIVE
category: CASE
children; prejection?: NIL
morphems: MARLU
catagory: NOUN

projection?: T
data: CASE-MAREED: ABSOLUTIVE
morpheme: *ABS+
category: CASE

projection?: T
category: VERB
children: projection?: T
data: TENSE: NONFAST
THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
SUBJECT: THEME
morphame: YA
category: VERE

projection?: T
category: AUEKILTARY-BASE
children: projection?: NIL
data: PERSON: 3
NUMEER: FLURAL
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morphema: LU
category: AUXILIARY-SUBJECT

projection®: T

data: TENSES: (NONPAST)
ASPECT: IMPERFECT

morpheme; KA

catagory: AUXILIARY-BASE

parsing (((KA LU)) ((MARLU}) ({YA NI)}).

PS: 0: catagory: AUXILIARY-BASE

children: 0O

lexical actions: AUXILIARY-SELECT:
AUXILTARY-DATIVE
AUXILIARY-SELECT:
ATXILIARY-0BJECT
data; SYLLABLES: 1
morphame: Kk
category: AURILIARY-BASE

: lexical acticns: RIGHT-ADJACENT:

CAUTEILIARY-0BJECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
morphema: LU
category: AURILIARY-SUBJECT

1: phrasal actions: SELECT#: KOUN
category: CASE

children: O:

i:

morphems: MARLU
catagory: HOUN

morphans HABS=
category: CASE

2: category: VERB

children: ©:

data: CONJUGATION: 5
morphame: Yi
catagory: VEARB

: data: CONJUGATION: &

morphema: NI
category: TENSE

85: projection?: NIL
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category: AUELILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERE
category: VERE
children: projection?: KIL
data: THETA-ASSIGNED: THEHE
CASE-ASSIGHED: ABSOLUTIVE
category: CASE
children: projection?: NIL
morphems: HARLU
category: NOUN

projectiont: T
data: CASE-MARKED: ABSOLUTIVE
morphems: ®=ABS#
category: CASE

projection?: T
catagery: VERB
children: projectiom?: T
data: TENSE: NONPAST
THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
SUBJECT: THEME
morpheme: YA
category: VERE

projection?: T
cataegory: AULILIARY-BASE
children: projection?: NIL
data: PERSON: 3
HUMEER: FLURAL
morpheme: LU
category: AUXILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
ASPECT: IMFPERFECT

morphama: KA

catagory: AULILIARY-BASE

Parsing *(((MARLU)) ((YA NI)) ({Ka LU})).
COCMARLUD ) (YA NID) ((KA LU})) is ungrammatical,

The auxiliary is not in the proper position.
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A.2.8 Free Phrase Order

Parsing (((NGAJULU RLU) (KA RNA RLA)) ((PUNTA RNI))} ((EURDU KU})
((KARLI))).

FS5: 0: phrasal actioms: SELECT+: NOUN
catagory: CASE
children: O: morphema: NGAJULU
category: NOUN

1: morphema: RLU
category: CASE

1: category: AUKILIARY-SUBJECT
children: 0: lexical actions: AUXILIARY-SELECT:
AUXILIARY-0BJECT
data: SYLLABLES: 1
morphama: KA
catagory: AUKILIARY-BASE

i1: data: SYLLABLES: 1
morphema: ENA
category: AUNILIARY-SUBJECT

2: data: SYLLABLES: 1
morpheme: RLA
category: AUXILIARY-DATIVE

2: category: VERB
childran; ©: data: CONJUGATION: 2

morphemsa: FPUNTA
category: VERB

1: data: CONJUGATION: 2
morphems: RNI
category: TENSE

3: phrasal actions: SELECT#: NOUN
category: CASE
children: 0: morphame: KURDU
category: NOUN

1: morpheme: KU
cataegory: CASE

4: phrasal actions: SELECT+: NOUN
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category: CASE
children: 0: morpheme: KARLI
category: NOUN

1: morpheme: *ABS*
category: CASE

: projection?: NIL
category: AUXILIARY-BASE
ehildren: projection?: NIL
data: ARGUMENT: VERH
category: VERB
children: projectien?: NIL
data: THETA-ASSIGHED: AGENT
CASE-ASSIGNED: ERGATIVE
category: CASE
childran: projection?: NIL
data; PERSO0H: 1
NUMBER: (SINGULAR)
morphama: RGAJULU
category: NOUN

projection?: T
data: CASE-MARKED: ERGATIVE
morphese: RLU
category: CASE

projection?: T
catagory: VERB
children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
catagory: CASE
children: projection?: NIL
morphema: KARLI
catagory: NOUN

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morphema: *ABS*
category: CASE

projection?: NIL
data: THETA-LINKED: PATH
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projection?: T

catagory: CASE

children: projection?: NIL
morphema: EURDUT
category: NOUN

projection?: T
data: CASE-ASSIGNED:
DATIVE
CASE-MARKED:
DATIVE
THETA-ASSIGNED:
PATH
morphame: KU
catagory: CASE

projection?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME

PATH)

AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH

morphama: PUNTA

category: VERB

catagory: AUXILIARY-BASE
childran: projection?: NIL
morphame: RLA
catogory: AULILIARY-DATIVE

projection?: NIL

data:

FERSOMN: 1
NUMBER: SINGULAR

morphama: RNE
category: AURILIARY-SUBJECT

projection?: T

data;

TENSES: (NONPAST)
KSPECT: IMFERFECT

morphama: KA
category: AUXILIARY-BASE
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parsing (((NGAJULU RLU) (KA ANA RLA)) ((KURDU KUD) ( (KARLI))
((PUNTA RNI})).

BS: O: phrasal actioms: SELECT#: NOUN
category: CASE
children: 0: morphema: NGAJULU
category: NOUN

1: morpheme: RLU
category: CASE

i: categoTy: AUXTILIARY-SUBJECT
children: O: laxical actions: AURILIARY-SELECT:
AULILIARY-DBJECT
data: SYLLABLES: 1
morphema: KA
category: AULILIARY-BASE

1: data: SYLLABLES: 1
morphama: ANA
catagory: AUXILIARY-SUBJECT

2: data: SYLLABLES: 1
morpheme: RLA
category: AULILIARY-DATIVE

2: phrasal actions: SELECT#: KOUN
category: CASE
children: 0: morpheme: KURDU
category: NOUN

1: morphema: KU
category: CASE

3: phrasal actions: SELECT=: NOUN
category: CASE
children: O: morpheme: KARLI
catagory: NOUN

1: morpheme: *ABS*
catagory: CASE

4: category: VERB

children: 0: datal CONJUGATION: 2
morphema: PUNTA
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category: VERB

1: data: CONJUCATION: 2
morphemsa: RNI
category: TENSE

33: projection?: NIL
category: AUXILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERE
category: VERB
children: projection?: NIL
data: THETA-ASSIGNED: AGENT
CASE-ASSIGNED: ERGATIVE
category: CASE
children: projection?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
merphemea: NGEJULL
category: NOUN

projectiont: T

data: CASE-MARKED: ERGATIVE
morphema: RLU

category: CASE

projectiont: T
category: VERBE
children: projection?: WIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
children: projectien?: NIL
merpheme: KARLI
category: NOUN

projectiont: T
data: CASE-MARKEED:
ABSOLUTIVE
morphema: *ABS+
category: CASE

projection?: NIL

data: THETA-LINKEED: PATH
category: CASE
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ehildren: projection?: NIL
morphems: EURDU
category: NOUN

projection?: T
data: CASE-ASSIGNED:
DATIVE
CASE-MAREED:
DATIVE
THETA-ASSIGNED:
PATH
morphemea: KU
category: CASE

projecticn?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME

PATH)

AGENT: ERGATIVE
THEME: ABSOLUTIVE
FATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH

morphemea: PUNTA

category: VERB

projection?: T
category: AURILIARY-BASE
children: prejection?: NIL
morpheme: RLA
category: AUXILIARY-DATIVE

projection?: NIL
data: PERSON: 1
NUHBER: SINGULAR
morphame: RNA
catagory: AURILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
ASFECT: IHPERFECT

morphema: KA

catagory: AUXILIARY-BASE

Parsing (((KURDU KU) (KA RMA RLA))} ((PUNTA RNI}) C(NGAJULU RLUD )
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[({KARLI}}Y}.

¢ phrasal actions: SELECT*: NOUR

category: CASE

childran: 0O: morpheama: EURDU
category: MOUN

1: merphema: EU
category: CASE

i catagory: AUXILIARY-SUBJECT
children: ©: lexical actions: AUXILIARY-SELECT:
AUXILIARY-0BJECT
data: SYLLABLES: 1
morphama: KA
category: AURKILIARY-BASE

1: data: SYLLABLES: 1
morpheme: RHA
catagory: AUXILIARY-SUBJECT

2: data: SYLLABLES: 1
morphema: RLA
category: AUXILIARY-DATIVE

: catagory: VERB

children: 0: data: CONJUGATION: 2
morphema: PUNTA
category: VERB

1: data: CONJUGATION: 2
morphemea: RNI
category: TENSE

: phrasal actions: SELECT+: NOUN

category: CASE

children: 0: morpheme: NGAJULU
category: NOUN

1: morphema: RLU
category: CAZE

: phrasal actions: SELECT=: KOUN

category: CASE
¢hildran: O: morphems: KARLI
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catagory: NOUN

1: morphema: *ABSe
catagory: CASE

535: projection?: NIL
category: AULILIARY-BASE
children: projection?: KIL
dats: ARGUMENT: VERB
category: VERB
children: projecticn?: NIL
data: THETA-ASSIGNED: AGERT
CASE-ASSIGHED: ERGATIVE
category: CASE
children: projection?: NIL
data: PERSON: 1
NUMEER: (SINGULAR)
morphema: NGAJULUD
category: NOUK

projection?: T

data: CASE-MARKED: ERGATIVE
morphama: RLU

category: CASE

projection®: T
category: VERB
children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
children: projection?: NIL
morphema: KARLI
category: NOUN

prajection?: T
data: CASE-MARKED:
ABESOLUTIVE
morphema: *ABS*
category: CASE

projection?: NIL

data: THETA-LINKED: PATH
category: CASE

children: projection?: NIL
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morphama: KURDLU
category: NOUN

projaction?: T
date! CASE-ASSIGHED:
DATIVE
CASE-MAREED:
DATIVE
THETA=ASSIGNED:
FATH
morpheme: KU
category: CAZE

projectiont: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME

FATH)

AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: FPATH

porphoma: PUNTA

category: VERBE

projecticn?: T
category: AURILIARY-BAZE
children: projection?: NIL
morphama: RLA
category: AUXILTARY-DATIVE

projection?: NIL
data: PERSON: 1
NUMBER: SINGULAR
morphama: RNA
category: AULILIARY-SUBJECT

projection?: T

data: TENSES: (NONPAST)
ASPECT: IMPERFECT

morpheme: K&

ceategory: AUXILIARY-BASE

Parging (({KARLI) (KA RNA RLA)) ({NGAJULU RLU)} ((KURDU KU))
((PUNTA RNI)}).



Ps:

: phrasal actions: SELECT+: NOUN

category: CASE
children: 0: morphema: KARLI
category: NOUN

1: morpheme: =ABS+
category: CASE

i category: AURILIARY-SUBJECT

children: 0: lexical acticons: AUNXILIARY-SELECT:
AUXILIARY=-0BJECT
data: SYLLABLES: 1
morpheme: KA
catagory: AUXILIARY-BASE

1: data: SYLLABLES: 1
morphame: RNA
category: AUXILIARY-SUBJECT

2: data: SYLLABLES: 1
morphema: RLA
category: AUXILIARY-DATIVE

: phrasal actions: SELECT+=: KOUN

catagory: CASE
children: 0: morpheme: NGAJULU
category: NOUN

1: morphemsa: RLU
category: CASE

: phrasal actioms: SELECT=: NOUN

category: CASE
children: 0: morphama: EURDU
category: NDUN

1: morphema: EU
category: CASE

: category: VERB

children: O: data: CONJUGATION: 2
morpheme: PUNTA
category: VERB

1: data: CONJUGATION: 2
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morphema: RNI
category: TENSE

83: projection?: NIL
category: AUKILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERH
category:; VERH
children: projection?: NIL
~data: THETA=-ASSIGNED: AGENT
CASE-ASSIGNED: ERGATIVE
Tcategory: CASE
children; projection?: NIL
data: PERSON: 1
HUMBER: (SINGULAR)
morphema: NGAJULU
category: NOUN

projectiont: T

data: CASE-MARKED: ERCATIVE
morphema: RLU

category: CASE

projection?: T
category: VEREB
children: projecticn?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
children: projection?: NIL
morphema: KARLI
category: NOUN

projection?: T
data: CASE-MAREED:
HBSOLUTIVE
morphame: *ABES#
category: CASE

prajaction?: NIL

data: THETA-LINEED: FATH

category: CASE

children: projection?: NIL
morphems: KURDU
category: NOUN
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projection?: T
data: CASE-ASSIGNED:
DATIVE
CASE-MARKED:
DATIVE
THETA-ASSIGHED:
PATH
morpheme: KU
catagory: CASE

projaction?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME

PATH)

AGENT: ERGATIVE
THEME: ABSOLUTIVE
PATH: DATIVE
SUBJECT: AGENT
OBJECT: PATH

morpheme: PUNTA

category: VERB

projection?: T

catagory: AUXILIARY-BASE

childrean: projectien?: NIL
morpheme: HALA
catagory: AUXILIARY-DATIVE

projection?: NIL
data: FERSON: 1
NUNBER: SINGULAR
morphama: RNA
category: AUEKILIARY-SUBJECT

projoction®: T

data: TENSES: (NONPAST)
ABPECT: IMPERFECT

morphema: KA

category: AURILIARY-BASE

A.2.9 Argument Identification

Parsing ({(MGAJULU RLU} (KA RNA RLA})} ({PUNTA RNI}} C((EURDU KU})
{(KARLI})).
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PATH: projection?: NIL
morphems: KURDU
categery: NOUN

THEME: projection?: NIL
morphems: EARLT
catagory: NOUN

AGENT: projecticn?: NIL
data: FERSOR: 1
NUMEER: (SINGULAR)
porphesa: NGAJULU
category: NOUN

Parsing {{(HWGAJULU RLU} (KA RNA RLA}} ((KURDU KU}} ((EARLI))
({PUNTA RNI))).

PATH: prejection?: NIL
morphama: EURDT
catagory: NOUN

THEME: projection?: NIL
morphemea: KARLT
category: NOUN

AGENT: projection?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
morphama: NGAJULL
catogory: NOUN

Parsing (((KURDU KU) (KA RNA RLA)) ((FUNTA RNI}} ((NGAJULU RLU))
((KARLI}}).

PATH: projection?: NIL
morphema: KURDY
category: NOUN

THEME: projectionT: NIL
morpheme: KARLI
catagory: NOUN

AGENT: projection?: NIL

data: PERSON: 1
NUMEER: (SINGULAR)
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morpheme: NGAJULU
category: NOUN

Parsing (((KARLI} (KA RNA RLA)} ((NGAJULU RLU}} ((EKURDU KU})
((PUNTA RNI)}}.

PATH: projection?: NIL
morphams: EURDU
category: NOUN

THEME: projection?: NIL
morpheme: KARLI
catagory: NOUN

AGENT: projection?: NIL
data; PERSON: 1
NUMBER: (SINGULAR)
morpheme: NGAJULU
category: HOUN

A.2.10 Null Auxiliary Components
Parsing (((MARLU RLU EA)}} ((NYA NYI)} C{KURDU})).

P5: O: phrasal actiomns: SELECT*: NOUN
category: CASE
children: 0: morpheme: MARLL
category: NOUN

1: morphems: RLY
category: CASE

1: lexical actioms: AUEKILIARY-SELECT: AUXILIARY-DATIVE
AUXILIARY-SELECT: AUXILIARY-0BJECT
AUXILIARY-SELECT: AUXILIARY-SUBJECT
RICHT-ADJACENT: (AUXILIARY=EUBJECT
AUXILIARY-0BJECT
AUXILIARY=-DATIVE)
data: SYLLABLES: 1
morphems: KA
category: AUXILIARY-BASE

2: categeory: VERB
childran: 0: data: CONJUGATION: 3
morphema: NYA
category: VERE

143



1: data:; CONJUGATION: 3
morphemes: NYIL
cateagory: TENSE

3: phrasal actions: SELECT*: NOUN
category: CASE
children: O: morphems: EURDU
catagory: NOUN

1: morpheme: *ABS*
catagory: CASE

55: projection?: NIL
category: AUXILIARY-BASE
children: projecticon?: KIL
data: ARGUMENT: VERB
catagory: VERB
children: prejection?: NIL
data: THETA-ASSIGNED: AGENT
CASE-ASSIGHED: ERGATIVE
category: CASE
children: projectien?: NIL
morpheme: MARLY
category: NOUN

projaction?: T
data; CASE-MARKED: ERGATIVE
morphema: RLU
category: CASE

projection?: T
category: VERB
children: projection?: NIL
data: THETA-ASSIGHNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
children: projsection?: NIL
marphems: KURDU
categery: NOUN

projaction?: T
data: CASE-MAREED:
ABSOLUTIVE
morphame: *ABS®
categery: CASE
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projection?: T

data: TENSE: HONPAST
THETA-ROLES: (AGENT THEME)
AGENT: ERGATIVE
THEHE: ABSOLUTIVE
SUBJECT: AGENT
OBJECT: THEHE

merphama: NYA

category: VERB

prajection?: T
category: AUXILIARY-BASE
children: projectioen?: T
data:; TENSES: (NONPAST)
ASPECT: IMPERFECT
morpheme: KA
catagory: AUXILIARY-BASE

Parsing (((NGAJULU RLU KA RNA)) ((NYA NYI}) ((KURDUJ)).

F5: 0: phrasal actions: SELECT+: NWOUN
category: CASE
children: O: morpheme: NGAJULYU
category: NDUN

1: morphema: ALU
category: CASE

1: category: AUKILIARY-BASE
children: 0: lexical acticme: AUXILIARY-SELECT:
AUXILIARY-DATIVE
AUEILIARY-SELECT:
AUXILIARY-DBJECT
data: SYLLABLES: 1
merphome: KA
catagory: AUXILIARY-BASE

1: lexical actions: RIGHT-ADJACENT:
{AUXILIARY-O0BJECT

AUXILIARY-DATIVE)
data: SYLLABLES: 1
morpheams: RNA
category: AUKILTARY-SUBJECT

2: catagory: VERB

145



25:

childran: 0: data; CONJUGATION: 3
morphema: NYA
category: VERB

1: data; CONJUGATION: 3

morphems: NYI
category: TENSE

3: phrasal actlons: SELECT+: NOUN
category: CASE
children: 0! morpheme: EURDU
category: NOUN

1: morphema: *ABS=
category: CASE

projection?: NIL
category: AUXILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERB
category: VERB
children: projection?: KIL
data: THETA-ASSIGNED: AGENT
CASE-ASSIGNED: ERGATIVE
category: CASE
children: projection?: NIL
data: PERSON: 1
NUMBER: (SIKGULAR)
morphema: NGAJULU
catagory: NOUN

projaction?: T

data: CASE-MARKED: ERGATIVE
morphama: RLU

category: CASE

projection?: T
category: VERB
children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
catogory: CASE
children: projection?: NIL
morphema: KURDU
category: NOUN
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projaction®: T

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morphama: =ABS#*
category: CASE

projection?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SURJECT: AGENT
OBJECT: THEME

morpheme: NYA

catagory: VERB

category: AURILIARY-BASE
children: projection?: NIL

data:

FERSON: 1
NUMBER: SINGULAR

morphema: RNA
category: AURILIARY-SUBJECT

projection?: T

data:

TENSES: (NONPAST)
ASPECT: IMPERFECT

morphema: KA
category: AUXILIARY-BASE

parsing (((NGAJULU RLU KA RNA NGK)) CCHYA NYI)) C((NYUNTULU)).

p5: 0: phrasal actions: SELECT«: NOUN

category: CASE

childran: 0: morphema:
catagory:

1: morpheme:

catagory:

NGAJULU
HOUN

RLU
CASE

1: eategory: AULILIARY-SUBJECT
children: ©O: lexical actions: AULILIARY-SELECT:

AUXILIARY-DATIVE

data: SYLLABLES: 1

hﬂrphﬂml:

Ea
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category: AULILTARY-BASE

1: data: SYLLABLES: 1
morphems: HRNA
catogory: AULILIARY-SUBJECT

2: lexical actions: RIGHT-ADJACENT:
(AUXILIARY-DATIVE)
data: SYLLABLES: 1
morphemea: NGEU
category: AUKILTARY-OBJECT

2: catagory: VERB
children: O: data: CONJUGATION: 3
morphema: NYA
category: VERE

1: data: CONJUGATION: 3
morpheme: NYI
category: TENSE

3:; phrasal actions: 3ELECT=: ROUN
category: CASE
children: 0: morpheme: NYURTULU
cataegory: NOUN

1: morpheme: =AHS=
category: CASE

£8: projection®: NIL
category: AULILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VEREB
category: VERB
children: projection?: KIL
data: THETA-ASSIGRED: AGERT
CASE-ASSIGNED: ERGATIVE
category: CASE
children: projection?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
morphems: NGAJULU
category: NOUN

projection?: T
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data: CASE-MARKED: ERGATIVE
morphema: RLU
category: CASE

projectiont: T
category: VERB
children: projection?: NIL
data: THETA-ASSICNED: THEME
CASE-ASSIGHNED: ABSOLUTIVE
category: CASE
children: projection?: NIL
data: PEASON: 2
NUMBER: (SINGULAR)
morpheme: NYUNTULU
category: NOUN

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morphems: *ABS®
catagory: CASE

projection?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
OBJECT: THEME

morphama: NYA

category: VEAEB

projection?: T
category: AUXILIARY-BASE
children: projection?: KIL
data: FERSON: 2
NUMBER: SINGULAR
morphama: NGEU
catagory: AUXILIARY-OBIECT

projection?: NIL
data: PERSON: 1
NUMBER: SINGULAR
morphams: RNA
category: AUXILIARY-SUBJECT
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projection?: T

data: TENSES: (NONPAST)
ASFECT: IMFERFECT

morphema: KA

category: AURILIARY-BASE

Parsing =({{NGAJULU RLU EA NGKU)) ((NYA NYI)} C((NYUNTULU))).

(((¥GAJULU BLU KA NGKU)) ((NYA NYI)} ((NYUNTULU))) is ungrammatical.
The DEFAULT-AURILIARY clitic does not agree im parson with the
SUBJECT.

Paraing *(((NGAJULU RLU K& RNA)) (CNYA NYI)) ((NYUNTULU))).

(({NGAJULU RLU K& RNA)) ((NYA NYI)) ((NYUNTULU})) is ungrammatical.
The DEFAULT-AUXILIARY clitic does not agree in perscn with the
OBJECT.

A.2.11 Null Anaphora

Parsing (((NYA NYI KA)) ({KURDU}}).

P3: D: category: VERB
children: 0O: data: CONJUGATION: 3
morpheme: HYA
catagory: VERB

1: data: CONJUGATION: 3
morphemsa: NYI
category: TENSE

1: lexical actions: AUXILIARY=SELECT: AUXILIARY-DATIVE
AULILIARY-SELECT: AUXILIARY-O0BJECT
KUEILIARY-SELECT: AUXILIARY-SUBJECT
RIGHT=-ADJACENT: {AUXILIARY-SUBJECT
AUEILIARY-OBJECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
morpheme: E&
category: AURILIARY-BASE

2: phrasal actioms: SELECT=: KOUN
category: CASE
children: 0: morphema: EKURDU
category: NOUN
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1: morpheme: *ABS=
category: CASE

55: projection?: NIL
category: AULILIARY-BASE
children: projection?: NIL
data: ARGUMENT: VERB
catagory: VERB
children: projection®: T
actions: CASE-ASSICN: ERGATIVE
THETA-ASSIGN: AGENT
catagory: VEAB
children: projectien?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
category: CASE
children: projection?: NIL
morpheme: KURDU
category: NOUN

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morphama: *AHI#
category: CASE

projection?: T

data: TENSE: RONPAST
THETA-ROLES: (AGENT THEME)
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
OBJECT: THEME

morpheme: NYA

category: VERE

projection?: T
category: AUXILIARY-BASE
ehildren: projection?: T
data: TENSES: (NONPAST)
ASPFECT: IMPERFECT
morphema: Ei
category: AUXILIARY-BASE

Parsing (((NYA NYI KA}J).



FS: D: category: VERE

children:

0: data: CONJUGATION: 3

morphama: NYA
category: VERE

1: data: CONJUGATION: 3
morpheme: NYI
category: TEKSE

1: lexical actions:

data: SYLLABLES:
morpheme: K&
catagary: AUXILIARY-BASE

£8: projection?: NIL
AUEILTARY-BASE
projection?: NIL
data: ARGUMENT: VERB

catngurg:
childran:

catagnrf:
childran:

AUEILTARY-SELECT: AUKILIARY-DATIVE
AURILIARY-SELECT: AUXKILIARY-O0BJECT
AUXILTARY=SELECT: AUKILIARY=SUBJECT
RIGHT-ADJACENT: (AUXILIARY-SUBJECT
AURILIARY=0BJECT
AUXILTARY-DATIVE)
1

VERB
projection®: T
actione: CASE-ASSIGN: ERGATIVE
THETA=ASSIGN: AGENT
category: VERB
children: projectien?: T
actions: CASE-ASSIGN: ABSOLUTIVE
THETA=-ASSIGN: THEME
data: TENSE: NONPAST
THETA-ROLES: {(AGENT THEME}
AGENT: ERGATIVE
THEHE: ABSOLUTIVE
SUBJECT: AGERT
ODBEJECT: THEME
morphema: NYA
catagory: VERB

projection?: T
cataegory: AUXILIARY-BASE
childran: projection?: T

data: TENSES: (HONPAST)
ASPECT: IMPERFECT
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morphema: KA
category: AUKILIARY-BASE

Parsing (((KA RNA NGKU)) ((NYA NYI)) C((NYUNTULU))).

P3: 0: catagory: AURILTARY-SUBJECT
children: 0; laxical actions: AUXILIARY-SELECT:
AUXILIARY-DATIVE
data: SYLLABLES: 1
morpheme: Ki
category: AULILIARY-BASE

1: data: SYLLABLES: 1
porphame: RNA
category: AURILIARY-SUBJECT

2: lexical actions: RIGHT-ADJACENT:
(AUXILIARY-DATIVE)
data: SYLLABLES: 1
morphemss; NGEL
category: AUXILIARY-O0BJECT

1: category: VEREB
children: @: data: CONJUGATION: 3
morphema: NYA
category: VERB

1: data: CONJUGATION: 3
morphema: NYIL
catagory: TENSE

2: phrasal actions: SELECT=: KOUR
category: CAZE
children: 0: morphema: NYURTULU
catagory: NOUN

1: morphema: sABS=*
catagory: CASE

35: projection?: NIL
category: AUXILIARY-BASE
children: prejection?: NIL
data: ARGUMENT: VERB
category: VERB
children: projection?: T
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actions: CASE-ASSIGN: ERGATIVE
THETA-ASSIGN: AGENT
category: VERE
children: prejectien?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABSOLUTIVE
catagory: CASE
children: projaction?: NIL
data: FERSON: 2
NUMBER: (3INGULAR)

morpheme: NYUNTULD
category: NOUN

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morpheme: =AHS
category: CASE

projection?: T

data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME}
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
DBJECT: THEME

morphems: NYA

category: YERE

projection?: T
category: AULILTARY-BASE
children: projection?: NIL
data: PERSON: 2
NUMBER: SINGULAR
morphemea: NGEL
category: AULILTARY-OBJECT

prejection?: NIL
data:; PERSON: 1
NUMBER: SINGULAR
morphema: RNA
catagory: AURILIARY-SUBJECT

projectiont: T
data: TENSES: (NONPAST)
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ASFECT: IMPERFECT
morpheme: K&
category: AUXILIARY-BASE

Parsing (((NGAJULU RLU KA RNA NGEKU)) ((NYA NYI}}).

PS: 0: phrasal actiona: SELECT+=: KOUN
category: CASE
children: 0: morphems: NGAJULU

catagory: NOUN

1: morphems: RLU

category: CASE

1: category: AURILTARY-SUBJECT
children: O: lexical actiona: AURILIARY-SELECT:

AULILIARY-DATIVE
data: SYLLABLES: 1
morphema: KA
category: AULILIARY-BASE

¢ data: SYLLABLES: 1

morphems: RNA
catagory: AUXILIARY-SUBJECT

s lexical actioms: RIGHT=ADJACENT:

(AUXILIARY-DATIVE)
data: SYLLABLES: 1
morphemea: NGEU
category: AUXKILTARY-OBJECT

2: category: VERB
children: 0: data: CONJUGATION: 3

morpheme: NYA
category: VERE

¢ data: CONJUGATION: 3

morpheme: NYL
category: TENSE

25: projection?: NIL

CAategory:
childran:

AUXILIARY-BASE
projection?: NIL
data: ARGUMENT: VERB
category: VERB
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children: projection?: NIL
data: THETA-ASSIGNED: AGENT
CASE-ASSIGNED: ERGATIVE

category: CASE

children: prejection?: NIL
data: PERSOH: 1

NUMBER: (SINGULAR)

morphems: NGAJULL
category: NOUN

prejoctiont: T

data: CABE-MARKED: ERGATIVE
morpheme: RLU

category: CASE

projaction?: T
catagory: VERE
children: projection?: T
actions: CASE-ASSIGN: ABSOLUTIVE
THETA=ASSICH: THEME
data: TENSE: NONPAST
THETA-ROLES: (AGENT THEME)}
AGENT: ERGATIVE
THEME: ABSOLUTIVE
SUBJECT: AGENT
OBJECT: THEME
morphama: HYA
category: YERE

projection?: T
catagory! AUKILIARY-BASE
children: projection?: NIL
data: FPERSON: 2
HUMEER: SINGULAR
morphema: NGEU
category: AUXILIARY-OBJECT

projection?: NIL
data: FERSON: 1
NUHMBER: SINGULAR
morphama: RNA
catagory: AULILIARY-SUBJECT

proejection?: T
data: TENSES: (NONPAST)
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ASPECT: IMPERFECT
morphama: KA
catagory: AUXILIARY-BASE

A.2.12 Too Many Arguments
parsing *(({YA NI KA)) { (NGAJULU RLUJ) ( (KURDU ¥U}) ((KARLI})}.

CCCYA NI KAD) C((NGAJULU RLU)) ((KURDU KU)) ((KARLID)) is
ungrammatical .
The syntactic structure is unconnected.

Parsing *(((YA NI KA)) ((KURDU KU)) ((KARLI})D.

CC(YA NI KA)) ((KURDU KUD) ((KARLI))) is ungrammatical.
The syntactic structure ig unconnacted.

parsing (((YA NI KA)D ((KURDU} D).

p53: 0: catagory: VERB
children: 0: data: CONJUGATION: 5
morphame: YA
category: VERB

1: data: CONJUGATION: 5
morpheme: NI
category: TENSE

1: lexical actions: AUXILIARY-SELECT: AUXILIARY-DATIVE
AUXILIARY-SELECT: AUXILIARY-DBJECT
AUXILIARY=-SELECT: AUXILIARY-SUBJECT
RIGHT-ADJACENT: {AUXILIARY-SUBJECT
AUXILIARY-0OBJECT
AUXILIARY-DATIVE)
data: SYLLABLES: 1
morphema: KA
catagory: AURILIARY-BASE

2: phrasal actions: SELECT=: NOUN
catagory: CASE
children: O: morpheme: KURDU
catagory: NOUN

1: morphema: =ABS*
category: CASE
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55: projection?: NIL
category: AUZILTARY-BASE
children: projection?: NIL
data: ARGUHENT: VERB
category: VERE
children: proejectiont: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: ABRSOLUTIVE
category: CASE
children: projection?: NIL
morphane: EURDU
category: NOUN

projection¥: T
data: CASE-MAEKED: ABRSOLUTIVE
morphema; *ARS#
catagory: CASE

prejectiont: T
catagory: VERB
children: projection?: T
data: TENSE: NONFPAST
THETA-ROLES: (THEME)
THEME: ABSOLUTIVE
SUBJECT: THEME
morphema: YA
categery: VERE

projectiont: T
CAtegory: AUXILIARY-BASE
children: projection?: T
data: TENSES: (NONPAST)
ASPECT: IMFERFECT
morphema: Ki
catagory: AURILIARY-BASE

A.2.13 Case Marking

Parzing (((KA RNA WGKU RLA)) ((YULKA MI}} C((NGAJULU})
(CNYUNTULU EUID).

P3: 0: category: AUKILIARY-OBJECT
children: O: data: SYLLABLES: 1
morphema: KA
category: AUNILIARY-BASE



1: data; SYLLABLES: 1
morphema: RHA
category: AUXILIARY-SUBJECT

2: data: SYLLABLES: 1
morphema: NGKU
catagory: AULILIARY-OBJECT

3: data: SYLLABLES: 1
morpheme: ALA
category: AUXILIARY-DATIVE

1: category: VERB
children: O: data: CONJUGATION: 1
morphamea: YULKA
categery: VERB

1: data: CONJUGATION: 1
morpheme: MI
category: TENSE

2: phrasal actiens: SELECT#*: HOUH
catagory: CASE
children: O: morphema: NGAJULU
catagory: NOUN

1: morpheme: *ABS=®
category: CASE

3: phrasal actions: SELECT#: NOUN
catagory: CASE
children: 0: morpheme: NYUNTULU
category: NOUN

1; morphems: KU
category: CASE

55: projection®: MIL
category: AUXILTARY-BASE
ehildren: projection?: NIL
data: ARGUMENT: VERB
category: VERB
children: projectien?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGNED: AESOLUTIVE
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category: CASE
children: projection?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
morphema: NGAJULD
category: NOUN

projectient: T
data: CASE-MARKED: ABSOLUTIVE
morphema: *ABS#*
category: CASE

praojection?: T
category: VERE
children: projection?: NIL
data: THETA-LINEED: PATH
category: CASE
children: projection?: NIL
data: PERSON: 2
NUMBER: (SINGULAR)
morphems: NYUNTULY
category: NOUN

projection?: T
data: CASE-ASSIGNED:
DATIVE
CASE-MARKED: DATIVE
THETA-ASSIGNED:
FATH
morpheams: KU
category: CASE

projection?: T

data: TENSE: NONPAST
THETA-ROLES: (THEME PATH)
THEME: ABSOLUTIVE
FPATH: DATIVE
SUBJECT: THEME
OBJECT: FATH

morphema: YULKA

category: VERB

projection?: T

category: AUKILIARY-BASE
children: projection?: NIL
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morpheme: RLA
category: AUKILIARY-DATIVE

projection?: NIL
data: PERSON: 2
NUMBER: SINGULAR
morphama: NGKU
catagory: AUXILIARY-OBJECT

projectiont: NIL
data: PERSON: 1
NUMBER: SINGULAR
morphema: RNA
category: AUKILIARY-SUBJECT

projection?: T

data: TENSES: (NONFAST)
ASPECT: IMPERFECT

morphema: K&

catagory: AUKILIARY-BASE

Parsing *(((KA RNA NGKU RLA)) ((YULKA MI)} C((NGAJULU RLU})
C{NYUNTULU) } ) .

(((KA BNA NGEU RLA)) ((YULEA MI)} C((NWGAJULU RLU}} {(HYUNTULU}}) is
ungrammatical.
The syntactic structurs is unconnacted.

Parsing *(((KA RNA NGKU RLA)) ((YULKA MI)) ((NGAIJULU KU))
{ (NYUNTULU RLUI)).

(({KA RNA NGEU RLA)} ((YULKA MID) ((NGAJULU KU} C{NYUNTULU RLUJ)) is
ungrammatical.
The syntactic structure is unconnected.

A.2.14 Auxiliary Base Agreement
Parsing #(((NGAJULU RLU LPA ANA RLA}} ((PUNTA RNIJ) ((KURDU KUJ)
((EARLII)).

¢((NGAJULU RLU LPA RNA RLA)) ((PUNTA RNI)) ((EURDU KU}) ((KARLI))}) is
ungramnnti:al.

The tenses of LPA and PUNTA do not match.

Parsing (((NGAJULU RLU LPA RNA RLA)) ((FUNTA RNUY) ((KURDU EU})
((KARLI)}).
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P3: Q. phrasal actions: SELECT=: NOUN
catagory: CASE
children: 0: morpheme: NGAJULU
category: NOUR

1: morpheme: ALU
category: CASE

1: category: AUKILIARY-SUBJECT
children: O: lexical sctiomna: AUXILIARY-SELECT:
AUXTLIARY-0BJECT
data: SYLLABLES: 1
morphems: LPA
category: AUKILTARY-BASE

1: data: SYLLABLES: 1
merphams: RHA
category: AUEKILTARY-SUBJECT

2: data: SYLLABLES: 1
morpheme: RLAE
categery: AURILIARY-DATIVE

2: category: VERB
children; ©: data: CONJUGATION: 2
morphams: PUNTA
catagory: VERB

1: data: CONJUGATION: Z
morphems: RN
catagory: TENSE

3: phrasal actions: SELECT#: HNOUN
category: CASE
childrem: O: morpheme: EKURDU
category: NOUN

1: morphema: EU
category: CASE

4: phrasal actione: SELECT=: HOUN
category: CASE
children; 0; morphems: KARLI
category: NOUN
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i: morpheme:; *ABSe
category: CASE

55: projection?: NIL
catagory: AUKILTARY-BASE
children: projectien?: NIL
data: ARGUMENT: VERB
category: VERB
children: projecticm?: NIL
data: THETA-ASSIGNED: AGENT
CASE-ASSIGNED: ERGATIVE
catagory: CASE
children: projectien?: NIL
data: PERSON: 1
NUMBER: (SINGULAR)
morphema: NGAJULU
category: NOUN

projection?: T
data: CASE-MARKED: ERGATIVE
morphems: RLU
category: CASE

projection?: T
catagory: VERB
children: projection?: NIL
data: THETA-ASSIGNED: THEME
CASE-ASSIGHNED: AESOLUTIVE
catagory: CASE
children: projection?: NIL
morphema: KARLI
catagory: HNOUN

projection?: T
data: CASE-MARKED:
ABSOLUTIVE
morphema: =ABS#
category: CASE

projection?: NIL

data: THETA-LINKED: PATH

category: CASE

children: projection?: NIL
morphems: KURDU
category: NOUN
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projection?: T
data: CASE=-ASSIGHED:
DATIVE
CASE-MARKED:
DATIVE
THETA-ASSIGHED:
PATH
morphema: KU
category: CASE

projection?: T

data: TENSE: PAST
THETA-ROLES: (AGENT THEME

FPATH)

AGENT: ERGATIVE
THEME: ABSOLUTIVE
FATH: DATIVE
SUBRJECT: AGENT
OBJECT: FATH

morpheme: FUNTA

category: VERE

projesction?: T

category: AULILIARY-BAZE

children: projectlien?: NIL
morpheme: RLA
category: AUKILIARY-DATIVE

projection?: NIL
data: PERSON: 1
KUMBER: SINGULAR
morpheme: RNA
catagory: AUKILIARY-EUBIECT

projection?: T

data: TENSES: (PAST IRREALIS)
ASFECT: IMPERFECT

morpheme: LPA

catagory: AUKILIARY-BAZE

A.2.15 Nominal Agreement

Parsing =(((KA RNA NGKU RLA)) (CYULKA MI}) (({MARLU})
{{NYUNTULU KU))).
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(((KA RNA NGKU RLA)) C((YULKA MI)) ((MARLU)) ((NYUNTULU EU}}} is

ungrammatical .
The AUXILIARY-SUBJECT clitic does not agree in person with the

SUBJECT.

Parsing *«(((KA RNA NGKU RLA)) ((YULKA MI}} {(NGAJULU})
CCYTRRINIT KIND).

(((XAk RNA WGEU RLA)) ((YULKA MI}) ((NGAJULU)) ((YIRRIRJI KI}}) is

ungrammatical .
The AUXILIARY-OBJECT clitic does not agree in person with the OBJECT.
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