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NATURAL LANGUAGE INPUT FOR
A COMPUTER PROBLEM SOLVING SYSTEM
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ABSTRACT

The STUDENT problem solving system, programmed in LISP, ac-
cepts as input a comfortable but restricted subset of English which
can express a wide variety of algebra story problems. STUDENT finds
the solution to a large class of these problems. STUDENT can utilize
a store of global information not specific to any one problem, and
may make assumptions about the interpretation of ambiguities in the
wording of the problem being solved. If it uses such information,
or makes any assumptions, STUDENT communicates this fact to the user.

The thesis includes a summary of other English language ques-
tion-answering systems. All these systems, and STUDENT, are evalu-
ated according to four standard criteria.

The linguistic analysis in STUDENT is a first approximation
to the analytic portion of a semantic theory of discourse outlined
In the thesis. STUDENT finds the set of kernel sentences which are
the base of the input discourse, and transforms this sequence of
kernel sentences into a set of simultaneous equations which form the
semantic base of the STUDENT system. STUDENT then tries to solve
this set of equations for the values of requested unknowns. If it
is successful it gives the answers in English. If not, STUDENT asks
the user for more information, and indicates the nature of the de-
sired information. The STUDENT system is a first step toward natu-
ral language communication with computers. Further work on the se-
mantic theory proposed should result in much more sophisticated

- systems.

Thesis Supervisor: Marvin L. Minsky
Title: Professor of Electrical Engineering
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CHAPTER I: INTRODUCTION

B SO

The aim of" the reseaich réported here was to discéifer how -
one could butild a: computer progrm which oould comunicaw with
people in a naturcl languagg within some restri.cted prohfm domain.
In the course of this imrestigation, I wrote a set of cdqﬂi;:er gso-
grams, the STUM Gystem, which accepts as input a comﬁart:able “but
restricted subset of !nslish vhich can be used to express a?widm
variety of a‘lgebra story yroblem The prpbleﬁs g’hmm 13 rigurefl
illustrate .some of the comunic;ation nnd prabl.en! Sblvin ;capabil-
ities of this gystem. fuz :

In the follawing d.ucusaion, I shau use phraaes suda IB

"thd compntcr tmdirttanda ;ngnsh" : In a1a sudn a:a_uen, éi;g “Bn-
glish" is just the restricted subset of EKnglish which- 15 allowable
as input for the computer pragram under discussion. mIn addition,

for purposes of thu report t have adopw the fcll&inj operag’i?nal
definition of undericanﬂipg.z A omutetwerst@wa subset o!'; -
glish if it accepta :l.nput seﬁtenm whi&x, ara nedberg of this gq}set,
and answers questione bnsgd én 1n£orﬁathzn centaated 1n“the input..

The STUDENY system understanés Erg].ibh ﬁ ;this sénse«

A. The Problem Cog__!: of the S

In cons&ructiﬁg a queation-anneri’hj :ysta, many problm
are greatly qiq;lified ;lf the pmbleﬁ‘ cdh;;x; is i-egkri.qteg ‘ﬁlﬁ
simpliffcatibn resulting ¥rom the :emmions uboﬁiw i them
DENT sysg:eu, and the :ea'ona theie sinprlﬁcttionc ﬁfite, ,will be

discussed in. detail in the body of. tb;tp :seport. SE e

The STUDENT system is designed to answer questions embedded




1 9ans81a

INZANLS AqQ PIATOS SWATqOIg dWOS

(%3

(Tue PhosLenTo B soLvep 1s) -
(Tve of FancE: vonx T L0S ANGELES i$ 3080 MiLEs ,
,mo m "“‘ A JET PLANE IS 600 MILES PER MOUR

(THE iﬂlﬁﬂm N‘ll WLVED ARE) “.‘

(EQUAL %Sl‘y (TINE (IT / PRO) TAKES TO TMVEL FROM NEW mx
ILU JET)

(EQUAL (AVERASE mzo,os JET PLANE) (QUOTIINT (mu “0 (-NILB))

(FiNes. xwmgm

smwu. (!mmt mn m YORK TO LOS Agm.w mm sooo

R

MMM “w IMF!QIE’OT TO FIND: * SN.UTION

- RELATI ousmm
?@ n @imm (TIME))) (B L umt
wuu OF GALL m uun

(t nms m'ro GAVEW SPEED OF m l}wtl)

1’0 TRAVEL FROM NEW YORK T@ LOS ANGELES -

14 < ; i
:ﬁg %“g tau: €T ./ PRO) tws '&!"Tmu Mﬂzu .

gy

cmﬂw um mw?u FRON NEW vm n m uq.u ;pv
i’ !" i H —

ﬂ'b

2i4
WiFH

,,,
¥

T
210 00 LARS 5 1F NI PRICE
?gx PRICE , Immu mm ”ct

(W”w&u“

cmeMml‘ m*‘u mvu All) A
(eoull uzuuumo mﬁn .ot
(EQUAL (nlcmr RAD10Y cims .8499 (MARKEB PRICE)))
uwu. (mcl or muo; mm 69.70 (mumn
(mg:}mgp'aéu n 2 rﬁt’ms)

i

SUEBEREER L

lum ﬁ (Msnuc: FROM & YBAK ﬁ Los m:ﬁ) | gﬂ’&ngwt 0 8L

KB

(THE PROBLEM TO BE SOLVED i$) :

_(THE SUM OF TWO NUNBERS IS 111 . OME OF THE NUMBERS IS CONSECUTIVE
 TO THE OTHER NUMBER ,-FIND THE WO NUMBERS R

mmm POSSIBLE mmy

- (THE PROBLEN WITH AN’ mu&me smwnou
(THE SUN GF ONE OF THE NUNBERS AND' (THE:

e o.‘."ol"&t“:‘a':..‘iu‘.%’“mi‘"m
'('nu IQ\M'NORS TO 8E Qowcn Am
L“(WAL 802522 COTHER WUMBER))
mm 2521 (ONE oF WUMBERS))
(muu. CONE OF NUMBERS) mus 1 (OTHER nuuuam
(lqm. m.us (ONE OF- mnm) (oTHER mnn n:n

, .
€ 11
NE QTWNWR « FIND

(m onl OF THE tumm s su
- (THE otun WMBER 13 ;. m

N .:- -
b Lo ;-‘ ‘.;: I,
vnwm Do
ATHER S UNCEE 13CTWIGE ASSDLD AS BBLL 8. FATHER . 2
Now BILL EFATHER WILL BE 3.TINB6 AS OLO &5 BiLL
n@t OF THEIR A&s g, FIRD iYL STAGE)
*(ﬂqt EqATIONS YO BE w..vp up w1
gil Wass3 uuu. ? nﬁou) s A&n“ N
(xgeat ¢rus et fwnmn s ¢ um/ PERSON) 8 (UNCLE
t gs - 8 ABE) gn 3 (ﬂmn / PERSON)
{BILL / FERSON) S

L (PLUS C(BILL /. PE ) (lem / rhsolu s Am 2)
g('rm *mus (mu'. ¥ %m $ ME) - m

(‘&L é(llll. / PERSON) S CFATHER f FEBOH) 8 (UNCLE / PERSON)
- $ m) TINES 2 l(lll.& / PERSN) S (Fkﬂll 4 nm) - AGE)))

i

“(BILL § AGE (S 8)




B

ket Y v

o R e e S R LA

in English language statements:of-algebraistory ‘pgoblemi suth.ae- .

those-shown in:Figufe 1. STUDENT:does:this by comstructing from"~

the English inputi .a cerresponding set:eof:algebrafc equitiongy . dnd~ = .

solving this set:of .equstions for:the requested.iGflfiowis. (-If°. & 7" ..

needed, STUDENT has actess toa store of-"global'cinformetdion, = - ' -

not specific:-to-any particular.problemy and-can retrieve televamt- ..

facts and equations from this store of infémhdtion:" SYUDENE come . -

ments on its progress in solving a problem, and can request the

help of -the questioner:if it gets sbtucks: i i SRR
.. 'There are.a number of reasons why I ¢licse the context of -~ .7

algebra story:pooblems in whic¢h: to devélop-techinigues which would -~

allow a computer problem solving system:tc:decept nstwral -lamgaagé:. - 1V

input. First, we know a good type of data structure in which to -

store information meeded 'to: ansirey giesbione ~inthis eontaxty:

namely, algebraic.equations. There exist will dadwg ¥lgorithms - - °

for deducing imfermation 'implicit inithe egdatiomsi that iy~ R

values for particular vaviables whiick-sstipfy theset of ‘equations:

Ay B T N P TR S S RO P S

In additiop, I felt that there wis 4 medageable subsét of 7 -
English in which many types of algdhrs stoty iproblems Were ex~- :
pressible. A large number af these stdry probilems are availsble -
in first year high school text books, and I have transcribed some
of them inton. STUDENT's .input Baglish. - Since aluie gudstion«ansrer-
ing task: is one pexformed :by inimans ;. dnd=inge thy entire process '
from input -to iscdnkion of the!-equetdons was progresmul;,: wé -cai ob+
tain a measure of comparison qu theé pesrformence ©f STUDENT -7 ~ '
and of.-a human: on:the: same prohlumgs: iy Ssctyrtiks progren o aw -
IBM 7094 answers mnat questions thati it can handlis e fést or' - = |
faster then lwmans trying the same:probies. In:Gulging this voms : = i
parison, one should xremember: the base spoed of tiw: TIM 7094, which =
can perform over one hundred: thousami: additions per: gecomd.:: "~

e




B. Reasons for Wanting Natural Language Imput.

Why -should .one want to.talk to.aiEispiter. in English? There
are many; tongues :the:. computexr already:undeérstands - :such:'as: FORTRAN,
COMIT, LISP, 'ALGOL, COBOL, to-name just a:few. Theee serve ade~

quately as communicatiofi.media with thercemputer:for a large.class

of problems. A more pertinent:question-is ..niaialy‘;«igt_l_' en is 'English -
input to-a .computer desirable?: G loannowan

English input is desirable, for example, if it is:necessary
to use the computer for retrieval of information from a text in
English. If a computer could accept English'input,.wuch iaformation
now recorded only in English would be available formedsmiputer ude
without need for human trenslation.. = . Sy

A computer which understood English would ‘be-more accessible
to any speaker .of English, whether er not he was tratiwed in<any
"foreign'" computer tongue. Por a ®ingle . shot at the¢ competer with
a question not likely to be repeated; it would not be worthwhile
to train the user in a specialized language. For fact retrieval,
rather than document retxrieval, Eaglish is @ ga-d& wehicle ‘for
stating queries. For a goed description of the differences between -
fact and document retrieval, see Cooper {12). - =~ ~2:a. . lu

Programming languages are process of¥iented. - One cannot

describe a problem, only. a method for fimding a sglution to the prob- .

lem. A natural language is a .convemient vehitcle fow providing a

description of the problem itself, leaving the choipe 0f processing
to the problem solver accepting the input: In aw -extreme case, one -
would like to talk to the computer about a problem, with approprisate
questions and interjections by the computer on assumptions it finds

necessary, until the computer .claims that the problem is now well
formed, and an -attempt at solution can be made. - -

10




'Finally, men's. ability to: use symbuls and lenpuape is' a prive
factor in his intelligence, amd if -we <can'‘leavn how o make: a' con~
puter understand. a:mnatural language, we will hibve token a big step
toward creating am:'"artificially imtelligent' ccomputer (32). '

S B T i’

C. Criteria for Evaluating Question-Answering Systems.

We have: defined: anderstanding in: terms: of:an: ability to an-
swer questions iniEnglish. A number of quéstion-@ntwering systems *
have been built, andiwill be deseribed: fn:the: next'éectioni: Tn this '
section, we shall:-give & number of criteria for: evaluating question-

answering systems.

In many.systems there is -a. sepagatiom:of-data input aehd: ques-
tion input. For all:systems under comsideratiod, the inputi gquestiens’
are in English. 'The input data may’be elthé#: invEdglish o2 in-a ° =¥ -
prestructured. format; -e.g. a tree:or-hleravehy,t ¥he'English Hata -
input may:-be used-as-a-data besesag sy ot méppéd inté a dtractured =
information store. : Simmons,: in-hip tompedént: sarvey of English quess’
tion-answering systems (40); calls thosé-dystéms-dding a st¥actured
information store '"data base question-answerers', as opposed to
"text-based question~angwerers* which retrieve  Faéts~from theé ‘original

[ T R SRR NU R 5 T 50 BT TR S

text. ; v vt b

The extent of undérstanding 6f & quddtienssnswering“system -
can be measured -zlomg three differént diménsions ; Eyntactic, ‘semans -
tic and deductive. -Along the syntdeti¢ dimémafon ‘one cafi messure™

differ for the data input and question input. In the simplest case,
one or some small number of fixed ‘Eormet sentences dre alfowdble ‘in-
puts. Less restricted inpits mey dllow sy sérténcés Whick canbé "
parsed by a fixed gramgar. - The néarer Fhis griins® 15 to s gramar -

11




of all of English, the leas restricted: is: the input.’':Because text-
based question~enswerers accept as imput any strimg bf: words, withe
out further: processing, -they have mno syntactic limitationion inpat. -
However, the fact-retrieval program may only be: able to: abstract
information from those portions of a text with less than some maxi-

mum syntactic complexity.

In data base guestion-answering aystems; only:cexrtaim rela-
tionships between wopds, or ohjects, may be:represeptible in the:
informetion store. .Pther information may be discarded or:igndored..
This. is: a limitation im the semsntic: dimenmsion:of sndsrstanding.

e

In order to obtain answers to questions not explicitly given
in the,iopwt, & question-smswering: system -must liaverthe: power to per-
form some dedwctions. The: strustuxe:of:the informatién store.may -
facilitate such dedustive: ability. - The.range ofcdédudtive:abiidty
is measured along the deductive:dimemsion:of-understanding.’ ~The -
structure- of the. ipformation-store.way.alsoiaid:in.seletting only-
relevant materisl. for.yse in- the.deductive: questioncenswering pro-
cess, thus improvimg the.effigiency of .the.systed.: « -

R

. ) e D iritiine

.Anothex criteria clesely related to.the-extesnt of under-
standing, is the facility with which the syntactic, semantic, or
deductive abilities of a question-answering system can be extended.
In the beat.case one.ceuld impreve the -system:aléng any siimension
by talking to it in-Baglish. .Alternatively;, one might have to:add
some new programs ta.the system; or .at worst, ng}:rchanze nw dimply
complete repregramming of the entire systent,:

An important additional congiderstion for ueexs of a ques-.
tion-answering aystem is the ameunt of kaewledge ofthe internal
structure of the system that is necessary to use it . At-best one

12




need not be-aware-of the iaformation storagé strueture uged at sll.
At worst, a:thorough knowledge of the lidtarpal sérecture may Pe hecs -
essary to construct suitable inputs - o v Tueu 2Fonvia o :

Another ‘measure of the usefalness of a question-answering -
system is-its ability to interact with the usex.>idnthe worst cese, "
a question.is'aéked and sometime later an answer or rapott of faile o=
ure is given. When the question cannot be answered, no indication is
given of the cause of failure, nor dees thé!system allew théip%r%on
to give an¥ hélp. ' THis is. typical: of’' thd-eperatien of a-wmber of: -

Air Force guetry systems {(Jay Keéyser, persowal’commuinmication): 1In -
the best-ease; the system will ask the:usér’ !br“%p!%tfie~he1p and -

+ -

accept suggestiofis ‘of apptepriate‘eéarielJof actien. = 5T ou
: ‘ SEERE Fo L N s S RS TS SN
In this section we have given four criteria for evaluating
question-answering systems. They may be summarized s’ follows:
1)’ ' Extent of uaderstanding: %ij&t&tlc, ‘ gemantic end-de- -7

. 4. ductive gbilities) . e s
. 2). Racility for gxtendingﬂ abiutien (Syntac.;;ip, semang:ig, N
'deductive)

"3) ?Need by user for knowledge of 1ntetnal structure of
o gystem: - ST el an

“4) Extent of intéraction with user ' -

b

D. English Language Question-Answering Systems.: -

“In this sectién; I shall:give #é-etritieal subfiary of afumber
of English-language ‘question-answering systems; utilizing the: cri-
teria outlined ii the previbas section.  This disetssionwill providé
a context for the section of the conctuding ehapter which siimarizes ~
the capabilities of the ‘STUDERY system. PFor:d-désctiption oF the difas"
ferent syntactic analysis schemes mentioned below, see the survey by -
Bobrow (4).

13




1) Phillips. -One of the esxliest quedtioscanswexing:systems ...
was written in 1960.et MIT by Amthony:Phillipe. £36) . It-is-a:data . .
base system which accepts sentences whigh:.cam be:parsed by a.very -
simple context-free phrase structure grammar, of the type defined by
Chomsky (8). .,Additiomsd syntactic.xestxistions:sequire thet each
word mmst be in only.pne gremmetical class, smd that a: sentemce:has, . -
exactly one: pareing. . . st apbramagn bps Dados

- A-parsed sentence is tyamsfeosmed: inte-a: list.of five ele-
ments,. the subject, verb, object; time: pbreee,-and place pbrase in
the sentence.. All other informatien in the eentemse:is.disregarded, -
Questions are answered by mateching the:list: fyom.the:tyamsformed . .
question against the list.for. each;inmput: -senkenggs :When.a magch. is
found, the corresponding sentence is given as an answer.

Phillips' system has mo. deductive.ebiliky emnd: adding new. .. . ..
abilities would require repxegrammiag the:eypiem,. A-questioner must
be aware that the system utilizes a matéﬁiﬁizﬁf%%eﬁﬁiéﬁi%h does not
recoghizé synonyms’, ‘and’ therefote the senténce” TS teacher eats

HE= RO R R
lunch at noon.f will not be recognized as an answer to the gpestion
"What does the teacher do at twelve o clock?" When fhéliips system
cannot find an answer, it yeports.only "(THE:QRACLE :DOES NOT.KNOW)'".

It provides for no further interaction with the user.

2) Green. Baseball is.a:questionrangwering system.designed..
and progrsmmed at Lincoln Laboratories by:€xsen; Wedfs Chomsky and
Laughery. (19}, . It.is a data base systema in.whigh fhe.data is placed '
in memory in;a pxrestzuctuxed tree format, . Jhe.data.gonsists of the
dates, location, opposing teaws and.scores of .spwe-smerigcan:League . .-
bageball games. Ogly questions to. the. syetsm:can.he given in Epglish,
not the data. . - L Camwe vaado.

14
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-Questions must be simple sefiténéed; with o ‘relstive -
clause8, logical or voordinaté connébtivés. With tHesdé restrictions,
the program will accept any questidn @otélied ‘in'Words contiined in
a vocabulary-Tist quite adequate for ‘dsking ‘quéftions 'M(’ff"“ﬁa"sgp-' )

ball statistics. ‘In additiém, ‘the parsfng fo‘utiue, based ‘oh ‘tech- -
niques ‘déveloped’ by Harris (21) mugt “#ind “a-parding *for ‘thé ‘quéstion. -

The Quésti‘oﬁS‘muét'pértath ‘to statistics ‘dbout baseball
games found -in ‘the ‘infofuation stofe. ‘One cannot ' ask ‘questions
about extrema, siuch #4 “highest? gcore or VPéwest" “itifber of games
won. The parsged qﬁéifi’oti’*fs""tf&hsf&i"ﬁe& ‘THES 4 StaNdard &peci'ffcia-' '
tion (or spec) list; and fthe ‘questionianswerfng ¥outine dtiltzes
this canonical fofs for thé meaning %f”ﬁﬁe%ﬁé’ﬂ"’tf&ﬁ? For example,
the quéstion "Who “beat the Yankees on .Yufy 4':?" would - be tx‘ansfbrmed‘”
into the "spee lfgt": 0 - S R A

' Team ‘(lo#ing) = New York - -7 % &
- Tean -fwinning)=" 7 REERE

Because Baséball doés ‘mot utilizé Friglieh £or data input, we
cannot talk about deductions made from Anférmdtion HpIicif in sev- =
eral sentences. However, Baseball can perform operations such as
counting (the number bf ‘games played' “by ‘Boston , “for exaxﬂﬁle)and
thus in’the sense that it is utiltizing’ sevérat’ sep'ar‘ate d’eta units
in its' store, it i&" perfoming dedfuc’t‘i’orts‘ FTEASSE L

Baseball's abilities can only be extended by extensive re-
programming, though -the techniques wtiltzed have ‘some general appli- v
cability. - ‘Becad§e ‘thé parsing program iras a ‘Very complete grammar, '
and the vocabulary list is quite comprehen$fvé fir ‘the problem domain, -
the user needs no knowledge of the internal structure of the Base-

ball progrém. No provision for ‘interactiom with the user was made.
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3) Simmons. The SYNTHEX system.is 8 textzbased questionran-
swering aystem designed and programmed,at SDG.by.Simnqps, Klein apd
McConologue (41). The entire. contents.af.g.children's. eneyclopedia,,
has been transcribed to magnetic tape for use ag the information,.. -
store. 4;1 .index has been ,pifgl;argdfi;:ygmtmg -leocatign of 31l the. ..
content words in the text, i.,e. iacluding mgdg -1ike "sqogn," Veat,"
and '"birds," while e:;cluding function words like "and," "the," and
"of." All the conteut words of a questiou.ate extragted, and im-
formation rich gections of the text axe retrieved, i,e. mectioms - .
that are locally dense in content worda cogtained ip the.questian.

For example, if the question were "What do worms eatll, with.

content words "worms' and "eat", the two sentences .'"Bixde eat worms .
on the grass." and "Most worms usually eat grase.” might-be.retrieved,. .
At this time, the pragram perforss a sygtactic .analyais of the .ques-
tion and of the sentences that may contain the answer. A :comparison
of the dependency trees of the questiqn,}&_n(},f»_‘v‘_;criw‘gmge%gg may
eliminate some irrelevant sentences. In the exauple, 'Birda eat
worms on the grass" is eliminated because "worms" is the .object of
the verb "eats" instead of the subject as in the question. In the
general case, the remaining .sentences .are given:in some .panked -arder
as possibly answering the question.. , . . 4 ieh 0o

SYNTHEX is limited syntagtically by its grampar. to the ex-.. . ..
tent that the syntactic analysis eliminates ixrelevant; stataments, .
It makes no use of the meaning of any.stat pent, J-;ar,,___ngd%s and cannot
deduce answers from information implicit 1ﬁ two or more sentences.
Because the grapmar is independent, of the program, the syntactic.
- ability of SYNTHEX can be extended irelatiyely easily. . However, ber . -
fore it _cgg bqugé 8 good question-answering system, some Semantic . ..
abilitigs will have to be added. . .

SYNTHEX does not explicitly provide for interaction with the
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user, but because it is implemented in the SDq tipe-shgring systemv
- £ ,5 is H

(9), a user may modify a previous question if the sentences re-

trieved Were 1 not suitable., The mechanism f%r selgcti ] §%§Efn§§nces

must be kept in min@ to get best results.Ew% o

did mol

4) Lindssx , While at the Carnegie lnstitute of Iechnology,,g(

Ll l

Robert Lindsay (28) programmed the SAD SAM %uestion-answering(ﬁ tem
The input to the system is a set of sent%nces‘in Basif Eglish, 8 s

subset of English devised by C K. Ogden (35) which has A vocabulpry
of about 1500 words and a simple subset of the full English gram-‘
“lgrammer) oq’SAD §AM
parses the sentence using a predictive analysis scheme .The Seman—zw

mar. The SAD part (Syntactic Appraiser apd

F1ak

tic Analyzing Machine (SAH) extracts from these pprsed sentences‘_ o

pystem.ﬁj

=

information about the family relationships of people mentioned, :itfiy,

LA £

stores this information on a computer representation of the family

NS

tree, and ignores all other information in the sentence. For example,_

HR 5  n A HE S

from the parsing of "Tom, Mary 8 brother, went to the store. Lindj

place them on the family tree as descendants of the same mother and

father, and ignore the 1nformation about where TFm went.fwi
The information storage structure utilized by SAD SAM, namely,
the family tree, facilitates deductions from informftion implicit

,,,,, YA E g9

in many sentences. Because a family relations i% is defined in e
terms of the relative position (no pun intended) of two‘people in;“
their family tree, computatinn of the relptionship is independent -
of the number of sentences required to place in the tree the path

between the individuals.

PR

f} I

Extending the abilities of the SAD SAM system would require

cpoTh

reprogramming. No provision is made for interaction with the uper.

No internal knowledge of the program structure is necessary if the
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user restricts his queries to questlons of family relationships, and

his language to Basic English.

5) Raphael. The SIR question-answering‘system (mnemonic

for Semantic Information Retrievsl)wwss Heéignéa'by‘%éétiam ﬁﬁphael
(38) at MIT. The SIR system accepts simple sentences in any of
about 20 fixed formats useful for expressing certain relationships
betweenrobjects. The semantic relationships “extracted from these
sentences are those of set membership, set inclusion, subpart left-

to-rlght position and ownership.

The information about the relati%nships between various ob-
jects is stored in a semantic network, where the nodes of the net-
work are objects and the relationships are indicated by directed
labeled 1inks between nodes. For example, if the three sentences
"John is a boy," "A boy is a person,“ ‘and "Two hands are part of
any person" were an 1nput to SIR, four nodes labeled John, boy,

person and hand would be created. Included in the network would be_

a link indicating set membership between John and boy, another with
a label indicating Set'inclusion between boy and person, and a link
indicating hand is a suhpart'of person, with the number of parts equal

to 2.

Separate question-answering routines are used for questions
involving different relatiomships. Each routine tshesjcognizance
of the interaction of various'relationships,rend'can‘ueduce answers
from the linked structure of the network,:indepenﬁent of the number
of sentences which ﬁéré’necessafy to set up these links. For exam-
ple, by tracing the links from "John" to "hand,">5f§‘WOuld answer
"YES" to the question "Is a hand part of John?"

The SIR system can interact with the user. For'example, if

18




told that "A finger is part of a hand" and asked "How many fingers. . ..

does John have?" it would reply ''How many fingers per hand?" Then
if it is told "Every hand has five fingers," it would enswer the
question with “The answer is 10". .

Any extensions of the SIR system necessitate additional pro- -
gramming effort, though it is considerably easier te. add new syntac-
tic forms than new semantic relationships. Within the input limits
of the 20 fixed format statements; the /uger need pet know anything
of the internal structure of the informatien storage structyre.

E. Other Related Work.

In addition to those question-answering aystems described
above, a number of programs have been written to translate gnglish
statements into a logical notation to check.the cemsistency of a set
of statements, and the validity of legical argumwents:  In the.sense :
that, given a corpus trsnsformed:to some.legical:gotation, and .another-
statement, a logic-based system can answer the.queatian "Is this .
statement (or its negation) implied by the corpus?¥;.such logic- . -
based systems are question-answering systems. .

Cooper (12) and Darlington (14) both have pregrams which -
translate a subset of English into tbe.propositional calculus. par-. .
lington is also working on progrems whigh cem $reaslete English imto .
the first order and second order: predicste galculias.. A difficult prob+ -
lem being considered by Darlington, in trying to handle implications
of English statements in terms of their logical: tramsletion, is the
determination of the proper level of analysis forx:a partigular preob-
lem - that is, whether to translate theiinput iate: secomd order
predicate calculus where proofs are very.diffigult, or to txy teo

use first order predicate or propositional calculus to prove the .
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theorem; sl perhaps “£ind it' logivaelly insufficient.. :
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At thie Wetivndl Bordadu of Standardd, Rireeh (22); Gohed (10) -

and Sillars (39) have designed a system in ‘which pieturesind English . -

language statements are converted to expressions in the first order
predicate ‘cdFoalus & :0ndocan then clidel :td igeetif ianc,lngl:imh ‘Language
statement iis consistent with:s given-pletwpes: i ...:i> '

sd.milo Dowdn iy Legidscnideion wiion oo L

McCarthy' s Advice-Paker 1€30) ;though-not sdesigned .to: accept
English inp@ity weould maka dn exddliant Base:for a'f'qucsuianisnﬁvezing .
system, Fischer Black (2) has programmed a system which can do all
of McCarthy's Advice-Taker problems, and can be adapted to accept a
very limited subset of English. The deductive system-in Blackks: =
program if-eqiivilen® 88 tna proposttionat-scpleatus. :

S SO N . P - . e e N e ireie e
FE R R PO HETII 2 E 55 TR SR B I N o RGP N M
L)

£

3ok huhber6f ‘péopte heve dotrie work bearing ditgotly on the . ..

problem-6f’s8tvifig algébru:word preblemdostitbd tn Raglish. -Sylvia =
Gar¥2fik¥é" (¥8) wrote-dcpaper iniwvhioh slebdescitbed theiheuristdcs. . -

she would ‘ugé In progrimsitng'd Fompiter o sdlive higebra word-probs:: : -
lems, but-néder wrote:the programi vMobt:of:therheuristics were too .« -

vague to really be used; e.g.: §ust stating-that:one>shpuld:ideatify

two variables' names which are only slightly different, but giving

no good critevta-for:iu dlight diffefence.. The!treatment: of “thie" was
taken from Garfimkie'as paperi Souwere a ‘numberipfisimplified state::

prob‘l.@im inia first -yeat ‘algedbrai eextobgokan s Loin Lo rohT

T . R R - I s FERTI . FR :
ST TR S PPUREE & AR IS + 8 AL A vt RESRETR IS N SR ST S HERE A S
A [ & L FoR

‘Michael Golematt (11),- at-MIT, wtote s:term:paper describing

a programof:his: whit¢h:sets up-the:eqations! for somesfypes of alge~. .-

bra story prebleins (also handled’ by'STUDENT)- ' Some: of tihe gpecial:
heuristics- I ade- for:"age- ptoblm*‘?were iwmpired: “bgr teehniquaes he .

invented. '/ uTw i Eahoo e Dooerr el o
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In his. thesis, David Xuck:{24) dwiiceibds Niwiideas owliow.td
construct this type of program, but again did not implement these ideas.
He suggests methods for: transformation nf Englishi 1riputs tv; aquatibns
which wosld require:much more. imforwation: abpuly il bthan is used = ¢.:
in the STUDENT program,. apd therefiore seve mnot spplicablesdn this worky: >
The STUDENT pregram considers wonds:as;#ajmbols;, and dakes do’ iedth'’ oo
as little knowlesige: abbut the medfitél ¥ words as i3 vowmpatible. . .ol
with the goal of. fitding 'a solution to ttn:imticnhr problem;: 1500 iz
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The purpose of this chapter 4s to: put.the technigues.of analy-
sis embedded in the STUDENT program imtoc .a wider <tomtext, @nd indi-

cate how they would fit: into..a more geseral language: processing sys-
tem. We will describe in this: chapter & theory:of: sementic genéra-
tion and analysis of discourse. BSTUDENT. cen then be: considered a
first approximation to 2. computer implesientation of the. snalytic
portion of the theory, with certain restrictions on the interpreta-
tion of a discourse to be analyzed. It will be evident from the theo-
ry why analysis is so greatly simplified by the imposed restrictions.

A. Language as Communication,

Language is an encoding used for communication between a
speaker and a listener (or writer and reader). To transmit an
"idea", the speaker must first encode it in a message, as a string
in the transmission language. In order to understand this message,
a listener must decode it, and extract its meaning. The coding of a
particular message, M, is a function of both its gleobal context and
local context. The global context of a message is the background
knowledge of the speaker and the listener, including some knowledge

of possible universes of discourse, and codings for some simple ideas.

The local context of a message, M, is the set of messages tem-
porally adjacent to M. M may refer back to earlier messages. M may
even be just a8 modification of a previous message, and only under-
standable in this context. For example, consider the second sen-
tence of the following discourse: "How many chaplains are in the
U.S. Army? How meny are in the navyl"

In order for communication to take place, the information map




of both the listener and the speaker must be approximately the same,

at least for the universe of discourse, aTse’ the decodthg process o
of the listener must be an approximate 1nver8e of the encodittg process ;
of the speaker.‘ Education 1h language is, 1n Iarge part, an attempt "
to force the 'Ianguage processors “of Qifferent peop‘le fnto a uniform
mold to facilitate successful communication. We are not proposing
that identity in detail is achieved but as Quine 80 nicely put it

(37): _ L : , oy

"Different persons growing up in the ssme language are
like different bushes t¥imsed apd traimed to take the shape
of identical elephants. The anatomical details of twigs and

" branches will fulfill the elephantine “form differently from '
bush to bush; but the oversll ocutward results are.alike.'

As a speaker transmits successive messagasi'concerning some-
portion of his information map, the:listener ‘who :understands the meas. - ..
sages constructs a model of ‘a 'situation®™. The relutiion between the '
listener's model and the speaker's information wap -is that from each: -
can be extracted the transmitted information relevant to the universe
of discourse, includirg :informet ion deduciisle -from the entire set
of messages. The internel structure of the: listener’s model need.
bear no resanblance to that: of the ope‘aker, and nay :in general con-
tain far less-detaill. o : Ve T A IR

B. Theories of Language.

- According to ltorrin' theory* wf signs (33); the .encoding and
decoding -of ‘language can be strstified into three levels. The first .
level is the syntaotic which deals with the relatipdships of sdgns -
to other signs. ‘A syntectic analysis, treating womds :as mewbers of
classes of words,; can yield structurings of wessages iwhich indicate .-

common processing features. The second level, samsntle punalysis, is
concerned with the relationships of signs to the things they denote.
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A third level, g: % tic anaiysis; is conqemed with the relat{ionships ,

between sig,nq and th[e}r 1nte1;pretat}c5 0111}; qt:?en;lims (f gctions required

Our theofry will deal with all thgee levels of Janalysis, with a pri—‘
mary emPhasis on t:he ,relation of the smntic asp

EEEVL:E-T:2e 18"

the generation of digcourse.

pocrTia g Coee apsl L heenrdsi &t 4 lsdh bl i E

Hany theories of syntax have been developed to describe the e
structure of English, and many of these have served as bases for

computer programs wh;,ch ge;for;n aynﬁt"attg:oii% analgsis. For a ,qomplet:e

survey: of such: W ‘“’ ﬁn mm@wii@ .;r:m all

[ i %
. sonicepta Be pedifilf 4is deiantice.
cause thEyw ignom sm:h mﬂnpnmtnnt ffm afi ‘138#1%??08”“‘ based
“on such theories often yield many possible structurings for a single
sentenee which ‘48 unambiguous to a person. : MHith: acgne use of meening,
many -of -the meaningless -ambiguous. interpretat tons: oould be eliminsted.
For -3 good discusaion of why ambigulities ' apise immyntactic -anslysis.
see ‘Kuno :and Oattinger. {25).;;,;r;u; R P TR

of these Eheories

, . .
RS RES sribroenpte s oot

Based on somk ideas demcxibed -by Namgvé {(46), ia number of. -
prograns have .heen wxitten which genexste awyntactitcadly correct B~ -
glish sentences. -In.mest cases, tha senténces penerated are pre~ - .
dominately meaningless nonsense. The coherent discouxss igenerator of
Klein (23) is the one exception I know. Klein utilizes an input text
from which he extracts certain structural dependencies of the words
in the input. He then generates sentences and .befuge Lthey are xe-: &
leased. for;outpak:, .8 pastprodessor checke to ‘ses 1 the waxds in. the
generatéd -etntende -adt isfy stnictursl dependenciss conaiskent sith
those -found "in ‘thei-input text.:: Howeves, aven :in Kledin's progrem no -
_attempt ‘is made 40 Aisethe denotive madning of eny-mord, .excapt in
so far es this meanimg: is reflected 4n-itecogedurvrences with other
. words in the . input text . ol e marelined moc e o
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~ Some theories which do ,?% tglﬁ m’.‘o 1’) ﬂoﬁ ;qgng:;lcs 9}’e L
being developed pow. Pepglegrgﬁt (2.7;1 r‘%‘t}! *a_tn ft,t‘r ggﬁ hglpg
developed at the Linguistic Research Center of the Univerggirtgjo}f Tg;-

as are an explication of Morris' theory of signs. Though not yet

implanented? Ehe se-nntic angnlya Program yi‘y. %e pse of a. pre-
liminar_y phrase structu;e syntactic a;ml{ygei.lgqu A mhg; ?f ayptgs;tl;
structures, with ,appropriate vocabulary“ Atems, vislﬁm opto sipgle -
semantic, constants,. esseng:ially& nd1c q;:lm‘ §l“$~th,?§$9§,§§“$§l‘te¥ all
have the same neaniug Ihia givgs a ;:yPe pf cgmég} . fom for
structures in tem of t hgir mni*\p,ﬁbug dye} ot 1 Ii.,l:(q,e apy ex- g
,911cit nodel of the _vorld.; Ro provj.s;lon :l.g,g,lgg ri?“ the thgp;y for . .
deduction of infomtion hplic:lt :I.n a net p; sentences, .
' Lk e rermagiee. i

Lamb (26) also has proposed ,u atr tj.flcftigggl Fbcoryf ofsgrﬂz

mar, not yet implemented on a computer, in which lucceuive levels of

analyais are perfornd with a final mapping of mgbgv input . iuto ggruc-
tures 1n a "senenic" ntratun of thg gmged ,wuxﬁh“w’wc strev .

pings. and indicstiops of the re- .

tum are bundles of "lennes" or meay
lationphips between d;lfferent hungllea. Different sentences. which

mean the game thina should map into the same structyre in this, gements . ;..

stratum. Senenic atructurea _are thus canoni.cg r%gggsegtggigggipfq
-eaning. |

Ao
{
R

IS

The theory of languase generation and‘ggnlzpia uhich ve shallk
describe below is designed to haudle what we call cohsrent dlacourse.
A discoutse 18 a sequence of sentences such gh;t ,tge Mmeaning.of the
discourle camts be dctcr-iud lw mmietmmuhanme tude-
interpretation of each sentence may be dependent on the local con~
text, in the sense defined previously. A discourse is coherent if
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it has a complete and consistent interpretation. Completeness im-

plies %hét'iﬁefé'is4no“sussrifﬁé‘ﬁ&éﬁiﬁﬁfﬁé?%{saaﬁisélthﬁt does not

i Crgniild

by the listener.

A listener's aﬁilitybto build’ a model of a situation from a
discourse is depen&enfzon infﬁfﬁhfibn”3%311551efE&’ﬁiﬁ”irbm his gen-
eral stdregdf;knoifedée{; Théerefore it is quite pbssiﬁle for a dis-
course to séem c0herent to one listener and not another. A writer,
reading his own“ﬁri%ihg,‘ﬁay'feei’that”ﬁemhas”generated a coherent
sequence of‘sentencés “but in Fact, it is’ incdﬁerent to all other
readers. This is, unfortunately, not a rare occurrence in the sci-
entific literature. Conversely, a listéener who 1s a psychiatrist,
for example, may find coherence in a sequence of remarks which a

LR

patiEnt thinks aré entirely unrelated.
Ttie STUDENT System atiiizes an expandable store of ‘general
knowledge t6 Bufld’a model of & situation described in a member of
a limited c¢lads”of discourses. The form of this model of a situation -
built by STUDENT‘will be’ discussed in detail in a lster section of :
this chapter. As far-as '1° know, STUDkNT i~ the only COmputer im-
plementatién of a theory of ‘discourse analysis now extant that maps
a discourse into some representation of its meaning. When the theo-
ries of Lamb and Pendegraft are implemented, they should also be
able to analyze this class of discourse (and others) Harris also
talks about "discourse analysis," (20)“but*in his*use ‘of this ‘term
he specifically excludes the use of meaning, stating. o

“"The method [of discourse analysis] is formal, depending
only en the-eccurrence 'of morphemésias distinhguishable -ele-
ments, and not upon the analyst's knoledSQ of the patticular
‘meaning of eaéh morpheme e
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D. The Use of Kernel Sentences in QR TRBSEYw--:: oiw. —wiin i ot
A basic postulate of our theory of language analysis is that

a listener understands a discourse by trahefobildg. ft fi

valent (fh meating) Sequence of simpler ketnel senterices.”” A kerhel

sentence is one which the Iistener cafi’ ﬁd&éfstiﬁd‘direﬁfiy, ‘that *

is, one for which he knows a transformation intd tts thEbimation

store. Cohversely, a spedker'genefifééfa’séfﬁaf“ﬁéingfjseﬁf%ﬁées“ -

from his information map, and utilizes a sequence of transformations
on this set to yiéld“his‘snokén discéurse. ‘This’ ;ééﬂof kérnel sen-
tences is not 1nvariantwfrum‘ﬁerson to petﬁbn, anﬁ ern vﬁ&les for a’

Yoo
e

single individual as he learns.

15y L. IR VEI R A

The use of kernel sentences in' this way {8 controversial
However, the theotry 1s proposed aé'a good Framewotk ‘f6t understanding
and implementing language processing on a %ompuféfiinOt”nECessarily .
as a model for human behaviour. The dsefulness GF tﬁiﬁffﬁéo}& as a
psychological model is #n empirical’ questioﬁ.’*ﬁkiﬁﬁbr 42) haa i
given some psychological Justification’ for’ a%suﬁing the existence of‘">
a set of base sentences, and Chomsky (7)) hag” dishﬁsﬁéd‘tﬁé“linguis-

tic merits of the use of the concept of kernel®dentehces. ~Despite

Bin

this common concept of kernel sentences, in practice, our use of
kernel sentences is different than that oﬁ«Skian§¥~%r~Ghansky:- Our
use of kernel sentences as a basis of a lahguage i§" analogous to the '

use of generators in defining a’ group. :

Although we are not proposing our theory as a basis for a psy-
chological model, it has been useful, to &véld éircumlocations, to
describe the theory in terms of the properties and actions of a hypo-
thetical speaker and listener. All statements about speakers and
listeners should be interpreted as refers&ng»so~eeﬁpueer progFams
which respectively, generate and analyze" cohd¥ent discourse.

s
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E. Generation of Coherent m

he:r& wj,ghhhqng th.a ,pndal: gi” W;:;nr :Lt:s ex-.
act fom. Piffw forms. for the mod L will be useful for. ¢gﬁgeggpt E
language tagkg, . but they must all hayve W gx,gﬁpe‘;;gas pqsnxihlegl below. .

'Ihe basic cgmpggen;a pf the modgl a,;eﬁ,a_ pe 9% n}glgqta, éod
a set of functions g: 2. 8 set gf gg],_ap;l.qpf a2 B8k, of, pro-.

positions P} and a set of semantic dedq;:fq.rvg ryles. : A function

F‘ti-l is a mapping from ordered sets of n objects, called the argu-

menits of l’n in,t.o the _set of objects. me}yp?ip& may - ‘be multi~
valued .and 1s gefinegl 9,;11;1 ;f +the Aargumer i,j;g;j.p,fy a ags:, of cop-
ditionsﬂ:ass?c_:iatgd with l'n et LA co,ndil:io;;, s gs-qpt‘j,%ll‘]:g

in a class of objects, bqt ,15 fefiped more precisely belov.. A re-.
lation R .18 p-special type of ojgj,e.gt m;:hgnpdal, atﬂgpngistﬂ o
of a _}-‘.“’?}. (s,unique, identifier), apd an ardered set, of n. conditions,

tions of re-

called the argumgnt copditjons for. the relstion.
lations are again relations.

PR ipn LI

An elementsry proposition consists of, s label agposiafed with. .
some relation, Ry , and ap ordered set of p objects sarisfylng the
argument conditions for this xjelatip%.', sOne may. thiok. of these pro-
positions as the beliefs of a speaker about what relationships be-
tween objects he has poticed are true in the yorld. . Complex pro-,
positions are logical .compinations, (1;:i the usual gmg} of., ﬁmntary
propositions, P T

he ssmeptic deductive rules give pEoseduren, fof, aiding, new |
propositons to tbe ?gggl %»gggg on_the propositions i now in, the, npdal.:_

In addition to the ordinary rules of logic, these rules include axioms

about the relationships of the relations in the model. The semantic
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deductive rules also include links to the senses of ‘the éne‘;ker».“ For . -
example, one such deductive rule for adding a@thgoﬂ'itan:}fo ‘the model .

might be (loosely speaking) "Look in the real world sand see.if i¢ is -

true."” These rules essentially determine how the model is to be ex-
panded, -and are .the most. .complex part of a camplete dystem.  Hows
ever, from our present point of wview, we need only consider these .
rules as a: black bax vhich can extend the set of propositions in the
model.

ey m TR
GTEIE

: & i : c i I ] : n g
A closed question is & relational label for m..&i and: an

ordered set of n objectss : The answer: to this suestion is affirmative -

if the propnsition, consisting of this label andthe h objects, is
in the model (01’ catgbaaﬁied to it). Xf the negation of this pro-
position is in: the model {or can: be dw), the snsweétr is negative.
Otherwise the answer is undefined.

An open guestion consists of a relstionsl: lkabel ‘for: an n-argu-
ment relationm, n:, » #and a set of objects' cotresponding: to n~k of these .
arguments, where n¥k&l . 'An answer to an.open question is an or-
dered set of k abjects, such that if these nhjects:ars asspciatéd
with the k unspecified srguments of R ', the resulting proposition is
in the model or can be added to it. An open question may have no
answers, or may have ome or more answers. A sondition:is an open
question with kel, and an object satisfies a condition if it is an
answer to the question.

2) . Generation of Kermel Se:
logical properties of the speaker's model of the world. We shall

now consider how strings in a language, words, phrases, and sentences,
are associated with the model. - Corresponding to.the set of objects
Oi' there is a set Nij -of strings .{in  Eaglish:in-our case), . -~
called the ngmes of the: objects. There.is a many»one mapping: from -
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{Nij}:onto {ai . -1t.is many-one because one .object may hdve more

than: one name; "e.g. frankfurter and hot dog both mep: Back into the
same object.in the model. .. = - oo TEoireoaes W loss

Recall that functions map n-tuples.of objects into objects.
Thus a function name and.an:n-tuple .can specify an object. WNe
can derive a name for this: ocbject from the function nawme .and the
names of its nm-arguments. Associated with each function is at
least one linguistic form, a string of words with blanks in which
names of arguments.of the function must be inserted. Rxampies of
linguistic forms associated with a model are ''number of .. .  ..',
“father of ", and "the child of _ - amd _ . . .". There is
a many-one mapping from the set of linguistic: forms Ntilj }a’o‘nto ‘the ..
set of functions. Two examples of multiple linguistic forms for
the same function are: "father of ___ '"‘wand . 's father";
and " plus " and "the sumof __ and ___ ". Thus,
if objects x and y have names “the first nusber' amd “the second
numbexr" and associated with the function % % jig the linguistic
form "the product of and - ", then the name-of the object -
produced by applying the function " * " to.x and:y is "the product
of the first number and the second number". A parsing of a name -

thus must decompose it into the part which is the linguistic form,
and the parts which: are names of arguments: of the corresponding func~ -
tion. We shall call objects defined in terms of a function and:an
n-tuple of objects a functionally defined object, amd these which
are not functionally defined we shall call simple objects. Simple
objects have simple names and functionally defined objects have

composite: names.

In addition to linguistic forms assoclated with functions,
there are limguistic forms associated with relations.. :For an n ar-
gument relation there are n blanks in the linguistic form. ‘Examples °




of relational linguistic forms are: " equals ",

gave to "and " speaks""ﬁlt‘is this

set of linguistic forms, corresponding to the relations in the model,' T

that serve as frames for the kernel sentences. N

In a manner similar to the way composite names are built, a
kernel sentence corresponding to an elementary proposition {s con-
structed by inserting names corresponding to each argument in the
appropriate blank. Names may be- stmpie*ur composite. “An example of
a kernel sentence for a proposition built from such a relational S
linguistic form is "John' 8 father gave .3 times the salary of Bill s
to Jack." which contains the simple names "John", ".3", “Bill",
and "Jack". It contains the functional 1inguistic forms. "__;__'s

father", "  times  and "salary of " M and the rela-

tional linguistic form " gave _ to‘i' ",

A kernel sentence corresponding to a complex proposition
is constructed recursively from the kernel sentences corresponding

to its elementary propositional constituents by placing them in the

corresponding places in the linguistic forms w7 and ",

" "oy "
3

or not etc.

The kernel sentence COrresponding'to aAclosed'question is
constructed from the kernel of the corresponding proposition by
placing it in the linguistic form "Is it ‘true that ;__;_?“ For
an open question, ‘dummy objects are pIsced in the’ open argument po-
sitions to complete a propositional form.' These dunnwrarguments
have names "who", "what" "where", etc., and uhich dmmmy objects are
used depends on the condition on that argument position. A question .
mark is placed at the end of the kernel sentence constructed in ' ‘
the usual way from the relational linguistic form and the names of

. §
HERINVIR B

the arguments.
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In generating a coherent discourse, a speaker chooses;evnum-
ber of propositions in his nodel andjor ;g'?%P?en or CIoned ques- w:'jf

'tions. He then uses linguistic 1nforuation aoaocipted with the model .

....... TR TED

to construct the set of kernel sentences correlpondins to this set of

chosen propositionn. In the next section ve will diecuss how he

i RS

generates his discourse from this 3et of kerngle. RN

.ﬂéusgf aet of kernel

sentences 1s the base of the coherent diccourte.r The neantng of a
i i 3 g u0‘1§~0Q&T“ R T G B E @

kernel sentence 1a the proposition into ﬁ? ch . PARS,. Pnd a;mi- . d_

larly, the mean;ng of any nnpe 13 the obJect uhich 13 its . image. un- )

Tl

der the mapping.' To this set oﬁ kernels we epply n ﬁ”( uence ¢ qf
‘meaning preserving transformations tq get qhe final dipcourse, He

use the word "transformatfon" in its broad general aqpseg not in
the narrow technical sense deflned‘hy Cho-ifw'(7).

ek

T B

There are two distinct txpes of trannﬁorpetégpu, structural and

definitional. A structural or syntactic transfor-ntion is only defiﬁ,

,,-.'iﬁiﬁ‘i F150 N :
pendent on the structure of the kernel string(u) qn:ﬁQ?#rit operates.
For example, ‘one syntactic transfornntiqn takes a kprnel in the ac-
tive voice to one in the passive voice. Another conbines ‘two sen-

tences into a single complex coordinnte sentence. .

One lergerclaestof efntectic’tragégprnntv‘ ;ﬁ‘usgd.to”sub?“;nr
stitute pronominal phrases for namee. . Fronos 5_1 pprnses nay be e

. Ihey nay be refer-;ati

They may also be truncatiops _ eafull nane sngh as “the dis

SRR T 4 i 8 24

for "the distance between New York and Los, Angeles". LIn qasea where

»»»»» RERT- LY

such pronominal reference 13 mede,“the coherenfe of the final dis-

course is dependent on the order in which the reaultant strings

appear.
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The .second type of transformstiomits defimit bomals - Xt dmm: .o
volves substitutions of linguistic strimgs amd foims: for ones ap~. oiou|

(9

pearing in the kernel denteaties. : For exadple, -fox. any appearance of : =<

"2 times” we may -subekitute “twice' ;:#hd .fov "t med't coubstitute

"one half -off%. . In-addition to this f:gimﬂng: sulint it bon;) some trange 7
format f.ans perform: form substitwtion amd ivearrangsment: For example;::«:

and z are any names, ;one definiticonal tnensfa¥mdtion icam siubat itufie

"X exceeds z by y."

Some transformations are optionak;.and gome sy -be mandstory:- .
if certain.forwis axe present -in. the kernel set. - Qertain:trensforina-

%

3

+

for a kerpel mentence of the form-' x is ¥ more then z''. whevex, ¥, :

tions are .usad: by .a spesker for stylistic pusposesyfoy rexdimple, : sic:

to emphagize certatin objects;: other Byntectic trsraformat ione such . -

o

as those which perform pronominal: substitutions: eareuséd because i i

they decrease.:the depth of & constructidn,iin:the sense iddfined by - oo

Yngve: o) aiom o v T T Y 1S TS AR (IR Te Ll I B VRN |
Let us review the steps in the generation of a coherent
discourse. The speaker chooses a set of propositions, the "ideas"

he wishes to transmita:. He:then: ancodes them ae danguage stiings . talled

kernel sentences. in the.manner desporibed above.: He :.then chooses a--: .-
sequence’ of structural..and definitional transformatdons whichyare 0. -

defined on this set of kernels or. onithe ordered: set of sentences. ' -
which result from applications of the: first- txensfotmations.. The

resulting sequensce of pentences will be,a: cohexemt:discourase to & ... .+ .-
listener if he.knows all the:definitional.trdnsformetions: applied.. i a.:
In addition,:for every peir of distinct namestwhich: the spesker maps - .

back into:the same:pbject,: the listéner must elso swep; into & singie
object. - . Lo S R PO AN B JRTRU O F U CRPE I B DOE RS ER R

In order to-¢larify this theory, we shew, in Appendix E;-a . -

sample semantic generative grammar which will generate coherent dis-
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course understandable by the STUBDENT ‘snalysis program. The -ob-
jects are numbers and:the functiors are fthésat:ﬁbhﬁcttwmﬁerntio‘hs-
of sum, difference, product dmt quotiént. - The onky irelation in

the model is mumerical equalits. ! The transforumtiions ere described -
informally; - ~furthed linguistic inwestigation is nddessary -before ‘a
formal -notatton for: transformatidns caud “be decided uponsi Paxallel
to the grammar.is a semple problem genersted B vkl Miztng this gram-
mar. This problem is-golvable by the STUDENT dystwm. o000 ¢

F. Analysis:of Coherent Discourse. B~ :.u =

-Generation of céherent discourse:. cousists of two distinguish-
able steps.  From propositions: in the speaker ‘s wodsl -of ‘the world, - -
he generates:.an vrdered set of kernel senterces. : He theh applies a
sequence of transformations to thiskernel gets . The desulting dig-
course .is ia:rcoddd meseage which 'is toi be:analkyzed dinl decbded by a:

listener. The listener's problem can be loosely characterized @8 an

attempt to answer the question, '"What would I have meant if I said
that?" ‘ b5 o CormreL Pooooigm e adld waivu Lo '

To analyze a discourse the -listener mustsifind Whe:set of ker- -
nel sentences from.which it was generated; ' -oneway to:do thits is
to find a set of inverte transformatfons whith wWhen appited to the -

input discourse: yield & sequernce of keérnel sentenced. - The listener -~ -

must then:transform these kernkl sentences o &h appropridte rep-
resentation’ in his information store. ' The: appropriateness af a rep-
resentation is a function of what later: use the' listener expécts to -
make of the information contained fn:the disecurse. ~The listener
may simultaneousiy transform a given:kernel sénténte ints a number

of different representations in his information store. On a level '
of pragmatic analysis, statements require only storage of information.
Questions and imperatives require: appropriate’ responses from the
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listener. The difficulties in snalysis dfechotomfze - tito ‘thHose
associsted with-finding’ the 'Rétnel dénténées WHieh aPé ‘the base of- """
the discourse; and those dssoeiated Wwith' Epéng¥oPuing the KerfieF sén- -
tences inte rept‘eieutations in’ the-dnformut ioniseopeii > & mands A
: ST EEE  e IVEE T S G 4 4 spess 5 G0 2uoa wre o Dlw el
Mathews (29) ha‘sf&‘i‘:g‘gélté&f‘fh&f*éni!?sié g be ‘parformed by T
synthésisi “A seqhénce’ of kernel senténces; ind d seqient® ‘6f Eranss "
formations are choéen; and-the tréhsfesRationd dpé #pplied to tHe Kers
nel semtences. 'The rasulting diseburde’ss matched agadhist the idput. -
If they are the same, these kerfiel Sénténice# dnd trésigformstions give -
the reqdired analydfe of the imputi’ Ifinet, ﬁ'*éﬁlﬁg@ ‘18 4hadeé so. that‘“‘
the resulting disésurseSbecomes more likeé thé" ﬁ!pu&. g

e L&l sl omer
e ® kG RER E

If the kernel sentences and transformations were chosen ran-
domly, this method would obviously be too inefficient to work in
any practical sense. However, by utilizing :Sl@éeMefeHin ®ivé' friput | _
discoursey-the:chéice ‘of ‘kernebe zand st ianSféNedeicws ¢ary be grearly
restricted.  Thisitechnique-of sertencd arialysis ‘Iw Vefig Buplemented <~
in a program Being written st MITRE Uy Walkér swd Bartlett (43). = This °
technique-has ithe -ddvantage that exsotly the same Wrommar car be ‘- -
utilized fox-both:si#lysis and: gederition of Piddourse, "« 0 0w

- A more ‘direct “anglytical spproschk would utilise & set 6F in-
verse analytic transformations. - It‘ﬁf A & thrans formatiton: that wey -
be -used :in ‘generdt iwg a -discourse, end 'Bf@ﬁ)’:mzﬁ,&whews anll B ¢ are
sets of sentiences; ‘them the analyﬁfe«ttmmﬁws! ‘1 1pithein- © i
verse of: 'D i f-and only 1f !r 1rﬂ(S&)n?*"' 8 slhghe chb&:td‘oftvhteh k €, T tE
verse trmsfarmxcims to apply amd the ovder o thetr’ applichtion . i
may again be resteigted: by m’!izthg‘f heuristice venterned: withs - 1ioouinl
features -of the Anpuk.  ~ St mun sl ond duaveal Latonians s :

‘Once the base set 'of ‘kernel sentences for e plven dis:




course is detgwmined,.thefe remning.the . problem: of .entering rep-yoi:, - ¢!
resentationg of .Ahese eentiences-in.the; listenexls. nforvation store, ...
The major .problemin.accomplishing; this etep- lnvelyas the separation - -
of those words which.axe.part,ef dinguistic. forms;fex. selesions, and. . -
those which are part of a name. This is difficult because the same
word (lexicographic symbol) -may bave mulsiple.uses:in a:lapguage.

Having -sepanated the. zelational.form fxom.the.names which: represest . -
the .axguments of .this relation;.que can then analyressha,neme ia @ .o
terms of .components which axe functipnal;lipgeissis:fomms apd-ethers ..
which are simple ngmas. :From.this persipg.in.texms of:xelatiomal .« .
lingyistic foxms,: fugehional linguistig feyms and.simple;namps,:the. -
discourse can be tranafosmed intq:a capenissd.sepseesasstion- initbe: ..
information store of the listener.

SEVLT D PN AT S FCIN R S S ooadYE PG i e

G. L : ’ ; B in: ity ovd Lceevswedl senco Danlhiot oy

- 0oMP Lot ¢ underatanding -of ja idiseounas bycaslistener woudd. .o -
imply that the zepreeentatiion 2f the diecogsse ju hisiinfdymation: ;.
store:is eswentdslly isomerphic 4o thesmyember!s model of .the-worid,
at least fox. the universe.of discqueee. -The Liatemetls nepresents+.i:c:
tion must preserve .all informstioen implieitnin  the dimcaundes < .-ri: i

- If the: listener is only .interesgted in certain;aspectsiof the
discourse,: he: naed ondy preserve informmatiomatelenadit ta-hid sidterest;- .
and discard the Test.Within hix dxea of sintenest e listemen's mod-
el is ispmorphic jﬁ)[ the; spasker's. model inthe mesee that albivelée :u::
vant dedch:m;whiﬁchm&bea;mde. by:thfc“ip“ﬁﬁtdt on okhechadis d‘f ithea
discourse; pan. also be: made: by: the kibstenas . ! Qutside clils ayeaof; .:::
interest, the liptenen:mil be mnable;to anmwer sty questions. We: .
call such restricted information stores limited deduygkive mbylels:. i :oi

The questien-answering: programs of:fdindesy and Rephael o and
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the STUDENT system,:ald.utilige limited: deductive models.. For the
area of interest in each of these programs there wis a 'natural"
representation for:the dinfesmation: in the milowable:inputi : .These:
representations were natural in that’they:facdlitated: the deduetdon:.
of impliecit infermation. -For.example; lindsay's family tree zep~ . .
resentation made  it.easy:fo compate. the .relationship of any two:in- ..
dividuals in the tree; independent:of the nuomber’of:seéntences: necs:
essary-to-build the tree. ' i O T TR RIS LTS

Because the number of relations and functions:. expressible
in the models in all three systems is very limited, there is a
corresponding limitation' on:the: number.of:lingudistdc: forms that may
appear-in the input. ‘This: greatly-simplifies the:parsing problem-
discussed earlier, by restricting alternstives: fo# words’in the:
input text. y Lo TR I R PO

H. The STUDENT Deductive Model.
The STUDRNT:system is su. implementation of the snalytigipor-

tion of our theoty: ''STUDENT performs €ertéain inverse transformations
to obtain a set of kntiel sentences and then transforms:these kernel
sentences to expressions in a limited deﬁuctive model. Utilizing

the power of this deductive model, within its limited doh&in of under-
standing, 1t 1s° able to answer questions based on information im-
plicit in the input infermation. S X ; 1 Ser AT

The analytic and transformational techniques gtilized in
STUDENT are described in detail in Chapter IV. We shall describe

e e el

tions within the model. STUﬁENT“is tEstricted to answering questions

framed in the coptext of algebra story groblemﬂ Alggbraic equa-

tions are a natural representation for infotmation in the 1nput.,
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The objects in the model are numbers,: or nambers with an:.as-.
sociated ‘dimension. The only relation in the model:;is.equality, and. .
the only. functions: represented directly . in . the:model:are the arith-
meticuoperationagothdditiong3negatiaa;:mnltlplieatianvdivisiow’»

- and exponemtiation. Other functions:are:defined. 4a!terms of these
basic functioms, by compostion,: and/or suybstitutiem:of constants:
for arguments:of:these functions.: For' exbsmplie;: thesoperation of. ..
squaring is defined as exponentiation with "2" as:the second.arga--
ment of the exponential function; subtraction is a composition of

addition and negation.

Within the computer, a parenthesized prefix motation is. used
for a standard representation of the equations:fmplicit dn the En-
glish input. The arithmetic- operation to:be:expressed is made the . -
first element of a list, and the arguments of the function are.suc-

ceeding list elements. The exact notation is given in Figure 2 below.

- Operation - . Infix-Notation - Prefix!Ne€ation

Beuatity: - A=38 . o e KBRUAL: A B)
- Addition. A4+ B . . - .o {MHS AB)

A+B+C  (PLUSABOC)

Negation } -A (MINUS A) _

Subtraction A-3B _(PLUS A (MINUS B))

Hultiplication A% B’ , m* A B)
A*B*xc 7 ﬁrﬁgnc}

Division A/B (QUOTIENT A B)

Exponentiation AP ”';V(EXPT A B)

Yy

Figure 2: ’Notatlon Within the smm ﬂeductive uode1

w g g .
ﬂfj o Bmiiem

In the figure, A, B, and C are any repreaentations of’ oﬁjects in the
model, either composite ot simple names. 'The usual’ infix notation for -
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these functional:éxpressions is given fov ‘comparisow. 'Because this -
is a fully parenthesized motation, no #mbipuity of ‘operational order
arises, as it does, for example, for the unparenthesized infix nota-
tion expreseion A¥B4C Or its corresponding natural lenguage expres-
sion "A times B plus C". Note also that in ‘this ‘preéfix notation plus:
and times are not strictly binary operators. ¥rdeed), inthe model
they may have any finite number of argumeénts, e.¢. (TIMES'A B C D)

is a legitimate expression in the STUDENT model. A

Representations of objects in the STUDENT deductive model
are taken from the imput. Any string of words mot  containing a
linguistic form associated with the arithmetlc functions expressible
in the model are considered simple names for objects. Thus, '"the age -
of the child of John ‘and Jane" is considered a 'simple nume because it
contains no functional ‘linguistic forms assodidted with functions rep-
resented in STUPENT's limited deductive mbdél. In a more general '
model it would be considered a composite name, ‘and ‘the functional
forms "age of " gnd "child of ~  and - " would be

mapped into their corresponding functions in the model.

Because such complex strings are considered simple names in
the model, and objects are distinguished only by their names, it
is important to determine when two distinct names actually refer to
the same object. In fact, answers to questions in the STUDENT sys-
tem are statements of the identity of the object referenced by two
names. However, one of the names (the desired one) must satisfy
certain lexical conditions. Most often this condition is just that
the name be a numeral. For a more general model this restriction
could be stated as requiring a simple name corresponding to some
functionally defined name -~ because, for example, '"number of "
would be a functional linguistic form in the general model, and the

only simple name for such an object would be the numeral corres-
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ponding to this. number,.. An answer consists of & atatement of . .-
identity e.g.. "The number of .customers Tom gete: ie--162.1"

- The -other .lexical restriction on answers sometimes used in ..
the STUDENT system iis,insietence thet & certain umit Lcorres-.

ponding to & dimensinp associated with a number) appeer in the de~ . .
sired answer. For example, 8 _mgks;he unitspecifiad by the ques-

tion "How many spans equals 1. {fathow?", and ‘the answer given by
STUDENT is "1 fathom is 8 spans".

The deductive model described here 18 useful;for. answering . .

questions because we know how toiextract: implicit: information from
expressipns in this model; . that .is, .we kpow how -tio :8olve sets of.

algebraic equations to find numerical values whigh satiafy these - . .
equations. The solution process used in STHDERL is deecribed in de- .. .

tail in Chapter VI. The transformation.progess, based on the theory
described. garlier, which STUDENT uses to. go from :an English ipput. -
to this deductiwve model, is described .in :Chepter XV. ]




Almost any programming language is universal in the sense that

with enough time, space, and work at the implementation, any computable
function may be programmed. However, the task of programming can be
made much easier by the proper choice of a higher level problem ori-
ented programming language. The data’to be #ianipulated by the STU-
DENT system is symbolic, and of indefinite lehgth'-and complexity. For
this reason, a list-processing language was the nogt appropriate type
of programming for this task. There are a number of $uch languages
available, each having its own set of advantages and disedvantages.
For a description of the generasl properties of 1istiprocessing lan-
guages; with a detailed comparison 6f four of the better known list-
processing languages, see Bobrow and Raphael: (5)." Mostly because I -
knew it so well, I chose LISP (31) as the basic language for the STU-
DENT system.

The LISP formalism is very convehient for programming recursive
tasks such as the solving of a set of simultaneous’ equations. However,
LISP does not provide any natural mechanisms’ for: répresenting menipula-
tion of strings of English words, enother very importent subtask in
the STUDENT system. For this type of manipulation one would like to
perform a sequence of steps involving operations siuch as recognizing -
a sentence format which fits a particular pattern, finding certain ele-
ments in a sentence by their context, rearrangifig' a string of words, -

deleting, inserting, and duplicating parts of strings, and others.

The LISP formalism cannot easily express such string manipula-
tions, though each could be individually progiramhed.” However, a for--
malism for- just this 90rt’Of.maniputitfbﬁ«!f‘tﬁetbaﬁis'ofvthé3ﬂﬂﬂit %5)
programming system. Rules in this formalism ‘can easily express very -
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complex strifig manipulations, and are easy to read sud write. Hows =
ever, COMIT and LISP cannot be used simultaneously, and the problem
context necessitatea going back and forth between LISP-oriented tasks
‘and COMIT-oriented tasks. :Therefore,. 1. edspted the; COMIT Tule.nota-
tiop. for.use, in LISP, and comstructed a:LISP progrsm,called METROR which:
would interpret. string trsnsformetion rules in.this potstion. . ...

In congtructing the METEOR. interpreter, I effectiyely extended.
the elos#.mce of the, LISP progremming language; that:is, operations:
which could be ‘done previgusly,, but were awkward to.imyoke. could mow.
be expressed easily.. An extended. language embodying:the best features
of COMIT and LISP could haye been builf from ssratch, but it is much. ..
more economical.to.achieve. such extensions, by embedding. = The advan- .-
tages and disadvantages of lsnguage exmby embedding. are; discussed
in detail.by Bobrow and Weizepbawm: (€)> ... i .5 & o, onio

A. Specifying a Desired String Format.

_METEOR has, heen described. in, dessil elsewhere(3),- but: ve in-
clude here a hrief.summary of its. features, . Hasd_ﬂjms‘s:bﬁc@ﬂ&&fﬂﬂ&;ﬁf :
the notation makes - later:explication of the: trapsformation process.
easier. . In addition, if any ambiguity becomes apparent:in the expla- -
nation of the aperation of STUDENT. it.may be. resolved: by consulting .-
the listing of the:STUDENT: progfam, in Appendix.B. ' In this.latter .. ...

A METEOR program consista of a sequence of ruleé each specifying
a string transformatien and giving spme.centrol information.:  Let. us
first consider how a string transformetion. is specified, .We shall . .-
£all the string to be transformed the yorkspace,.. The; werkepace will . .
be transformed. by a rule only if it wmatches a pattern or: format. givea

42




in the "left half" of the rule._ This left half is a list of ele-.\E

THRML 9LAGRHT0W i3 g

mentary patterns which specifies a sequence of items that must be

sy i &Fed dn Besil Qi i ESes PG I E AN

matched in the workspace. For example, if thg left halfwwere e
iy ’ : \ \14_,1' FURTRA
"(THE BOY)" then a match would be found only if ghe workspace con-

tained aV"THE" immediately followed by "BOY . In addition to vt k

known constituents, one can match unknown constituents.d The\ele-

=TSt 5 e B ; g LR
ment $1 in a left half will match any one gorkspace constituent. The
TLITne BECEE

TR R

left half "(A $1 B $2 C)"T will match 2 cgntiguous substring of the

workspace which consists of an A followedwby e§actly one constituent ,
AS -t ,.3 .s;,,.l o

(specified by the marker "$l") followed by slgvfollowed bg exactly 2 :;”

constituents (matching theb"$2") followed by an occurrence 8% ;Jb.

Thus §1 will match an element of the wurkspace with a specified con-
text. If a left half would matchfmore than one substrigg in the S
workspace, ‘the left-most such substring is the one found by the

matching process.

We have discussed elementary patterns whi@h msxch a ?Txed num-

ber of unknown constituents (e 8-> "$3" matchesié unkhown constitu— B
ents). METEOR also has an elementary pattern elementj"$“‘which e
matches an arbitrary number of unknown constituents. For example,

the left half (THE $ BOY) will match a substring of the W

swunups Ax o AT

which starts with an occurrence of "TﬁE"“fBIlowed by any number of con-:

HIT0 i

rkspace

stituents (including zero) followed by sn occurrence of "BOY" . It

.. eVl D i
would, for example, match a substring of the workspacer "(GIVE THE
GOOD BOY)" or of the workspace A"(Tg! BOY HERE)" s If the left

half ($ GLITCH $3) ‘matches a substring of the wotkspace, then the

elementary pattern "$" matches the substring from the beginning of

.....

the pattern "GLITCH" matches this occurrence of "?LI@F@" 1p the work- )

space; and the elementary pattern "$3" gatches the 3 elements or
constituents of the workspace immediatelx followin§ GLITCH
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Elements in the workspace may be tagged or subscripted to in-
dicate special properties of this element, for example, ‘one might
have (HAVE/VERB) or (BOY/NOUH) as elements of the§worhspace.‘ Such
elements can be matched by name (using HAVE or BOY aa patternﬁelements),
or 1dentified just by their subscripts (or by both) lem
pattern ($1/VERB) will match any single constituent which is a verb
that is, one which has the subacript "VERB", even if this conatituent
has other subscripts. ‘Thus the left half (ALFRED ($17VE33) nooxs) ‘
will match the substring (ALFRED (READS/VERB) BOOKS) 1n the work- ;

I3 L

space (NOW ALFRED (READS/VERB) ﬁooxs Iu”ras LinsAEY) B

it

- The elementary o

Other elementary pattern elements are provlded, and new pat-

tern elements can be defined and easily used within the METEOR system

B. Spicifyingra Transformed Workspace.

We have discussed how a desired format can be specified thrOugh
a prototype pattern, called a left half.l If we try to match the work-
space to a left half but it is not in the format specified‘ ae say
the match has fa1led. If a substring of the workspace is in the speci-i
fied format the match ls successful when there is a successful
match, we may wish to transform or manipulate the substring matched
or place in a temporary storage location,/called a shelf, cOpies of
segments of the matching substring ' We shall’ now discuss the nota-
tion used for specifying such transformatlons, and storage of materlal.”
A left half is a sequence of elementary patterns, ‘and we associ-
ate with each elementary pattern a number’ indicating its position in
this left half- sequence. " Por example, in the ‘tett half ($2 D $ E),
the first elementary pattern, $2 would be associated with the number
1, the second, D) “with 2 $ with 3, and B with' 4. "¢ a match is suc-

cessful, each elementary pattern element in the left half matches a
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part of the substring of the workspace matched Ey this left half. The
part matched by an elementary’ pattern can then' ﬁe referenced’ by the
number associated with this elementary pattern. For the left half "’
given above, and the workspace (A B CD B A E G), the left-half match
succeeds, and the substring [¢:) C) may tﬁen be’ reference& with the num-
ber 1, the substring (D) by 2, (B A) ty 3“:and (Ej by 4. '
o hftoaes B Dioe

The transformed workspace is specified by tﬁe "right halg"
of a METEOR rule. This right half may be just "the numeral O, in
which case the matched portion of the worképace is”de1éted:” Other- T
wise this right half hust be a list of e1ements specifying a replace~
ment for the matched substring.’ Any’numpers 1n thts” rigntihalf list
reference (specify) the appropriate part of the matched Substring
Other items in the list may reference fﬁemselves, or strlngs in tem-
porary storage, or functions of any réferencea%le suﬁstrings. In
the’ example discussed above, if’the right ‘half were (3‘2 MY H) “then "
the matched portion of the workspace would” be’ repiaced By (B ADHMD H).
and the workspace would become’ (A BA'D %“D H'6). Wote that' 1 and 4
were not mentioned in this right half and were therefore deleted from B
the workspace. Also 3 and 2 were in reverse order, and thus these
referenced’ parts were inserted in the workspace in an order opposite
to that in which they had appeared "2is referenceﬁ twice' 1% this right
half and therefore two copies of ‘this referencea substringi”"(n)" ap-"""
pear in the workspace The elements‘H ‘and Wi vhi “'1gﬁt half refer-
ence only themselves, and are therefbre inserteé directly into’ the

ETUNTR S SR T o BRI A

workspace.
s g
Using the right=half elements  described, that is," nsmﬁers
referencing matched substrings and constants (eiements referencing
'themselves), one can express transformations of the workspace in
which elements have been added’ to, deieted'fronhﬁupiicated in, and

rearranged in the workspace. Elements t6' be addea to ‘the workspace
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thus far can only be. .gonstants. Let us, consider some other possible .
right-half elements.r They are all indi;ated by lists which start with ;

special flagn.'

- - O -

. The contenta of  any. shelf (temporary(?torage }ist) can. be o
referenced by a two element list with firet element either *A (for éll)
or *N (for Next), and a second element the shelf name. For example,
(*A EQT). references thetentire contents of a ahelf pamed QQT If this
element appeared in 8 right half the entire contents of that phelf
would be placed in the corresponding plpce in the uorkspace. The ..
first element of a, shelf named szuxxncxs could be}put into the wbrk-:» ;
space by using the element (*N SEHTERCES) inva right,half.

P oy

The-flag FN as the first member of a list serving as a right-:ijpv
half element indicq;es thgt the next member of this list is a function
name, and the following ones are. the arguments of tpis function.ﬁ lhe_;
value of thezfunction for this.set of ar;pments is,place9 in the e i
worksPacel In this way,_aqy LISP function cenjbq Q?ed within a HETEQR

rule.

B RE

3 - N "y

, The flag *K indicates that the rest of the liat following is to |
be evaluated as a right—half rule, and then is to, be "com?ressed"
into a list,which ylll he a single elepept of the wo;kspace.w,Thue,

yyyyy

single word can be treated as a siqgle unit within the METEOR
workspace string The inverse operation is the expanaion of a chunk
so that all its components appear as individual constituents in the

a right-half element list.

,,,,,,
BB R R RS T

We have thus far discupsed how the transformation of a string. _
called the workspgce, cqn be expressed in terms of s left half which o
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is. a.pattern for a desired input format, andn?giﬂ:tz half -which is-a
pattern for the desired output format. There is. ng.reasén:to:limit to -
one the number of outputs from a single left half match. In fact, a
third. section of..a METEOR rule; ¢alled:the-Yrouting:section (for.
historiral reasons), allows the prégrammér te giwe.any number:of oth-: -
er right halves, and place these referenced:iistsxat the heginning or': :
end of any shelf (temporary storage list). The storage of such a
‘"right half" is: {ndicated in thé?fouting}séetiénéiyda;liitiﬁ&dtting
‘with a *S or a *Q, followed by the shelf name, and followed by a

right half-pattern.  The *§ indicates:that.theriveferenced material is .
to be Stored on the-beginning of the:nsmed abalfi ~*Qcindicates :that - 7
it should: be Queued-on the end of:the. sbelf: :Wsed:with a *N.for re-
trieval, :a-shelf -built up by #:%§:is a:zpushdoln’ list, (a lest-in-.
firat-out list); and-a ghelf built i up: hy.a1%Q i8> anquene:{firat-in~. . -
first-out list). ~ . . <. s ospnr en Pozeog' o od ‘

The only-other significant: fegture:of: .a METBOB program:that we
have not yet touched-on.is the coptrql.iatructure:in-g-set: of rules.. . -
A METEQR rule bas @ nawey.-and bas .a:'igosta" isection.- @rdinsrily; if -
the. left~half match fails, contxol: is antomatically:pessed tocthe. .
next rule in sequence.. If the: leftrbalfsmatch isucceeds;-the right half .
and routing sections ;are interpreted; asnd then contreol ia-passed to' " .
‘the rule named -in the :''go-to''. . -However; by ingertiion.of :a:'"*" o
immediately :after the rule néme.in the: fule; the méthod Of transfer of -
contreil .is:switched, and:only on: left-half failuve-will-contral pass ''::
to the ryle named in:the go=to". ~ - .+ 1 UF o oL s g

Routing control can also be changed by a 1list of the form
"(*#D namel name2)" in the routing section of a rule. After this list
is interpreted, any occurrence of namel in a “go-to" will be.inter=: .
preted 8s a ''go-to'" containing ‘'mame2'. :This:ilstter feature:allovs
eagy return from._subroutines. :The use .of left-half sucecess or failuge-
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as a switch for the transfer of control makes it possible to write:sig+«:

nificant one rule loops.

A METEOR program is a sequence (1ist) .of rulesa. -Each rule is
a list of up to six elements. -The:following is an example of a METEOR

rule containing all six. elementss
(NAME * ($:BOY) (2 1) (. (#8 5172 2) (%D P1 P2)) Pl)

We shall briefly review the function of .each of these six elements.>
The first element.of a MRTEOR rule:is' a neme, and must Be present

in any rule. If no name is needed, the dummy name '*' .can. be used.

The second element is-a "' and:is optiona}. 'When ‘it is present it
reverses the switch-on: flow of centrol; and transfer of eoitrol to the:

rule named in the "go-to" is made on left-half failure.

The third elemént is mandatory, -and is:a left-half pattern
which is to be matched in?theﬂworkipaée.\ The fourth'element is
optional, and ‘is ‘a right~half pattern specifying the resiult in the -
workspace of the striﬁg;tnansformattonrdesined.,‘Ihé fifth {(optional)
element ‘i8 called the .routing sgection, and-is a’ list flagged with
a "/" as a first element. The remaindér gf - the routing dection is a
sequence of ‘lists which specify operations which:placé items on
shelves or set Y“go-to" values. The final-:element is called the "go-
to" -and specified ‘where control-is ‘to be passed tf a match succeeds
(in the normal case). A '"*" in this position: specifies the mext rule '

in sequence.

C. Summary.

‘In this chapter, we have briefly summarized:the features of a
language for string manipulation which has been:embedded (by building
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the METEOR interpreter) in the general 1ist{processing language LISP,
The ability to describe easily in METEOR the:string transformations
needed to process English sentences, and -also use, where approprlate,
the functional notation of the general list- progessihg 1anguage, LISP,
was a great advantage in the programming. effort invalved in thls study.
As a final illustration of the power of Ehe cogbined,METEORrLISP
language, we include a pregram for Wang 8. algorithm for- pnoving
theorems in the propositional calculus. This algorithm is’ described
on pages 44-45 of the LISP manual (31), and a LISP program -for the al-
gorithm appears on pages 48-50. Figure 3 below contains ‘the complete
METEOR program for the algorlthm, including“dgfinitions of four
small auxiliary’ LISP;functipns used within the MKTEOR program.

In addition, the figure contains a>trace”of“th6“program as it
proves the theoremfgiven»after the first line cdhxdﬁﬁfhgi"(THEOREM)"
The other lines give the theorems that. are provencby the algorithm as
steps in the proof of this theorem. This‘ME&EOR.program compares
quite favorably in both size and understandahility tdo the one given in
the LISP manual, and to'the one COMIT program’which I have seen which
performs the Wang algorithm. '
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CHAPTER IV:

The STUDENT system comsists: of two main swbprograms, called -
STUDENT and REMEMBER. ' The program called REMEMBER.-accepts and pro-.
cesses statements which contain globsl information; that 1s, in- ..
formation which is wot specific ito any'one story prablem. We shall
discuss the processing and information ‘storage.techniques used
in REMEMBER in the next chapter. A listingof the global informa-
tion .given to the STUDENT system may-be found in Appendix C.

In this chapter, we shall describe the techniques embedded in .
the STUDENT program which are used to transform -an English statement -
of an algebra stery - problem to expressions 'tmithe STUDENT deductive
model. By implication we are -also defining the subset of English

which is. "understood" by the STUDENT program: A more explicit des=-... -

cription of this :imput :language is given at the end «f the chapter. .

A. Outline of the Operation of STUDENT.

To provide perspective by which to view -the detailed heuristic
techniques used in -the STUDENT program; we shall. first give .an out-
line of the operation of the STUDENT program when given a problem to-
solve. This outline is. a verbal description.of the :flow chart of
the program found in Appendix A.- s ’

STUDENT is asked to solve a particular problem. We assume that: :
all necessary global information has been stored previously. STUDENT
will now transform the English input statement of this problem into .
expressions in its limited deductive model, and: through:appropriate
deductive procedures attempt to find a solution. More specifically,

STUDENT finds the kernel sentences of the input discourse, and trans-
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forms this sequence of kernels into a set of gimult#meous equations,
keeping a list of the answers required, a list of the units involved

in the problem (e.g. dollars, pounds) and a list of all the variables
(simple ‘names) in the equations. Then ‘STUDENT inveokeés the ‘SOLVE program
to solve this set of equations for the dasired wnknowis. 'If a solu-
tion is found, STUDENT prints the values of the unknowns requested in

a fixed format, substituting in ''(variable IS wvalde)' ' the appropiiate

phrases for variable and value. If a solution cannot be found,

various heuristics are used to identify two wariables (i.e. find two
slightly different phrases that refer to the samé object in the model).
If two variables, A and B, are identified, the equation A = B is- added
to the set of equations. In addition,:the ‘store of 'global- information

is searched to find any equations that may be useful in finding the solu-
tion to this problem. STUDENT prints out any assemptions it makes about
the identity of two variables, and also-any equations that it retrieves
because it thinks they may be relevant. 7If the use of global equa-

tions or equations from identifications leads.to 'a ‘selution, the an-

swers are printed out in the format described above.

If a solution was not found, and certailn idioms are present in
the problem (a result of a definitional transformation used in the
generation of the problem), a substitution 'is'mdde “for each of these.
idioms in turn and ‘the transformation and ‘solution process is re-
peated. If the substitutions for these idioms do : not enable the prob- "
lem to be solved by STUDENT, then STUDENT ‘requests additiomal informa-
tion from the questioner, showing him the variables being used in the
problem. If any information is given, STUDENT tries to golve the prob-
lem again. I1f none is given, it reports its - tnability to solve this
problem and'terminates. I1f the probLemfis'%Ve:'éblvhd,~the'solution
is printed ‘and the program terminates. '
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B. Categories of Uords in a Transforga;ion;:

The words and -phrases (strings of“uords) in the English 1nput
can be classified into three distinct categories on the basis of how |
they are handled in the transformation to. the deductive model.v The
first category consists of strinss of . words which name,objects 1n the
model; I callrsuch strings,:variabies,z Variables are 1dentified only
by the string of‘words”inbthem, and if two strings differ at all,,they
define distinct variables, ' One 1mportant problemjc9h§idered below

is how to determine when two_ distinct variables refer to the same ob-,

ject.

The second class of words and,phrases are what I calt' substitu-i
tors". Each substitutor may be replaced by another string. Some sub-
stitutions are mandatory;»fothers are optional and are only made if the
problem cannot be solved w1thout such substitutions. An example of
a mandatory substitution is "2 times" for the word, "twlce". "Tw1ce"l
always means "2 times" in the context of the model, and therefore this
substitution is mandatory.: One optional "idiomatic" substitution is
"twice the sum of the length and width of the rectangle" for "the peri-
meter of the rectangle'". The use of these substitutions in the trans-
formation process is discussed below. These substitutions are inverses

of definitional transformations as defined'inhghapter_ilfr

Hembers of the third class of words indicate the _presence, of .
functional 11nguistic forms which Tepresent functions in the deductive t
model. I call members of this third class gperatorsﬁ,v Operators -
may indicate operations which are complex conhinations of the basic
functions of the deductive model. One simple operator is the word
"plus'", which indicates that thevobjecgsqgaggdehxithe:gyo‘variables
surrounding it are to be added. An example of a more complex operator
is the phrase "percent less than", as. in "10 percent less.than the
marked price’, whlch indicates that the numher immediately preceding
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the "percent" is to be subtracted- from 100, ‘this -result divided by 100,
and then this quotient multiplied by the vsriable follow1ng the "than".

Operators may be clagsified accofdinébtﬁawhere their arguments
are found. Avprefix operstOr,”such as "the square of....." precedes
its  argument. An operator like "..i.;pereent““is a suffix operator,
and follows its argument. Infix operators such as ".....plus....."
or "..;..less‘tﬁan...;."'appear betweéen their two' arguments. “In a
split prefix operator such as “difference between.;...and.....",
psgt of the operator precedes, and part appears between the two
arguments. ''The sum of.....and ..... and....." is a split prefix

operator with an indefinite number of arguments.

Some words may act as operators'conaitionhlly,'aepending'on
their context. For example, "of" is equivalent to ‘e imes" 1if there
is a fraction immediately preceding it; ‘e. g., 5 of the profit" is
equivalent to ".5 times the profit" however, "Queen of England"
does not imply a multiplicative relatiOnship between tﬁe Queen and

her c0untry.

C. Transformational Procedures.

Let us now consider in detail the transformation procedure used

by STUDENT, and see how these diffetent categories ‘of phrases interact.

To make the process more concrete, 1et us consider the following example

which has been solved by STUDENT ' -

N

(THE PROBLEM TO BE SOLVED 1IS)

(IF THE NUMBER OF CUSTOMERS TOM GETS IS IWICE THE gtm
zorncmormzmnormmmﬁ&sﬁknm zhmmz

' NUMBER OF 'ADVERTTSEMENTS HE RONS’ IS‘&S, ‘WHAT 1S TﬁE’NﬁHBER
OF CUSTOMERS TOM GETS Q.)
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Shown below are copies of actual printout from the STUDENT pro-
gram, illustrating stages in the transformation and the solution of the
problem. The parentheses are an artifact “of the LISP programming lan-’
guage, and "Q " is a replacement for the question mark not available

on the key punch.

The first stage in the transformation is to perform all manda-
tory substitutions. In this problem only ‘the three phrases underlined
(by the author, ‘not the program) are substitutors: "twice becomes
"2 times', "per cent" becomes the single word "percent", ‘and ‘square

of" is truncated to "square". Having made these substitutions, STUDENT

prints:

(WITH MANDATORY SUBSTITUTIONS THE PROBLEM IS)

(TF mmzkor CUSTOMERS mczrs 132 mms ‘THE SQUARE

20 PRECENT 0F TE mnx OF . Anvsn TSRMENT: ‘m: mms "AND THE
| NUMBEK OF ADVERTTSRMENTS HE xmds is 45 WHaT 18 mz Nw:asn

o“rcus*ium:zs‘ “"mﬁcmsq) | s

From dictionary entries for each word, ‘the words in the problem

are tagged by their function in terms of the transformation process,

and STUDENT printS'iy o

(WITH WORDS TAGGED. BY FUNCTION, THE 1 18)

t¥L

(IF THE WOMBER (OF /m)mmwem /' VERB) IS
' 2 (TDMES / OP 1) THE (SQUARE / OF 1) 20 (PERCENT / OP 2)(OF/OP)
THE NUMBER (OF / OP) ADVERTISEMENTS (HE / PRO) RUNS, AND THE
' NUMBER: (OF -/ OP): ADVERTISEMENTS ‘(HE °/ PRO): RUNS IS 45,
(WHAT: /. GNORD) IS THE NUMBER (OF '/ OP¥ CUSTOMERS
TOM (GETS / VERB) (QMARK / DLM))
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If a word has a tag, or tags, the word followed by "/" followed by
the tags, becomes a single unit, and is enclosed in parentheses. Some
typical taggings are shown above. "(OF/OP)" indicates that "OF" is

an operator and other taggings show that "GETS" is a verb "TIMES"

is an operator of level 1 (operator levels will be explained below),
"SQUARE" is an operator of level 1, "PERCENT" is an operator of level
2, "HE" is a pronoun, "WHAT" is a question word, and "QMARK" (replac-k
ing Q.) is a delimiter of a sentence. These tagged words will play
the principal role in the remaining transformation to the set of

equations implicit in this problem statement.‘

The next stage in the transformation is to break the input sen=-
tences into "kernel sentences'. As in the example, a problem may
be stated using sentences of great gnmumatical complexity, however,
the final stage of the transformation is only defined on a set of
kernel sentences. The simplification to kernel sentences as done in
STUDENT depends on the recursive use of format matching.i If ‘an in-
put sentence is of the form HIF" followed by a substring, followad by
a comma, a question word and a second substring (i.e. it matches the
METEOR left half "(IF $ , ($1/ QWORD( $)" ) then the first substring
(between the IF and the comma) is made an independent sentence, and
everything following the comma is made into a second sentence. In
the example, this means that the input is resolved into the fol-

lowing two sentences, (where tags are omitted for the sake of brevity)

"The number of customers Tom gets is 2 times the
square 20 percent of the number of advertisements
he runs, and the number of ‘advertisements he runs
is 45." and "What is the number of customers Tom gets?"

This last procedure effectively resolves a ‘problem into declara-

tive assumptions and a question sentence. A secont:complexity resolved
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by STUDENT is illustrated in the fiFet seatence of eRfs pair. A-Go-
ordinate Sentence consisting Gf twd séntércés joined By a“tomna fm-
medistely foitowed by an "aad® (tle:]"dhy setsticé idtentiig ‘the
METEOR 'left hatf *(¢§, AND §$)"') wfil ‘be rédslved intd these “two in-"

dependent “déntences. The first’ﬁentéﬁce aboveé iE éﬁer&fdre tesolved ‘

[ Kol A e SRR GRS S 5 £ ¥ S T

intd’ two §imp1et sentences

.

S TNn 0y o

Using thése two irverse syntactic fransformdtions, this prob- =
lem statement 18 resolved 1nt6’"dthpf§”ﬁérﬁel déntdﬁééa. ‘For'the = 7

example, §TﬂﬂENT prtnt§ R SRR R

“(THE ‘SIMPLE SENMCESARE) ceral ool BT e e

(THE NUMBER (OF /OP) CUSTOMERS TOM (GETS / VERB) Is '~ 7°°

2 (TIMES /OP 1) THE (SQUARE / OP 1) 20 (PEICENT / OP 2)
- toP °/ "OF) mummf der) 5 " (ms /md)
e ms (mrmﬂ f mm |

| (THE NUMSER (OF / OF) ADVERTISKMINTS (HE°/ PRO) RONS 15 43
[ (PERI’OD fM)' IR R Lol R
M(GETS 7 VERB) (QHNEE'}<DLM)) SIS Af .

4 T

Sy

ST

Each simple sentence 18 a separate 1ist, ‘1.€.) 18 énclosed 1 pfren-

theses, and ‘each ends with a delimiter ‘(& perfod’ oF q‘ti’eﬁ‘ion“ha‘rk)u

Each of these sentences can now be transforihed diredtly td 1ty fnrers

pretation in the model.
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.The transformation from the g;fmp‘ﬁ kernel . ysqntences to equa-
tions uses three levels of precedence for operatoxs,, Qperators of
higher grecedénce level are used eailiqr’inmghe -trangformation, ;.Be.;,, .t
fore. utilizing the .operators, STngl 1qolgs for unguistic ﬁorms
-associated with the equality relation. These formg inglude the Qopulav
"is" and transitive verbs in certain contexts. In the example we are
considgring, only the copula "is" ig uged.to indicate equality, The
use of transitive verbs s indicaters, of-equalicy, that 19, ge rela-
tional lir;guistic forms, will be diséussed in coméqug;Qn.}%&@:gﬁnqtber
example. When the relational linguistic form is identified, thek
names which are the arguments of the form are broken down into
variables and operators (functional, linguistic. .forms). .In the present
problem, the two names are those on\either side of the "is" in each

sentence. o S S T

R T P AR e FE R
§

L1y within,algebra

ol 194

The vord "is! may #lso be used weanis
story probiems as an auxiliary verb (222 Q@ﬁﬁéﬂ& ﬂ%ﬁ%&%ﬁykﬁ%q such
verbal phrases as '"is multiplied by" or "is divided by". A special
check ig m.atle fg;,,;t_he Tgmvc%{am%vgt%serghga% hefere pgg@ceeding
on to the main transfotﬁation procedure. Thé trangformesion of sen-
tences containing these special verbal phrases will Be discussed later.
If "is" does not appear as anp auxilisryim such a.verhal phrase, a
: aqwdaqgeating -the

sentence of the form "P1 is P2" is intexp ted
equality of the objects named by phrases Pl and P2. No equality

relation will be recognized within these phrases, even if an appro-
priate transitive verb occurs within either of them. 1If P1* and

P2% represent the srithmetic transformations of Pl apd P2, then "P1
is P2" is trgns_ﬁgtngéd into tbe‘,,&qqgﬁipnj oo

"(EQUAL Pl* P2%)",
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The transformation of Pl and P2 to give'them ¥ interpretation
in the model is performed recursively using a program equivalent to

the table in Figure 4. :This table shows iir“fhéﬂoperators and for-

mats currently recogniZed by the STUDENT pr K%ﬁt New operators can -

easily be added to the program equivalent o£ thig table.

In performing the transformation of a phrase P, a left to ,
right search is made ﬁor an operator of levgl %§(indicated by sub~ Hll¥<
scripts of "OP" and 2) If there is none, a:.leftto right search is::-u
made for a level 1 operator (indicated by subséripts "OP" and 1), )
and f1na11y another left ‘to right sear(:i;‘is"I éﬁfor an operator ofv
1eve1 0 (1nd1catedibyva subccript YOP" and:mo: ﬁunerlcal subscript).

The first operator ‘found in this ordered déafth'determines the first"
step in the transformation of the phrasg “Yﬁis ogerator and its con-'n:
text are transformed a8. indicated in co}aun 4 ,19..the table. If no

operator is present; delimditers and: nr@i%l@iﬂfly«an and the) are de=-

i
leted, and the phrase is.treated as an indiv&sgbye entity, a variable. .

In the example, the first simple sentence is

" (THE NUMBER (OF/OP) ‘CUSTOMERS' TON “(GETS /VERE) IS
2 (TIMES/OP I)- TRE CSUMARE/OP-1Y-20° (PE‘RCENT/UP 2)
(OF /OP) THE NUMBRE: ¢OF/OP) ADV!RTIBEM!NTS -
" (HE/PRO) 'RUNS °(PERIOD/DIMY) * '

This is of the form "Pl is P2", and is transformed to (EQUAL P1% P2%),
Pl is "(THE NUMBER (OF/OP) CUSTOMERS ‘PoM’ (CETS/VERE))": The occur- ’
rence of the verb "gets'" is ignored because of the presence of the
"is" in the sentence, meaning "equals". The only operator found

is "(OF/OP)". From the table we see that if "OF" is fmmediately pre-
ceded by a number (not the word "number") it is treated as if it

were the infix "TIMES". In this case, however, "OF" is not preceded
by a number; the subscript OP, indigating that "OF" is am operator, is
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Operator. - . - Preagplomne .. Qontext . ©oow fura [T Imterpritmbion: in the Model
Level

PLUS .- @ o e CPRIBOE PR o sle (AR PIN BP2AYC.0 - 0 oo () :
PLUSS PLPLUSS P2 . . . .. (PRUS PI% rg’) : D L) N
MINUS n nnus rz ; (vws rl* (m m)) ().
P1 MINUSS P2 (PLUS P1* (MINUS P2¢4)) (»)
o nmEs . . CIPES BN RN
P1 DIVEY P2 (QuoTIENT P1# m) _
sqaRE Pl T T (mxbr pi€ 2y ‘ @)
‘PUSQUARED - . ¢ U (RXEERIRR) T
- R1 w n vl L vl *(W;rpw)f . :
rlusmurzu ﬂ_(rwsrz* ,l*))
PL PR X ﬁz T OOTIRET P19 (K P2)%) (0 (0
L rrE pER M2 TN DL e e Y R
.71 K VERGENT: P2 ... - (P1:(RINOOY:PRIR ;. .. k) Ak
2 . PIRFERMESS P2 (P1((100-K)/100) m- (D W
s 0 'mnmnmn' (mnt(mrzmu)t)
R T S s~ 2 4 il ¢ 1 BE

DIFFERENCE o : n-nl s BESEEN .o, o (PIBE PMY (UDWS 229))
) 4

or e s mokm T Te C(TDES R PRV)
?1 oF P2 (P1 OF P2)*

N O

O N 'O D gt O

E E
F—
~N N

(a) If Pl is & phrase, Pl-* m;ltcnt;; 1;:l intcrpr-tation i.|':’ %ﬂ;o -;d-l.

(b)  ELUSS and MRS ave. identiesl to FLIS AN NINJS -ayrept. for presedence level.

(c) - Woan.two-possible contexts. are.indicatedy theay ora shecked ia the order shown.
(a) SQUARE P1-and: SIM Bl eve: idicsatic shoxtenings of SQUARK.OF Pl snd SUM OF P1.

(¢)  * outside s parenthesized exprespion indicptes it/ the:wenigeed phrase is
to be transformed.

(f) v.luan-ht . . R L e

() /ond- imply. :h-t, :nu L-uund crmpcu Wuu arn mlt@wtonu‘

Figure 4: Operators Recognized by STUDENT




stripped away,: and the: transforimaticn process: is wepgsted o the'
phrase with "OF' no longer -aeting ms: sh opsratoti e.mi:mhwfmeyetﬁ--m T
tion, no operators are found, and BI® d¢: the varksble =:o> oiow sisciz o

ik AAUOEY wotuoaps el ooe fagrail 2.
(num OF. mm M(GW DR N S e
wiidenpe adid o of Leoocianicl g0 nsl

To the right of "IS" in the sentence is P2:
hep-frTEs MEY sARUGT Y DOQUL AU
(2 (mn:s/or 1) mn(smmns/or 1) 20 (PERCENT/OP 2) (or/or)
THE . NUMRER: {OF/08)- mmsm{w:mm (mmn

% (R et Tt i
Gt el d Lnolwey s Rt ood el SEAGINIZ Triw Tl

. The; £1m operator: foumd: in: P21 1sH PERCENT, - M opérator ¢filewel :
2. From the taklerin Figure 4, we: see: that(thib spbretor: has thezeffeét
of dividing the mumber: imhwediately;precedisg it by(3100s+ The! TPEROENT™::
is.zemoved and the trspeformation:dis: t-pnad on: theu reasindag: pheyade. 4
In the-exsmple,: the Y. ..30 (szaﬂ(ﬂlmgraxy bdcomed 1LUTE vd
Y. .2000€0F/OP) .. "z R G faunld tey wer Belosd anoiinoi dmn

Continuing the transformation, the operators found are, in
order, TIMES, SQUARE, OF and OFi;{:Eedli. /28 héndledves dtiflicited in
the table. The "OF" in the context "... .2000 (OF/OP) THE ...."
is treated as.auv.infix TIMES, whilé a¥ tHéMiMer H60GErdaba af "OF",
the operator mirking: {a: rm&d.%m“ﬁﬁtﬂt!ﬂgﬁmfolﬁgﬂsiéxpres-

sien for P2 B 3 S oan "“"’I") Auma
- t Vi E.J(?q» HHMT P‘,

(TIME 2 (EXPT (TIMES .2 (NUMBER OF ADVERTISEMENTS
(MEAPRQ) RUNS) Q) EisMOTaul 0 JHEMB 1Y)

The transformation of the second sentence of the example is
done in-a similar manner;-and: ytelds ebpwummu Gant s gir o i ox

Ll e vreien graled sarode s Dogg el ad JTalT i

(RQM (mm QF ADVERTISEMENTS (HE/PRO) BMUNS) 45) =il 2
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The third sentence is of the form "What is P12'". It starts with
a question word and:is therefore treated specially. A unique wvatiable,
a single word consisting of an X of G followed by five tntegers,
is created, and the equation (EQUAL Xnnnnn P1%) is stored. For this
example, the variable X00001 . wasg: created, and this' laét simple sen-

tence is transformed to the equation:

(EQUAL X00001 (NUMBER OF CUSTOMERS TOM (GETS/VERB))
In- addition, the created: wariable 1is: placed on ' the!1igt of variables
for which STUDENT is to find a value. Also, this vériable is stored,
paired with Pl,:the. untranaformed: right side; for:twe in printing out
the apswer. If a value is found: fer: this. variabld,:STEDENT prints the
sentence: (Pl is value) with the appropriate substitution for value.
Below we- show. the full:set bof:equations:; and:the:priated solution given
by STUDENT for the éxample: belng: congideéred.: Por- ease in solution, the-
last equations created are put first in the list’'of equatioms.

(THE EQUATIONS TO::BE SOLVED:ARE)

{EQUAL -X00001 . (NUMBER .OF : CUSTOMERS - 0M ¢GETS /VERB)))
(EQUAL. (NUMBER OF :ADVERTISEMENYS -(RE/PRO) RUNS)45)

(EQUAL (NUMBER OF CUSTOMERS TOM (GETS/VERB)) (TIMES 2 (EXPT
(TIMES .2000 (NUMBER OF ADVERTISEMENTS (HE/PRO) RUNS)) 2)))

Saten - e PETE S LT It S

(THE NUMBER OF CUSTOMERS TOM GETS I16-162) -

In the example just shown, the equality relation was: indicated by the
copula "is". 1In the problem shown below, solved by STUDENT, equality
1s indicated by the occurrence of & transieive véfd in the proper context.
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(THE PROBLEM TO BE SOLVED .IS) | L Lty
(TOM HAS TWICE AS MANY FISH AS MARY HAS GUPPIES. IF MARY HAS
3 GUPPIES, WHAT IS THE NUMBER OF EISH TOM HAS Q.) -

(THE EQUATIONS TO BE SOLVED ARE) .

(EQUAL X00001 (NUMBER OF FISH!mM (}ms,,(vzn,p))) I
(EQUAL (NUMBER OF GUPRIES, (MARY,/PERSON). (HAS/VERB)) 3)

(EQUAL (NUMBER OF FISH TOM (HAS/VERB)) {TIMES 2. (NIMBER OF ,
GUPPIES (MARY/PERSON) (HAS/VERB)))) -

(THE NUMBER OF FISH TOM HAS IS 6)

e

The verb in this case is "has". The simple”sentence "Mary'has"3
gupples is transformed to the ' equ1va1ent" sentence "The number of
guppies Mary has is 3" and the processing of this latter sentence is

done as previously discussed.

The general format for this type of sentence, and the format
of the intermediate sentence to wh1ch it is transformed is best ex-
pressed by the follow1ng METEOR rule o s

LR i

(* ($($1/VERB) ($1/NUMBER) $) (THE NUMBER OF 4 12 IS 3) %)

This rule may be read: anything (a subject)yfollowEd’b;na'werb;fole o
lowed by a number followed by anythlng (the unlt) is transformed to

a sentence startlng with "THE NUMBER OF" followed by the unlt, fol-
lowed by the subject and the verb, followed by "IS" and then the
number. In "Mary has 3 guppies" the subject 1s’"Hary", the verb "has"

and the units "'guppies'". Similarly, the sentence "Fhe witches of
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Firth brew 3 magic potions" would be tranéfofmed to

Tab TUwoiwt U DhivdiNE Al THA T TP S D

"Thé fbwbét of magic potiohs the ‘witiéifes 6f ‘Firth brew is 3."

In addition to a declaration of number, ‘a siitgle-object tran-
sitive verb may be uaed in a comparative atructure, such as exhibited

The HETBGR:rnii’ﬁhiEh‘éiéﬁiitﬁef€f¥ec ve trans f
type bf sentence structure 4g: 7 o0 TR

(THE NUHBER OF 6 1 2 IS 3 THE NUH!ER OF 10 8 9) %)

For the example, the transformedAaentence is:

"The number of fiah Tom has ia twice the number of guppiea:
" Mary has!

Transformation of new sentence formata to formats previously
"understood" by the program can be easily added to the program, thus “
extending the subset of English "understood" oy STUDENT In the proj
cessing that actually takes place within STUDENT the intermediate “
aentences shown never exist. It was eaaier to go directly to the
model from the format, utilizing aubroutinea previoualy defined in

terms of the semantics of the model.

The word "is" indicates equality only if it is not used as
an auxiliary. The example below ahows how verbal phraaes containing
"is", such as "is multiglied by",}and “ia increaaed by" are handled

in the tranaformation.‘
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(THE EQUATIONS TO BE SOLVED mg) S
(EQUAL X00001 (NUMBER)) : |
 (a0nn (vuts (e (bR ©) ) 6B)

(THE NUMBER IS 4)

The sentence "A number is multiplied by 6" only indicates that
two objects in the model are related multiplicatively, and does ﬁot
indicate expli€itly any équality relation. ~The ‘interpretation of |
this sentence in the model is the prefix nbtution product‘ N ;

(TIMES (NUMBER) 6)

This latter phrase is stored in a temporary location f6r possible

later reférence: In this problem, 1t is referenced in the hext sem-
tence, with the phrase '"THIS PRODUCT". ‘The important word in this last
phrase is "PHIS" — STUDENT ignores a1l other words’ in'a variable cén-
taining the key word -"THIS". The'lastﬁéemﬁbrérily?sfdéea'phtasé is
substituted for the phiase containing "MHIS". Thus, the first three
sentences in the problem shown above yield oniy ‘one equation, after
two substitutions for "this" phrases. The last sentence "Find the
number.” is transformed as if it were “What is thé number Q.",

and yields the first equation shown. e LT

The word "this" may occur in a context where it is not

referring to a previously stored phrase. kBetbﬁ'iS'aﬁ'éthpie of
such a context. : S arenlt '
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(THE PROBLEM TO BE SOLVED 1IS) .
. (THE PRICE OF A BADIO IS»691]0’£QL&QRS rlg THIS PRICE IS
15 PERCENT LESS THAN THE MARKED PRICE, FIND THE MARKED PRICE.)

(THE EQUATIONS TO BE SOLVED. ARE)

(EQUAL X00001 (MARKED PRICE)):" G L
(EQUAL (PRIGE OF RADIO): (mﬁ ,81-59 (mam PRICE)))
(EQUAL (PRICE OF RADIO) (TIMES 69.70 (DOLLARS)))

=)

RIS

(THE MARKED PRICE IS 82 DOLLARS)

In such contexts, ’thg,phrase,containing@?1ﬂ1§¥ ig-.replaced by the:left
half of the“1ast,equationﬂereated.,vIn,thisfgxgppge» STUDENT breaks

the last sentence into two.simple sentences, deleting the "IF".. Them
the phrase "THIS PRICE" is replaced by the variable "PRICE OF RADIO",
which is the left half of the previous equatioma: . -

This prqplem?illustrates two. other features of the STUDENT pro-
gram. The first is.the action of the couplex. operater "persest less .
than". It causes the number immediately preceding it, i.e., 15,
to Be subtracted from 100, this result divided.by 100, to give .85
(printed as ,8499 due to a rounding error -in floating:point conversion) .
Then this operator becomes the infix operator "TIMES". . This is in-:
dicatedwin the table in Figure4 .

This problem also illustrates how units such as "dollars" are
handled by the STUDENT prograﬁ. Any wozxd .which. immediately follows a
number is labeled as a special type of variable called a unit. A
number followed by a unit is treated in :the equation .as a product of
the number and the unit, e.g.,'69.70 DOLLARS':.becomes '(TIMES
69.70 (DOLLARS))". Units are treated as special variables in. solving
the set of equations; a unit may appear in the answer though other

variables cannot. If the value for a variable found by the solver is
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the product of a number and a unit, STUDENT ‘concatenates the number
and the unit. For example, the solution for "(HAMD PRICEY" in
the problem above was (TIMES 82 (DOLLARS)) and STUDENT ‘pi‘jitit‘ed out ¢

(THE MARKED PRICE IS 82 DOLLARS)

There is an exception to the fact that any unlt may appear in

the answer, as illustrated in the problem below.

(THE PROBLEM TO BE SOLVED IS)
(IF 1 SPAN EQUALS 9 INGHES, AND:l FATHOM EQUALS 6 FEET,
HOW MANY SPANS EQUALS 1 FATHOM Q.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (TIMES 1(FATHOMS)))

(EQUAL (TIMES 1 (FATHOMS)) (TIMES 6 (FEET)))
, (EQUAL (TIMES 1 (SPANS)) ('mms 9 (mcnns)))

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

(USING THE FOLLOWING KNOWN RﬁMTIONSﬁIPS;
((EQUAL (TIMES 1 (YARDS)) (TIMES 3 (FEET))) (EQUAL (TIMES 1
(FEET)) (TIMES 12 (INCHES))))

(1 FATHOM IS 8 SPANS)
If the unit of the answer is specified, in this problem by the phrase
"how many spans'' — then only that unit, in this problem 'spans',
may appear in the amswer. Without this restrictien, STURENT would -

blithely answer this problem with "( 1 FATHOM IS 1 FATHOM)'.

In the transformation from the English statement of the -problem
to the equations, "9 INCHES" became (TIMES 9 (INCHES)). However,
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"1 FATHOM" became '"(TIMES 1 ﬁE@Iyggs))". _The plural form for fathom

has been used. in&tead of the singular form._ S;UDEHT always uses the )

plural form if known, to emsure that all unita .Appear in only °“e,:,

form. Since '"fathom" and "fathoms' are different, if both were used

STUDENT would treat them as distlncg,,en;el%gegtug;§§tﬁ;¥9e plural
form is part of the global inforneclon that cen be nade‘evailable

| to STUDENT, and the plural form of a word is sub%tituted for any

singular form appearing after,"l" in .any ghrase.

. .The inverse apera-

tion is carried out for correct printout of the solution.

Notice that the! infanmatian gtven in theﬁpnobUGM*was inSufficient
to allow solution of the set of equations to be aolved Tﬁerefore,
STUDENT looked in its glossary for information concerning each of the
units in this set of equations. If”found ﬁhe relationéhipw”l foot
equals 12 inches.' and "1 yard equals 3 feet." ﬂsing only the first
fact, and the equat1on it implies, Sfﬂﬂﬁﬂf is then éﬁfe €o solve the
problem. Thus, ‘in certain cases where ; anBlem fb nOt analxtic,
in the sense that it does not contain, explicltly stated, all the
information needed for its solution, STﬂﬂENf s dﬁle to “drav ‘on a
body of facts, picking out relevant ones, and use them to obtain a
solution. Tl R LS S S PR RS G SE I ORI

In certain problems, the transformation process does not yield
a set of solvable equations. However, withifthi#isét of equations
there exists a pair of variables (or more than one pair) such that
the two varisbles are:only "slightly differemt' ;:snd: reslly name the
same object im the model. When a set of “equations ‘is unselvable, ~ =
STUDENT ‘sesrches for relevant global equstions. -Imraddition; it .-

uses several heuristic .techniqués for identifying twe “glightly -« iif

different" variables in the equations. The problem below illustrates
the “identification of two wariables where:in omé¢ reariable :a pronoun

has been :substituted for a noun plirase in:the sthér variable. .This : -




identification is wade by checking all varigbles appearinmg beforg one
containing the pronoun, and finding.oue which is ideptical to this. .,
pronoun phrgse, with. a sybstitution of a string.of apy-.length for .1y

the pronoun.

EQJDQE-HALF OF THE
HAVE 1S

qm)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (NUMBER:-OR-SGLDIESRSCTTREP/¥AUY  (RAVE/VERB)))
“- (EQUAL" {NUMBER OF M(MWWM\KPS’W)% “?!SIO'O) '

(EQUAL (NUMBER OF SOLDIHRS RUSSIANS (HAVE/VERB)) “(rnMEs 5000
' CNUNBER OF EUNS (SHNYTIRO0) “CHAVEIVERE))S)C ) @fxifsi

((fd'{t

A OIOs e

THE' sqmmswmm?

(ASS . Gl
(e e Sovtkns” thumd Wil &

(NUMBER OF SOLDIERS RUSSIANS (mv:/vxn)))

CENTHRMOTT AT OGN ITHOLION HH

| (THE"NOMBER OF squiasmn _:%i §55§3

If two variables match in this fashion, STUDENT assumes the:two
CAUT »”“
variables are gqual, Prints oyt 4 stakqmept Gf;f

skt eal QQ“’ as
shown, and'adds an equation expressing this qu*kﬁ&yiigmgggﬂget
to be SOIVédJ ‘Th6486&ﬁﬁioﬁiptdd&duﬂéﬁii?tﬁlﬂdidaalﬁ,ﬂﬂlﬁﬁﬁﬁﬁis
additional equzéiggi in the éxampie, tﬁe 33 ic?éﬁa%éegﬁfiiéﬁ was

sufficient to allow determination of the solution.
3 i PUOJIAD Y0 HIEY

VHma o TLET A N
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' ‘The. example below s again a "non-analytie" problem. The first
set of equations developed by STUDENT 1s unsolvablé. ‘Thérefore,
STUDENT tries to find some relevant ‘equations in’ its store of glo-

bal information.

~ (THE PROBLEH TO BE §0LVED IS? '

‘(mxcxséonsmonormm, v

| THE DISTANGE BEWWREN BOSTON AND' fﬁ' YORY
WHAT IS TAE NGSOER OF GELEONS OF GAs™t
BETWEEN NEW YORK AND BOSTON Q.)

~ (THE EQUATTIONS TO BE SOLVED ARE)::

. (EQUAL X00001. (NUMBER-OF-GALLONS OF GAS:USED ON TRIP
. BETWEEN NEW YORK AND Bosmu)) -

" (EQUAL (DISTANGE BEWWEEN. BOSTON:-4ND. NEW 'zom (ms
250(MILES)))

(EQUAL (GAS CONSUMPTION QF MY CAR) (QUOTIENT (mms
15 (MTLES)) (PIMES®1' CGALLONS)Y)) "

THE EQUATIONS WERE INSUFFICIENT T0, FIND A"SOLUTION

(USING THE FOLLOWING KNOWN RELATIONSHIPS)
((EQUAL (DISIAN TIMES (S?EEQ) (T;l,'ME EQUAL (DISTANCE)
(TIMES ( s uﬁéﬁ Ny “{NIRBER-OF cmf.é@(or* "GAS USED))))
(ASSUMING THAT)
((DISTANCE) IS EQUAL TO (DISTANCE BETWEEN BOSTON AND NEW

. YORK)) :

(ASSUMING 'fHAT)
" ((GAS CONSUMPTION) IS EQUAL m (GAS coﬁsm'non or MY CAR))

* (ASSUMING THATY '
- ((NUMBER QF GALLONS -OF GAS: uszn) I8 EQUAL 0 (mman OF
GALLONS OF GAS USED ON TRIP BETWEEN NEW YORK.AND BOSTON))

(THE NUMBER OF GALLONS OF GAS USED ON A TRIP BETWEEN
NEW YORK AND BOSTON IS 16.66 GALLONS)

It uses the first word of each variable string as a key to its

70




e o

glossary... The ome exception to this rule is that.the werds ''number

of" are ignored if they are the first tvo:words-ef a.wariable string,-

Thus, in this problem, STUDENT.retrieved equations.which were stored -
under the key words.digtance, - M, £88,.and.miles, Two. facts .-
about distancsjhad,beenhatdiééxgarlieggg.?dis;apcgueguais speed times
time" and. "distance equals gas. consumption times oymber of gallons . .
of gas used". The equations implicit in these sentences, were stored. .
and retrieved now — as possibly useful for the solution of this

problem. 1In fact, only the second is relevant.

Before any attempt.is made to. solve $his:avgmented set of

equations, the variables in the augmented .set.axe-matghed, to identi- -

fy "slightly different! ,variables which:refer teo.the same object in.
the model. 1In this example "(DISTANGCE)",''(GAS: GONSUMBTION)" and.
"(NUMBER OF GALLONS OF GAS USED)", are .all.identified with "similar" -
variables. The following conditions must be satisfied for this type
of identification of variables Plsgndtvggw BHfEl g fEGT

Pils

'."‘m)

1) Pl must eppear 1ater in the ﬁnmblem thgn P2.

2) Pl is completely cortainéd’ th Pi‘in“tﬁe“éénSé“that Pl
is a contiguous substring within P2.

This identification reflects.a syﬂ,&;tiaphéaomgnqwﬂére a
truncated phrase, with ope.or more.mdisﬁyingmtmm“drqppeés is
often used in place of the original phrase. For eXamﬁie, 1f the phrase
'gth"

"the length of a rectangle" has occurréd, t:hé phrase “the:‘fj
may be used to mean the same thing. This type of identiflcatlon is

distinct from that made using pronoun substitution, =

In the example above, a stored schema was used by identifying
the variables in the schema with the variables tha? occur in the prob-

lem. Thls problem is solvable because the key phrases "dlstance

Ygas consumptlon" ‘and "number of gallons of gas used" accur as
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substrings ofttkeﬂviflableé in the problem. 'Sifice” STUDENT identi-
fieseath: geferic key phresé of ‘the’ sthems with® a’patticular-vari="
able of the problem,-any schema can’ be tselt 81y onée 487 problem.
Because STUDENT handlek scliema:in m@»@;fﬂﬂnngitcannot N
solve problems in which'a telationship: such’ &s’®distante equals”’
speed times time' isnéeded: fo" two: diTT%r%h& valled ofﬁﬂiﬁtance,

speed; and timé., -« o wo aatbdenps 0T LT ae
* o - i .'{ L. e
: P ! of

E. Possible Idiomatic Substitutions.

There are soive phrasesivwhich have a dual’ che#Fiéter; depending
on the context. ‘Ia'the:eékaiple below; the phrase: petimeter of-a’ '’
rectangle” becomes- a virtable with nd/referenée’to’Its meaning, or -
definition; in tétuls’ 0f¢hé length dndl width of%ﬁh&«“réééangle.‘

This definition is uaneededdfor solakion. 1i&li "AD T ZMiuii o o o

4

(THE PROBLEM TO BE SOLVED-¥S)“ e o o
(msmormxrxmmorancnmxmmzrmmx
OF A TRIANGLE IS 24 INCHES. IF THE PERIMETER OF THE RECTANGLE
Ismmm:!ﬁlorm»mmismn

~Pm°rmm&) Siagalemes ziorn (4
(THE EQUATIONS TO BE SOLVED ARE)
' (BQUAL-X0000% - (PERIMETER OF ~TREANGEE)YY - -

- (BQUAL” (mmm SOF mcmm.zﬁ emm g’ emmm oF

. TRIANGEED)). . o o anel

... (EQUAL . (PLUS . gm TE,R or uc'm]cng) grgpmmfop nqunx))
mms 2 (mcm;s

(THE PERIMETER OF THE TRIANGLE IS 8 INCHES)

o [ N S
G PRSI

However, tﬁe following problem is stat;ed fﬁ te;ﬁs of the peri-
meter, length and width of the rectangle. Tr;tfgsf)grming the English into

RN 54 b
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| t;ns '23'%5"52°;'§;:$}:§?;’f5 sj‘ﬁbues WiDTH "
HE LENG ]
OF ‘THE RECVANGLE -, 'ONE "HALF: OF 'THE PSR ﬁuigiu;usgi;gil!c1iuctt

1Is 13 IHCpES . FIND THE LEﬂGTH AND THE Hl ‘I'N oF THE Ilﬂm

o) G EBY TOR0L B I
(THe EQUATIONS TO BE SOLVED ARE)

(EQUAL G02516 (WIDTH OF RECTANGLE))

(EQUAL G02515 (LENGTH))

(EQUAL (TIMES ;.sooo (PERIMETER of RECTANGLE)) (rlu:s 18 (lncues))) L

iogrs oy R

" (EQUAL (LENGTH os RECTANGLE) (PLUS (rlnss o (lucu:s)) kulorn '

.OF RECTANGNE))) - LaineT o 5

THE EQUATIONS WERE INSUFFICIENT TO FIND A ,°Lnt|°“ i

(USING THE FOLLOWING KNOWN RELATIONSHIPS) =~
(CEQUAL. (TIMES: 3 C(FEET)) (TIMES 12 (INCHES)))) .

(ASSUMING THAT) . . e e e ]
((LGcfz) lgAEQUlL 70 (LENGTH OF RECTANGLE))

THE EQUATIONS WERE INSUFFICIENT‘TD FIND A’ tdtuttod

N

TRYING POSSIBLE IDIOMS G e

(THE PROBLEM WITH AN IDIOMAT!C SUBSTUTION IS)

(THE LENGTH OF A RECTANGLE IS 8 INCHES MORE THAN “TME WiDTH
OF THE RECTANGLE . ONE HALF OF TWICE THE SUM OF THE LENGTH
AND WIDTH OF THE RECTANGLE 1S 18 INCHES . Foua THE LENGTH AND
THE WIDTH oF rus necTAunLE ) Lo -

(THE EQUATloﬁs To“ae SOLVED ARE)
(EQUAL coz518 (wlorn QF RECTANGLE))
(EQUAL G02517 CLENGTH))

L

(EQUAL (TIMES (TIMES .5000 2) (PLUS (LENGTH) (WIDTH OF RECTANGLE)))

(TIMES 18 (INCHES)))

(EQUAL (LENGTH.OF RECTANGLE) C(PLUS (TIMES 8 (INCHES?) AWIDTH -
OF RECTANGLE)))

TR e T

THE EQUATIONS WERE INSUFFICLENT TO-.FUND A SOLOTLOM: > ..o . .7ijC o

(USING THE FOLLQWING KMNOWN RELATIONSHIPS) - it S
(CEQUAL (‘NMES (FEET)) (TIHES 12 (IHCHES))))

(ASSUMING THAT)
(CLENGTH) . IS ‘EQUAL TO (LENGTH: OF RECTANGLE)) -

(THE LENGTH IS 13 INCHES)
(THE WIDTH OF THE RECTANGLE IS § INCHES)
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equations is not sufficient for solution.; Neither retrleving and us-
ing an equationxgheut "xnehesﬂ -the unit Ln the ;roblemf nor identl-
fying "length" with a longer phrase serve to ‘make the problem sol-
vable. Therefore, STUDENT looks in its dictionary of possible idioms,
and finds one which it can try in the problem.‘ STUDENT actually

had two possible idiomatic substitutions which it could have made

for ' perlmeter of a rectangle"'“ one was in terms of the length and
width of"the rect;ngle@and the other wasiin terms of the shortest and
longest sides of the rectangle. When there are two possiblé~3ubst1tu-
tions for a given phrase, one is tried first, namely the one STUDENT
has been told about most recently. In this problem, the correct one
was fortunately first. If‘the;oﬁher had been first, the~revised
problem would not have been any more salvable than theyhriginalg'

and eventually the secqnqwgcgrrecg)_sybstitgtion_would have ;

been made. Only one non-mandatory idiomatic substitution is ever
made at one time, although the substitution is made” for all occur-

. S e

rences of the phrase chosen. .

In this problem, the idiomatic substitution made allows the
problem to be solved, after identification of the variables "1ength"
and "length of rectangle". The retrieved equation about inches was
not needed. However, its presence in the set of equations “to be

solved did not sidetrack the solver in any way.

This use of:possible, but non-mandatory idiomatic substitutions
can also be used to give STUDENT a way to solve probleﬁswin.which two
phrases denoting one particular‘variable‘are°qu£te different. For
~example, the phrase, "students who passed,the a&mitaions test" and

"successful candidates" might be describing the same set of people.
However, since STUDENT knows:nothing of the-"real vofld" and its -
value system for success, it would never identiﬁy‘thesevtwo:phrases.

However, if told that'"successful candidatesf‘sometime'meansv"students
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who passed the admissions test", it woiild be ablé t6‘301ve a problem

L1t

using these two phrases to identify the g Vdrfable ” mHad; pos-'

sible idiomatic substitutions serve the dual purpose of providing ten-

:::::

Ciavies il ﬁ'::(r;

mous phrases

F. Special Heuristics.

The methods thus farbdiscdeeed“be;e'bieﬁiappiiéabié t6 the
entire range of algebra problems. nowever;’f3¥'éEééfEi‘éiéiE%ﬁ”oﬁf*"”“
problems, additional heuristics may be used which are needed for
members of the cldss, but not ‘applicable ‘to other probIems. A
example is thlie cldss of age problems, as typiff@d‘by ‘the prdblem

T lw Draa ieEan el Yo N T

below.

(THE PROBLEM TO BE SOLVED 15) "~ = =~ =~ =~ = &+
(BELL S~Eaalﬂﬂk§ilﬂuﬂuiIHilﬂﬁHdeKh!ﬂﬂin&:llﬁk.stAEHERu 2.

YEARS FROM NON BILL S FATEER ILL BE 3 TIMES 45, OLD, AS BILL. .
THE StM O mx AGBS 1:3 *fﬁix.% S
GARERY e

(EQUAL x00001 ((BILL./ rngson) s Agz) o

(EQUAL. (PLUS ((BILL / PERSON ) S _(FA
! Pznsoég 5 ‘AGE) (PLUS" tRsp 2. ;24;@;%%%&
S AGE) ((BILL / PERSON) S AGE))) 92)

(EQUAL (PLUS ((BILL / PERSON) S (FATHER / PERSON) S AGE) 2)
(TIMES 3 (PLUS ((BILL / PERSOQ) S T(ﬁ))) . .

(BILL S AGE IS 8)

Before the age problem heurlstlcs are ueed, 8 problem must be
1dent1f1ed as belonging to that class of. problemp.;ggxqugl,igepglfles
age problems by any occurrence of one of.the follog;gg,phraseq,j"as old .
as", ''years old" and "a ge" Thls 1dentificetion is made immediately

after all words are 1ooked up in the dictzonary and tagged by function.
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After the special heuristics are used the .modified problem is trans-
formed to equations as. described previously. .

)

of the conventions uaed for denoting the variables, all of enighlare;
ages. The word age is usually not used explicitly, but is implicit

in such phrases as "as old as'". People's names are used where their
ages are really the implicit variables. In the example, for instance,

the phrase "Bill's father's uncle" is ysed instead of the phrase .

"Bill's fatnerﬂs‘unglefg age". =

STUDENT uses a special heuristic to make all these ages ex-::
plicit. Tq do this,_it must knpw whitb Qords are_"persqn words" and
therefore, may be associated with an age. For this problem STUDENT
has been told that Bill, father, and 2&2&2 are person words. They
can be seen tagged as such in the equatigns.. The.". waollowing a

word: is: the BIEHIE!E’nﬁpteientaﬁiunufon,ﬁhﬂﬂﬁsdﬂv&, ueedginbtead of

é" forﬁproqramming convenienggvfix

"S AGE" after every person word not followed by a "s" (because this

apostrophe -

"S" indicates that the person word is‘being used in a ﬁossessive
sense, not as an independent age varieble) iit’hus, as indicated
the phigase "BILL & PATHER 5 wcw:' 'mms mm;ig tmcm: s
AGE"

s

In addition to charging pﬁrﬁses‘nhminéibedble to onee;neming
ages, STUDENT makes certain special idiomatic substitutions. For
the phrase ''their ages", STUDENT substitutes & conjunction of.all
the age variables encountered in the problem. In the example, for
"THEIK ‘AGES™ STUDERT substitutes "BILL' S FATHER '§' UNCLE S AGE AND
BILL' S FATHER S AGE AND HIil's AGﬁ" * he phrases'“as o1d ‘as" and
"years ola" are’ ‘theti deleted as dummy phrases not having any meaning,’
and "will be" and "waa"’are cbanged to "16“ There is no need to'
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preserve the tense of the copula, 'simdthe»egerf’emm future or
past tense’ is préﬂ“ervéﬂ {n ﬁuéﬁ prefix"pﬂr‘sb a‘s;“‘? years #rom now",
r "3 years ago o -

S ,::.v,_. ‘,"ﬂ“, t

The remaining special age problem heuristicsare_ used to process

“‘A,!

years from now is transformed to f'in 2 years" before processing.

the phrases "in 2 years"‘ "5 years sgo an P "now"A 'ﬁneqphrase "2
(o ,

These three time phrases may occur imediate];y agﬂte;r tho md "age",
(e.g¢y "Bill's age 3 years ago'') or st theeginying w0f .zt.zhes;aentence-
If a time phrase occurs at the beginning of the fenbéricet 1t “mplic-
itly modifies all ages mentioned in the sentence, except those
followed by their own time phrase. For examﬁfe,‘fs“li?f;'\i‘ §e§%“:’3111's
father's age will be 3 times Bill's age" is equivalent to '"Bill's
father's age in 2 years witl be 3 timés Biti*s age 2 'yéars™; ‘How-
ever, "3 yeatrs ago. Hary"s age wis 2 ‘t hmes Ann''é dfe ‘now™ “is equivalent
to "Mary's ‘dge 3 yéars ago was 2 timies ‘Ann“# age now. ‘Thus prefix
time phrdses are handled by dtéti-’i;but’ft‘& thedi ove)r ali ages‘ hot B

3

modified by another time phrase. T wmmalennns s

“After ‘thesé prefix phrases Nave ‘been distiibuted. each time
phrasé is translated appropriately. THe ‘phrdeé *in ‘§ years" c‘a’uses
5 to be added ‘td ‘the age it follows, “and "7 yeats 4gé" ‘cdises T
to be subtracted from the age precetﬂng’ this phrase. e Word “now" ’
is deletéd. ~ 0 T Eue @i aekdn g e

FEEET-S ORI TP I SENEO . PR

Only the special heuristiés described thus far were mecéssary to
solve the first age problem. The second age problem, given below,
requires one additional heuristic not previously mntioned. This
is a substitution for the phrase "was when" whick ‘Wffsctively des -
couples the two facts Combined fif the -Ffrst ‘sedCetcd. @ For “was =
when", STUDENT ‘subdt ttutes “wad K yeafd ago . K yei‘r‘s még’b" Whé‘re
K is a new variable creéted for th‘t’s‘“ ﬁtx‘l’péfﬁe. ieismis o f odderiit

oo PR [ -u Toolnnny G {’1 IRHEPE]
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(THE PROBLEM TO BE SOLVED IS)

(MARY . IS TWICE AS QLD AS -ANN WAS WHEN NAxx WAS AS OLD AS ANN
IS NOW . IF MARY IS 24 YEARS OLD, HOW OLD IS ANN Q)

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL x00008 ((ANN / PERSON) S AGE))
(EQUAL (( MARY / PERSON) s AGE) 24)

'(EQUAL (PLUS ((MARY / PERSON) S AGE) (MINUS (X00007))) ((ANNV
/ PERSON) S AGE)) =~ &

“ (EQUAL ((MARY / PERSON) S AGE) (TIMES 2 (PLUS ((ANN / PERSON)
S AGB) (MINUS (X00007)))))

(ANN S AGE IS 18)

In the example, the first sentence becomes the two sentences:
"Mary is twice as old as Ann X00007 years ago. X00007 years ago
Mary was as old as Ann is now." These two occurrences of time
phrases are handled as discussed previously, Similarly the phrase
"will be when'" would be transforméd to "in K vears . In K years',

These decoupling heuristics are useful not only for the STUDENT
program but for people trying to solve age problems. jihe classic age
problem about Mary and Ann, givenkgboye,AQqu_qn ;ﬁIT,graduate“stqdent
over 5 minutes to solve because he did(no; know thig heuristic. With
the heuristic he was able to set ﬁp the appropriate equations much
more rapidly. As a crude measure of STUDENT's relative speed, note

that STUDENT took less than one minute to .solve this problem.

B

G- When All Else Fails. o o
For all the problems discussed thus far, STUDENT was able to

find a solution eventually. In saome casesﬁipowevepw.peggssagyiglo-
bal information is missing from its store of information, or vari-

ables which name the same object cannot be identified by the heuris-
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tics of the program. Whenever STUDENT canmot find a solution for any
reason, it turns to the questiomer for help. - Asggg;;he-p;obkem,A.
below, it prints out "(BQ YOU KNOW ANY MORE RELATIONSHIPS BETWEEN
THESE VARIABLES)" fellowed by:-a list ofithe wariables :in;the problem.
The questioner can answer "yes'" or "no". If he says "yes'",

STUDENT -says "IELL ME", and the questigner c¢an append another sen-
tence to the statement of ‘the problem.

(THE PROBLEM TO BE SOLVED. IS) ,

(THE GROSS WEIGHT OF A SHIP IS 20000 TONS . IF ITS NET
WEIGHT IS 150060 TONS , “wmu: Is° 'rmz wnmwor 'rﬁz snzrs
CARGO Q¢) .. . S v oo en

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

PRI TRaRIY < R TR R

TRYING POSSIBLE IDldi‘!S,
(DO YOU KNOW ANY MORE marmﬁsms AH)RG Tﬁnsz VARIABLES)
(GROSS WEIGHT OF snir) :
(TONS) = ;
(ITS NET WEIGHT) SR
(WEIGHT OF SHIPS CARGO)

R

yes
TELL ME

(the weight of a ships cargo is the difference between
the gross weight and the net welght)
THE EQUATIONS WERE INSUFFICIENT TO FIHB A SOLUTION

(ASSUMING THAT)
((NET WEIGHT) IS EQUAL TO (ITS NET WEIGHT))

(ASSUMING THAT)
((GROSS WEIGHT) IS EQUAL TO (GROSS WEIGHT OF SHIP))

(THE WEIGHT OF THE SHIPS CARGO IS 5000 TONS)
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In this problem, the addfitional information typed inm:(in lower -
case letters) wis sufficient to solve the preblem. ‘If:it/was dot, . -
the question would e repested ‘wiitil the''qudstionier satd 'no%; or
provides safficiént -tnformatior for solutfon of the problem. ' '. 74y .

" ¥n the prébiem below; ‘the 'solutfdnité théseét of equa-7*% -
tions involves solving a quadratic=équdei§nyﬁﬁhichiilﬂbéydndJﬁhe*
mathematical ability of the present STUDENT system. Note that in
this case STUDENT reports that the equations were unsolvable, not
-~ simply 1nsufficient for solution.™: Sm itii‘l uqudltslidditional

Sy

informatien from t»;her quest;iemr.i In t;he exqpp Eé, tﬁg ugstiqner says
"no'", and STUDENT states that "I CANT SOLVE THIS PROBLEM" aad terminates.

(THE PROBLEM TO BE SOLVED IS)

(THE SQUARE OF THE DIFFJ FWEEN. THE NUMBER OF
APPLES AND THE NUMBER OF ORARGES ON THE TABLE IS EQUAL
m9.umnmnormrs7,rmvmzmm

. OF OBANGES. QM. THE: TABEE )
(THE EQUATIONS TO BE sowxg ,u;;)T T
(EQUAL GO2515 (NUMBER OF ORANGES ON TABLE))

(EQUAL (NUMBER OF APPLES) 7) . . . ... -
(EQUAL (EXPT (PLUS ( . QF. urwsa (Hmus (NUMBER
OF ORANGES ON TABLE))) ' 2} 9)

UNABLE TO SOLVE THIS SET OF EQUATIONS

TRYTHG. POSSIBLE. In;u;us U

ot

(D0 YOU mmw ANY MORE RELATIONSHIPS Auonc THESE
VARTABLEE) = " VHTDUTIIS L Gn@u T oL o
(NUMBER OF APPLES) L
(NUMBER OF ORANGES' ON TABLE)

RO ga o TADST B

I CANT SOLVE THIS PROBLEM
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H. Summary.of the: T Sk , ; L
The subset.of English-understandable; by STUDE&T is built

around a core of,sentence.and‘phrase;fggmatu, which. can be-trangigrmed;

into expressions in the STUPENT.dedug¢tive.model. .On this basic . . . -

core is built a larger set of formats. Each of these are first .txamns~

formed into a string built on formats in this basic set and then this
string is transformed inte an expression.in the deductive model, . For
example,; the format (§ IS:EQUAL TO.§) is.changed to the basic fox-.

mat ($ IS-$), and the phrase "IS CONSECUTIVE T is .ghanged to . =
"IS 1 PLUS". The.constructions discussed garlier inyolvingﬁsingle
object transitive vexbs could have been handled this way, though ... .

for programming convenience they were.moft.. -« ... ... . i e

The complete list of the basic formats.accepted by the present
STUDENT system can be determimed. by exawinipg.-(in..the pregram-list- .
ing in the Appendix) the rules from the one labeled OPFORM to the one
labeled QSET. The MEYEOR rules of the STUDENT ‘ftrogram’precfsely
specify the acceptable formats, and their transiatgpns4tovthe model,

but I shall try to summarlze the basic and extended formats here.

vu\ ' s

Imp11c1t1y assumed in the syntax is that any operator appears only
within one of the contexts specified in the ‘table’ givéfr id Bhapter II,
and only the operators given in the table appear. The listing of
STUDENT starting at the rule labeled IDIOMS glves translations of

P Tl
B S

additonal operators to those in the table._‘d

The basic linguistic form which is transformed 1nto an
equatlon is one containlng is" as a copula.i The phrases» 1s equal
to" and "equals" are both changed to the copnlav"ls"“i The»
auxiliary verbal constructions Mg multiplied by", "is d1v1ded by"
and "is 1ncreased by" are also acceptable as prlncipal verbs in a‘
sentence. As discussed in deta11 earlier, a sentence with no N

e ?"'

occurrence of "is" can have as a main verb a transitive verb immedi- i
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ately followed by a number. This number mudt bé an:element of the
phrase which is the direct object of the verb, as i "Mary‘has

three guppies'. This type of transitive verb can also have a compera-:
tive strueture as direct- object; e.g.,“Hery ‘has twice as many

e

guppies as ‘Tom has fish". ' : j oo L

"This eompletes the repertoire of ‘déclarative sentence formats.
Any numbeir of declarative sentences may bé conjéined, with ";and"
between each pair, to form a new (complex) declarativé sentence.
A declarative sentence (even a complex declarative):ican be made
a presuppesition ' for a question by preceding~it ﬁith "IF" and fol-

lowing it with a comma and the question.”

Questions, that is, requests for information from STUDENT, will
be understood if they match any of the- patterns°‘J‘

(waAT ARE,$ AND.§) (WHA:: is $).

7 (FIND ‘$ AND '$) - (FIND'$)
(HOW MANY § DO § HAVE) | (HOW H‘A;Nirysfboss $ HAVE)

(HOW MANY $1 IS §)

This completes the summary of the set of input formats present-_
ly understood by STUDENT. This set can be enlarged in two distinct
ways. One is to enlarge the set of basic formats, using standard
subroutines to aid in defining, for each new basic format, its inter-
pretation in the deductive model. The othet method of extending the
range of STUDENT input is to define transformations from new input
formats to previously understood basxc or extension formats. In the
next chapter we discuss how this latter type of extension can be
performed at run time, using the STUDENT global information storage
facility. A combination of English and MET!OR elementary pattern

82




elements can be used to define the inpet format and transformation. : "~

Even if a story problem-is:staeted within-tbe suybset :0f English
acceptable to STUDENT, thig is.not a guarantee -that.this:problem can-
be solved by STUDENT .(assuming.it .to be selvable)s .Two-phrases des: .-
cribing ;the object muat :be at worst :only "slightly different" by. -
the criteris prescribed earlier:. Appropriate globa}-information. -
must be available to.STUDENT, and the algebra involved must not .ex+ ...
ceed ‘the -abilitles of the solver. Howevwer, though moet algebra story ..
problems found in the.standard texts camnet be-salved by STURENT exacttly
as written, the author has usually.been able to £ind some paxaphrase - .i
of almost all such problems, which is.selvakle by .STUDENT. :-Appendix D:-
contains a fair sample of the range of problems that can be handled
by the STUDENT system.. - ..., .. =t i iwde oo

I. Limitations of the ; » ubget of EFaglish. - o

. The- technigues presented. in this chepter axe gemeral and cam’ . -
be used to enable 2 gomputer program £g :ascept -atd wadératand &
fairly extensive subset of English for a fixed semantic base. How«

ever, the current STUDENT system is experimental and has a number of
limitations. : : Do B B T T IR

STUDENT's interpretation of the imput.:i# based on format .= .. "
matching. - If each format is used to express the meaning understood - ..
by STUDENT, no misimterpretation will occur. . Howevdr, these formats =~
occur. in English discourse even in algebra story prbblems, in semantic::.

‘mats. For example, a sentence matching the format "($ , AND $)"

is always: interpreted by STIDENT as: the/ conjunction of two: dectarative
statements. ' Therefore, the sentence ''Fom has:2: appmm ‘bunnaw, and:
4 pears.' would be ipegrrectly divided into: the tmgNSshtences!’ :




"Tom has 2 apples, 3 bananas." and "4 pears.":

"Each of the operator words showri-in Figure 4 must be used as
an operator in the context as showa or -a misimterpretation will
result. For examplé, the phrase "the ‘number of ‘tfmes T went to
the movies" which should be interpteted ‘as a vatidble string will be
interpreted incorrectly as the proddct of the two vériables "mumber of"
and "I went to the movies", ‘bécause “times" is alwsys considered to
be an operator. Similarly, in the currert implesientation of -STUDENT,
Yof" is comsidered to be an operator if it is'precedeéd by any number.
However, the phrase "2 of the boys who passed” ‘will be misinterpreted
as the product of "2" and “the boys who passed". = A '

These examples obviously do not constitute a éomplete list of
misinterpretations and errors STUDENT will make, but it should give
the reader an idea of limitations on the STUDENT subset of English.
In principle, all of these restrictioms €ould be removed. However,
removing ;some of them would require -only minor changes-to the program,
while others would require techniques Mot wsed An €the ‘carrent -
system. - ' S T T R O L

For example, to correct the error in interpreting "2 of the
boys who passed', one can simply check to see if the number before the
"of" is less than 1, and if 'so; only then intie¥pret “of" ds am’ -
operator. '‘times’.  However, a much more ‘sophisticated grammar and
parsing program would be necessary to distinguish different occur-
rences of the format '($, AND $)', and correctly extract simpler sen-
tences from complex coordinate and sibbedinate senterces. '

Because of limitations of the sort described’ above, and the

fact that the STUDENT system currently occupies’ almowt ati of the
computer memory, STUDENT serves principally as -a demonstration of ~
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the power of the techniques utilized in its construction. However,
I believe that on a larger computer one could use these techniques
to construct a system of practical value which would communicate
well with people in English over the limited range of material

understood by the program.
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_CHAPTER V: STORAGE OF GLOBAL, INFORMATION .

This algebra problem-solying system contains two programs ...
which process English 1hput. One is the problem thus far discussed,
STUDENT, which accepts the statement of an algebr§ stéry préblem and
attempts to find the solution to the particular problem. STUDENT does
not store any information, nor "remember" anything from problem to
problem. The information obtained by STUDENT is the local context
of the question.

The other program is called REMEMBER and it processes and stores
facts not specific to any one problem. These facts make up STUDENT's
store of "global information" as opposed to "local information"
specific to the problem. This information is accepted in a subset of
English which overlaps but is different from the subset of English
accepted by STUDENT. REMEMBER accepts statements in certain fixed
formats, and for each format the information is stored in a way that
makes it convenient for retrieval and use within the STUDENT program.
Some information is stored by actually adding METEOR rules to the
STUDENT program, and other information is stored on property lists
" of individual words, which are unique atoms in the iISP system.

The following are the formats currently understood by REMEMBER,
and the processing and information storage techniques used for

each one:

1. Format: Pl EQUALS P2. : o
Example: DISTANCE EQUALS SPEED TIMES TIME
. Processing: The sentence is transformed into an equation in
the same way it is done in STUDENT. This equation is stored on the
property lists of the atoms which are the first words in each
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variable. 1In the example, the equation .-

"(EQUAL (DISIANCE) (TIMES (SPEEB) (Tﬂ!E)))"

is stored on the property lists of "DISTANCE“: "SPEEﬂ"'and "TIME".
If any one of these words appears as the initial word of“a variabIe
in a problem, and gIobaI equations are needed to solve ‘this problem,'

this equation will be ‘retrieved.’

2.  Format: Pl IS AN OPERAIOR OF vant K
Example: TIHES IS AN’ OPERATGR OF ‘LEVEL 1
Processing: A dictionary entry ‘for P1 {8 creatéd, with sub-

scripts of OP éﬁd K. For IEHES the dicffonary entry (TIHES ] OP I)%T*J

is created. The dictlonary entry for any word is placed on the
property list of that word (atom), and Y& retrieved and used in

place of any occurrence of that word in a problem.'“:

3. Format: Pl IS AN OPERATOR

Example: OF IS AN OPERATOR

Processing: A dictionary erntry ia created for Pl with ‘the sub-
script OP. The entry for OF 18" (OFIU?) R

4.  Format: riirs*A P2

Exdmple: BILL IS A PERSON

Processing' A dictionary entry is created’ for’ PI with sub-
. scriptvPZ The entry for BILL is (BILL/PERSON) ' o

5.  Format: Pl IS THE PLURAL OF P2

Example: FEET IS THE PLURAL OF FOOT

ProceSSing°z ‘P2 1s stored on the property list “of Pl, after -
the flag SING; the ‘word Pl is’ dtored“oﬁ the property list of B2
after the flag PLURAL. Thus FEET is stored after PLURAL on ‘the
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property list of the atom FOOT.

6.  Format: Pl SOMETIMES MEANS P2

Example: TWO NUMBERS SOMETIMES MEANS ONE NUMBER AND THE
OTHER NUMBER. ..

Processing: The STUDENT program 1s modlfied 80 that an ldlomatlc.

substitution of P2 for P1 will be made in a problem if it is other—
wise unsolvable. All such "possible 1d10matic substltutlons are_
tried when necessary, with the last one entered being the flrst one |
tried. The STUDENT program is mod%tied Bxﬁtge gdd;t;qn of fonr new
METEOR rules. Since Pl and P2 are inseﬁgeqjag‘lettgind right halves
of a METEOR rule, they need not contain only words, but can use the
METEQOR elementary patterns to spec1fy format change iustead of

just a phrase change. For the example shown, the rules added to the
STUDENT program, as listed in Appendlx B, are the rule 1abe1ed

02510, the rule folhmw;ngvthat one,fthe rule lebeTed GQZSll and the

rule following it.

7. Format: Pl ALWAYS MEANS P2
Example: ONE HALF ALWAYS MEANS 0 5
Processing: The program STUDENT is modlfied so that if P1

occurs, a mandatory substitution of P2 for Pl will be made in any prob-
lem. The last sentence in this format processed by REMEMBER will

be the first mandatory substitution made., Ihus "one always means ar
followed by "one half always means 0. 5"'w111 cause, the desired sub-
stitutions to be made; if these sentences were reversed no occurrence
of "one half" would ever be found since it would have been changed

o "1 half", by mandatory substitution of 1 for one.

For each sentence in this format processed by REMEMBER,_a
new METEOR rule is added to the STUDENT _program, meedlately fol-
lowing the rule named IDIOMS. The format of the METEOR.rule added




is (* (P1) (P2) IDYOMS) . wheke Pl and Al b x LG i W sen-
tence processed. Thus by using a combination of English and METEOR
elementary patterns and reference numbers in Pl and P2, one can add

a new format: of gentenceé to the FTUDENE Fepertolirdi’ For ixemple, the
following statement was processed by HEMEMBER ¥o @1 Lvw STOMCI ¥o - ' © v
"understand” (prdperly tﬁ%ﬂ%@%&té&&—m mm%e&m verh

was "exceeds": Cermeans aily ote bae spd e sype il ool oo At
' Tiesmne i 1437 2z

7 N Y L F [ " PR -
catdenphmloosd gyom sl ol beooLnto et

This permanently extended the STUDENT input subset of English,
while avoiding the necesmy of sctusiily editinprund ‘changing the
Smm\prmm -.";v.;,,(- ISR N I S ool GNP CTEs b S 3 "s,}“ P o L anti LT

bt

The globel- informetion ‘storfed for FTUDENT ‘rangéd from -dqud- -
tions to ‘format: charges to plural forie - Again, LW Gohpdetble uge 5
of the'MEYEOR prototype notstion and' the juse 'of Bhé genddBY dige -« '
processiig operations' in YIS Facilitated Programsing of processing;
storage and retrieval of this wide range Gf iinformst¥od. ' 2Id Appen-=- <+
dix C is a listing of the global informatiow: m«ﬁlymma G 5 TR
the STUDENT system.
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This chapter contains a demecription of the LISP program
used by STUBENT to .salve sets; of simultanequs. aquations., The, de~ .
finitions of the three top level functicns SOLYE. SOLVER and SOLVEL
are showﬁ‘in the figure at the‘end of this chapter. This descrip~. -
tion of tﬁese functions is essentially independent of a detailed
knowledge of LISPR; slthough:occamional: parenthetical comments. will
be directed to the more knowlédgeable.

The top-level . funetion, SOLVE, is a function of three. argu-
ments. One, labeled EQT in the definition of SOLVE, is the set. of
equations to be solved. The argument labeled WANTED in the defini~
tion is a list. of variables whose values axe wanted. . The third
joint from WANTED. . SOLWE will. .find the value nf any vaciable which
is wanted in terms of apy or. all.of the warishies on the list TERMS.
In use, .the list TEAMG:..is . liet -of unifis, such: as pounds.: or feet,
which may appear in the answer. : -

The output of SOLVE is dependent on whether the set of equa-
tions given can be solved for the variables wanted. If no solution
can be found because the solution involves nonlinear processes, SOLVE
returns with the value UNSOLVABLE. If no solution is f0un& because
not enough equations are given, SOLVE returns with the value INSUF-
FICIENT. If however, a solution is found, SOLVE returns with a list
of pairs. The first element of each pair is a variable, either on the
wanted list, or a variable whose value was found while solving for the
desired unknowns. The second element of each pair is an arithmetic ex-
pression (in the prefix notation shown in Figure 2), which contains
only numbers and variables on the list TERMS. Thus, the answer found
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by SOLVE is an "aasociation‘li%t"“éf V%fiaﬁieé’“hﬁﬁﬁthei”’vaiues/

R TP
FLERAY desl

in the proper terms.
For example), Iét“ub*COhsidéf”ghé'éét‘dfiié%eﬂ'sfﬁhfiﬁhebug '

equations shown below, and" suppr%'SUIV!“w@&€ ‘deked to solTve this

set of equations for x and z. These are given in infix notation

NL.,.,, gy e
FRASR SRS ER LS |

for ease of reading.

() x+w=9 sy 53:'4:’"iy =Y

(2> -c=>» EERRIRE ) B ala. S 2 =z
(3) C+3D=6 SR ¢ S I 3 -"y‘e’? "
@ 26D T

“The list TERMS is empty,” “and" thus the values must ‘a1l be nui-'
¥gn F o g

bers. In this case SOLVE would return with the 1ist oF Pairs:'
"((y, 1)(x, 2)(z, 0))," which indicates that the values x = 2 and
2 = 0 satisfy this set of equations (61" those members of this set
which were used ‘to determine the valués§ jiﬁéﬂéaﬁﬁgfyﬁgiq?vggﬂ‘, ERR VT
found during the SOlVing pr0cess. ‘ Do beterl mefderiie
SR : PR ZRIVE 4

Most of the work of SOLVE is @bne’by the funétion’ SOLVER.
SOLVE transmits to’SOLVER the list of WANTED Variablds} the 1ist of '
TERMS, and a null ﬂa"ssociatiisr'}-?f"ﬁs’?:i(ca"ii‘il%é'{Aiisﬁ“'-“é;ﬂiéﬁf“'is’i"-{lécﬁr'_
sively built up’'te” give the answer: ~'Thé velué bf SOLVER is this as-'"
sociation 1ist of pairs, with thé fifst’ éiémené offadch patr’
_being a variable whose value ha$ beeni' found " thedédofid elemert of
each is an a¥ithmetic expressisn wHidh Hay ‘26dtain dny variable %%*e‘i”“
on the 1ist ‘TERMS (as‘was' the case for tHé‘ALis of BoLvE). Howsver,

it may also contain vatiables which afe Fifst“gtembfts’of pairs " ‘
later on the associatfon ‘list. Y valuds Por“VartdBiés given by -

later paits are substituted into Ehféiéfitﬁﬁééféré&ﬁrggsiBﬁ,ﬂéﬁé
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gets the arithmetic, expression.given by SOLVE gcentaining only
variables on the list TERMS. In the example, SOLVER would rew. ...
turn with the association list ((y, (4x-7)) (x,2) (z,0)) which
gives y ip terms of x, SQLVE makes the aubgtitytiops and simplifica-
tion on at.};lgi asno&iq;t}onl,,ist %et‘ﬁ‘% u:th cwo bt moete w0
SOLVER is a program which solves for a list of w:ngted . ,
variables. It does this by choosing one of these vari‘ables, adding
the others to the list of terms and calling SOLVEL tp salve for this
one variable gpj,te};;nsﬁ of th§§ other wanted varigbles, and the original
TERMS. If. SOLVEL \s‘_uc,ceje;ds 1\n solving for this varisble, SOLVER
pairs this one vari«éble with )the expression found, @q}:yj:hi,g;pair
on the end of the ALIS, and using this substitution in every equa-

tion it tries to solve, attempts to solve for the remaining wanted
variables. ,If there are no more, SOLVER is f;,x;.i,ghpd Angd. returns the

Ry

association list built Lup., Lo e sas biiew

SOLVEL gelves for.s single wanted variable by.finding ap. . .
equation ébg&gipipg; this varisble,. @ftﬁl‘ all M&!‘E‘Fi‘?“&d e
values for variables listed on the ALIS have been made. It then . .
makes a list of all the other variables in the éq:xation, and checks
to see if there are apy pot on the list TERMS,> If 8o it ealls . ;.
SOLVER to_solve. for, these new yapisbles, in; terms, of She vanted
variable and the variahles.in TERMS. If SOLVER is unsuccegsfyl, ..
SOLVEL tries to, find apother equation contaipipg.the wapted variable,.. ..

and repeats the process, If there s mons, SOLVEL bes the value . . ..

INSUFFICIENT. 1f SOLVER is successful, apd,values for -these new
variables are found, or if.there. were ng nev.variasbles,.SOLVEl
finally calls SOLVEQ which.gttewnts te sglve this gquation:for the .
wanted variable. If the equation is.linear in;this.waxisble,
SOLVEQ will be. succgsaful, .and give a solytion. -SQLVE]l:will add

a pair consistmg of. the wanted varigble and.this value to the.end.
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of ALIS, apfi return with this augmented AEISUds: its valué. TE
SOLVEQ is unsuccessful, /SOLVEl tries.anétlidtequition, *bat.theh 1f :oilvw
no solution.esn be:faudd SOLVEl:retuvas theivalud UMSOLWABLE. - <+~ .-’}
i P wn LU RIS Ls ta cemiedopld 0 ppwed Loownlgoo
This description.has been asrather langewinded:attempt to- -: ' -
explain the one page af LISP program:at ‘thé erd:of this chapter. v i . .= -
To make it more-spec¢ific; :let:us donsider wbitmhpppoﬂl’ﬁwhd\ZOODVER? SIS
tries to salwe the :set af- equatim ?Uelﬂiiethdlsne (oneg shewn: i: 1nivid
earlier); -~ ¢« ot oM v e L0 e ady L)Y 2304 eldd cgomeanen P

H . "v‘i."d!""' S TR e “ o P g 4 il
[P DA [RRCIPIE R LY £ : L d L] S LTI Cont WO

L) o w w9 nofS)s muboBy maAg s s Ly
@2 x2-c=p (6) L (FF 53 3yp2.w)dg ciir Lt
(3) C+3D=5 (7) 4x - y =7
(4) 2C.~. D=5 . . T P S Bt s TSN TNELLTE S RS Y
TS P SV e T el dow O Sviiess Gl .
SOLVER is asked to solve for x.and g:  Tt.asks SOIVEL to - Toowap
solve far x: in tewms of z. BOLVEl picks séquetion (L), finds tHat = %
a new variable, W; has appearsd and asks SOLVER to -solve for w o i.»-
in terms of x -aml z.::Since there :is nd othew ocourrenve of w in - "
this set, ‘SOLVER 1ig :ansuccessful -and -‘BOENMEL :aberidods equation (1),
and goes to equation :(2). Here it calls SOLWER ito golvé fe¥ the .. o=
two new variables C and D in terms of x and 2. In this case
SOLVER is successful,. using aquat fis (3} and: (4):,: but when these
values are. substituted .4n -equation (2);, SOLVEQ} cennot sovlve for xi: /-
because. the aquation i# not: -linear o sopn sosnrsgobor e TR
o B ST R T U Te TR RIT TS Co R SR S TS AT S
SOLVEl npw abandons! equation: (2) and. the results it obtained
as subgoals for. selving (2) ..« It finds an occuvrienbe bf x agein ' "L
in (3). Agsain it o&lls-on:'SOLVER, to solve for the mew variable . ..ol
Y in terms of x and z. : SOLVER.tries to usie’(H)- but: SOLVEQannot = &
solve thisi equation: for.y.: . yeing (7):SOLVER Feturns: with ‘an ALIS'
of ((y,(4x - 7))). Using this ALIS, substituting this value for y:-
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into (5), SOLVEl..caills -on. SOLVEQ te soive:.thig equation for x,
which it dods, .aud finally:SQEVEl:returns t&8'SOLVER:the ALIS i

((y, (4x - 7)), {x;2)) whith does give‘'the.wdlue Of %x:initerms

of z. Having found x in terms of z, SOLVER will now call SOLVEl
to find the value .of 2.  SOLVEl finds:an oceurrence-ofz in -
equation.(6), and: after sebstitution ef termaidd theALIS; SOEVEQ '
is able.t@(@olve this equation for: z; becsuse it is. tinear in . i
Adding the pair (3,0) teo the-ALIS, SOLVEl reterns it:to:SOLVER,
which passes on this ALIS ((y, (4x - 7)), (x,2), (z,0)) to SOLVE.
SOLVE, using the function SUBORD, which substitutes in order

pairs on an ALIS into .an expression and simpliffes, finally returns
the ALIS ((y,1)(x,2)(z,0)). | :

This example shows the rather tortuous recursions that these
functions use to solve a set of equations. Why should we use this
type of solving program indtead of:a more straightforward matrix
method? - The .principal redson is that, aa shown; nonkinear -equations
may appear in the get.. In this case, if dppropriate values can be
found from other equations which when substituted dntc this .non-
linear equation make it . limear inthe variable .for:which %we winht to
solve, then SOLVE will find the¢ value of this variable. -

The method of operation of :SOLVER vequires that if n wvari-
ables appear in :any equation, and that requation ‘{s .used, then at

least n-1 other independent equations containing these wvariables must = -

be in the set of equations, or the actual mechanics of solving will
not be started. : This .eliminates. much work: if. there wre extraneous
equations in the set which .contain omne oritwo of the wanted variables. -
However, it precludes solving a set of equations: which: is homo~ -
geneous in one unwanted vafriable, and would therefore cancel out

in the solution process.. Thif is.the principal reason why: problems

such as:
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"Spigot A fills a tub in 1 hour, and spigot B in 2

hours. How long do they take together?"

cannot be solved by STUDENT.

This solving subroutine set is an independent package in the
STUDENT program. Therefore, improvements can be made to it without
disturbing the rest of the processing. The routine described
here was designed to handle most of the problems that can be found in

first year algebra texts.
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A. Result&. ) N AT B G SR G0 T TR Y e 2ore e !
The purpose of the research reported here-was- te develep ... .

techniques which facilitate natural language communication with
a computer.- -A semantic theoxy-of:qebesenf.disceursewaa proposed.
as a basis for the design and .understanding.ef .sueh man-machine... . . ..
systems. This theory was only eutlined,;and mugh:additianal werk. . ...::
remains to -be dame. . Hawever, -in its.present rough -farm; the... .
theory served -as a guide for construgtion:of (the STUBBNT .system,
which can gompumicate in a limited subsget of Englishe .- ...

The la,nzuase mlyaia in- smxm.ri‘s -an. 1np1¢emt;anen of the .
analytic portion of this theory. The STUDENE aystem-has a very
narfow semantic base. From the theory it is clear that by utilizing
this knowledge of -the.limited .rangeof meaming :of -the input discourse,
the parsing problem bacomes .greatly simplified, sinee (the .number of ..
linguistic forme that-must be recognized ig very small. . Efa
parsing system wexe based on any small asemantic ;base; this same sim~ . .
plification would occur. --This suggests that -im2.general.language.
processor, some time might: be spent putting the . input.into.a semantic .
context before going ahead with the syntactic analysise-.. . . - . .

PP o PR N Vo . PR DU . . . N . #
EE AN PR FEE Y SR T 0 S S S S A .\ B SO

The semantic base of the STUDENT language analysis .is delimited - .
by the characteristics of the problem sqlwing ;syae:ah embedded .in dt. .. .. -
STUDENT is a question-answering system which answers questions posed
in the context :of "algebra story prablems” . In-the :intvoduction,
we used four criteria for evaluating seweral fJuestionranawering sys~ .. .
tems. . Let us compare the STUDENT .system to these othexrs in the light

of these c¢riteria.. . .. - e v ordne iy a7

-
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1) Extent of Understandingy * A1l ‘the6¢]

swering systems discussed analyze input sentence by sentence.

r-question-an-

Although a representation of the meaning of all input sentences
may be placed in some common store, no syntactic connection is ‘10 7

ever made bétween genténceésd.
Iii ‘the STUDBNT “Systenm; -an ‘aceeptable 'Input is a sequence of

sentences; such ‘that theése :sehtentes cahfivt "be endérstood by just

finding ‘the meanirgs '6f ‘thé individual sentéfices | ignoriig their

local context.- Inte¥-génténcé depéndenciés aidet be determined, and

inter-sentence syritHotic ‘ﬁélé@ioﬁéﬁﬁﬂ Tist Belused «in tRis icase for -

solution of the problem:given: /Phfs “extension of (the oynrastic * -
dimension of understanding is important because such inter-sentence

dependencies (&.gi,the was of pmn@iﬁﬁ) 81 € very’ éaﬁonﬁy tased in-

natural laﬂguage -eommerfcation. o U orount oond
The ‘sémantiec model "in the STUDENE systen &s based ‘on one
relat ionship (equal tE¥) “andfivé Mésia Fstthmérte “fanévions. Com- " -

position of -these -func®ions ‘yidldother Pindtione wiviely sre elso ©
expressed -as -indivVideal <l Dageistic fottis In the Pput langudge. > = -
The input langudge ‘1¢ Ticker 'in epresging “fulict iond €han Lindsay's
or Raphael's system.: THe -Togheal isyis tiéme 'd tdcsded may have more
relationships (predicates) allowable in the 'thput ;i ‘bue do: not allow
any composition of these predicates. The logical combinations
of predicates used “are dnly ‘those expréssed in ﬁﬁhe"iﬂput dg Ioigiclﬂ
combinations (using #nd; or; @te.). 7000 sad Lo 2niriiuenet

The deductive system 'in STUDENE, “as n Lindsay's and Raphael's
programg, is degigued -for:thd 'type ‘of questiots to be asked. It

can ‘only deduce answers of @ certain dypélfebm the iupur information, '

that is, arithmetic values satisfying a set of equations.  In per= '~
forming its deductions it is reasonably sophisticated in avoiding
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irrelevant information, as. are:the other -two tgntioned.: : It lacks -
the general: power of a -logical system; but is:; much more efficient
in obtaining its particular class .of deductiions: than would be-a .
general deductive system utilizing the axions .of avithmetic. .

v
EARRL

2) Facility for Extending Abilities. - :Extenddémg ‘the :syntactic
abilities of any of the other. gquestibon-amswering systems discussed

would require reprogramming. In the STUDENT system new definitional
transformations can be introduced at run time without any reprogram-
ming. ‘The information conéérning these transformations can be in-
put in English; or in & ¢ombination of Engliwie st METEOR, &f :that is
more appropriate. New syntactic transformatiome quueet!be adddd: by .-
extending the program. : FR L ; o Y

The -semantic base of -the STUDENT systern wan be extended only
by adding new program; as is true af the ather 'gquestien+sanswering . -
systems discussed. ..However STUBENT :is. organized .t fdcilitate. . . . -
such extensions, .by.mimimizing 'the idteractians of different parts
of the program. The necessary information need .omly be adddd.to the
program equivalent of the table of operators in Figure 4, in Chap-
ter IV.

~Similarly, the deductive portien of SEUDENT, which solves the -
derived set of equations, is an independent package: ' Therefore, 4.7 1.
new extended solwer can be added to the .system by . just replacing.
the package; and maintaeining the input-output characteristics . of.

this subroutine.: : . : R Rk T T VRN

3) Knowledge of Internal Structure Neaded h;ys.:ﬁsgef. - Nery .
little if any internmal knowledge of ‘the worleings of tle STUDENT
system need be known by the user.: He must: have .a ifirm.grasp of the -

99




type of problem that ‘STUDENT -can solve,  and a. knowledge -of . the input .-
grammar . -Fox ‘example;, .he must be' aware that the sameé .phrase nust.. ;. i
always be iused to:repreabernt the game varistile 4d e problem, within : .
the limits of similarity defined earliexr. : He must: xealige thet:: ' -
even within these limits STUDENT will not recognize more than one
variation on a phrase. But if the user does forget any of these
facts, he:caw still ms¢ the system, for the intevdction discussed :
in the mnext: gection allows hin to male amends:: for -almdast -any mistake. .
N T RS TS S T A S O S ST SEU I ¥ T 1< N VS R Pl B PR
4). . Interaction With the Usex. ' The STHDENT systemis embedded . ..
in a timemsharing emwiromment (the MIT Pooaject MAC timevshawing .
system (13)),: andthia:greatly facilitates interaction with the .. .-
user. STUDENT differentiates between its failure to:aglwe a. ' : -

problem because of its mathematical limitations and failure from

lack of sufficient -imformation.  Id:CeR& of fafilure it asks the -utter

for additiomal rinfermetion;-and suggests the rnatures of the needed . .«

informatiom relationsiyips amoug ~varidklies f the.ptbblémk: It -

can go :back; to the user repeatedly 'for «tnformatiow ntil it has - -

enoughi to sdlve the problém;. orwuntil €he user :givwes up. .. v 1.
STUDENT also reports when it does not recognize the format of:

an input sentence. Using this information as a guide, the user is

in a teaching-machine tjpE situation, and; cat quiekly. learn to spéak

STUDENT's -brénd of input English. . By minitoring e asqmptions .. .

that STUBENT nmakes about the dnput;and theiglobal infosnation it . - . -

uses, the user can-etop-the system anmd reword & problem to aveid . .

an unwanted ambiguity, or add new general information to.the ;.- - !

global information store.
The crucial paint inithis user: ineraction ia:thet STUDENT .is

embedded ik a® ion<lime timesharing system;-dnd can thus grovidé more
interaction than any :af :the - other systems mentioned.: .-
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B. Extensions.

'i‘he present STUDENT system has reached the maximum size allow-
able in the LISP system on a thirty-two thousand word IBM 7094. There-
fore, very :],;t;_tle can beﬂadde@,d::;z;eg:.g],yfgt‘:‘ the presept system. All
the programming extensions mentioned here are predicated on the

existence of a much larger memory machine,

MWithout inventing any new techniques, I think that the STUDENT
system could be made to understand most of the algebra story prob-
lems that appear in first year high school text books. If new
operators, new combinations. of arithmetic operations occur, they
can easily be added to OPFORM, the subroutine which maps the kernel
English sentences into -equations. The pumber of formats recog-
nizable in the system can be increased without reprogramming
through the machinery. available for storing global information
(this was discussed in more detail in Chgpter V). - The problems-it .
would not handle gre those having excessive verblage or implied
information about the world not expressible. in a single -gentence.

As mentioned earlier, the system can new make use .of .any given
schema only-once in solwing a g‘;}obl;emi.i_naivs isg -becayge the schema .
equation is added to the set of ‘eg‘uatidms -0 he ;q,qlv‘e,q,f and the vari~ -
ables .in the schema only identified with one other set of vari-
ables appearing in the problem.  For example, if ''distance equals
speed times time" were the schema, then "distance', as a variable
in the schema might be set equal .to .''distance trayeled by train"
or "distance traveled by plahe", but not both in the same problem.
This problem could be resolved by not adding the schema equation
directly to the set of equatigns to be solved, byt by logking for
consistent :sets of variables to identify with the schema variables.
Then STUDENT, could add an instance of the schema equations, with the
appropriate substitutioens, for each ﬁongj.»st;gq.—;f,ae,t of wvariables
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found which are "similar" to the schema variables.

At the moment the solving subroutine of STUDENT c¢an only per-
form linear operatfons on literal equations, and substitutions of
numbers in polynomials and exponentials. Tt would ‘be relstively
easy to add the facility for solving ‘quadratic or ‘even higher order
solvable equations. One could even add, quite easily, sufficient
mechanisms to allow the solver to pérform the ‘differentiation needed
to do related rate problems in the differential caltculus. ;

The semantic base of the STUDENT system could be expanded. 1In.
order to add the relations recognized by ‘the $TK system of Raphael,
for example, one would have to add on the lowest “level of the STUDENT
program the set of kernel sentences understood in SIR, their mapping
to the SIR model, and the question-dnswering routine to retrieve
facts. Then the apparatus of the STUDENT systeu would procéss much
more complicated input statements ‘for ‘the SIR modeT.  One serious
problem which arises when the semantic base is extended 13 based on
the fact that one kernel may have an interpretation in terms of two
different semantic bases. For example, *Tém has '3 fisH:" can
be interpreted in both SIKR and the pféééﬁﬁ STEDENT “System. To
resolve ‘this semantic ambiguity, the program can check the context
of the ambiguous statement to see if there has beer one consistent
model into which all the other statements have been processed. If
the latter condition does not determine ‘a single preferred inter-

pretation for the statement, then bbth”intefpretatidns“éan be stored.

In addition to these immediate extensions of the STUDENT system,
our semantic theory of discourse caif be used as a basis for -a much
more general langudge processing system. As. & start, one could "~
implement the generative grammar described in Appendix E to produce
coherent discourse-~problems solvable by the STUDENT system.
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. Another more‘sixciting possibility i to utilize his tipe of speak-

er's model of the world to attack Yngve's "baseball announcer" prob-

lem. The baseball announcer has certain proposit,{ons ~added to his

world model from the events he perceives, i.e. thh b;éeball game he
is watching. Mandatory application of certai(’ ,smﬁtig rules add

WV EAT DA T

other propositions, and delete some that ar& M“M@ these

P rhns i v N .N

changes are going on, the announcer is to 3enetate # runnigg com-~
mentary (coherent discourse) describing thia h@l&f%rlw b&ds watch-
ing. By making the proper assumptions about.uhexe* th&attention
of the announcer is focused, that is, which&fé%‘#fme—be is

going to use as a base of his diseguzse at any timp; I feel that a

reasonable facsimile of an anii i

of course, an empirically testa'B“Ié“hypothesis.w

Another use for this model for generation anH; anélysi§ of
discourse is as a hypothesis about the lin@ : miwr of

people. Psychologists have built reasonablemc‘ostput'pr iﬁodets for
human behaviour in decision making (17), veiﬁk)/_m T
syllables (15), and aume pmbimentM (34)." STUDENT
may be a .good predfi:ctive model for the behaviour of* people when con-
fronted with an B‘ig’ébfa ,prolﬂ,m to siive.“ mis oatg‘t‘}g tested, and

such a study may lead to a better ﬂunderstanding o‘E !man behaviour,

N

“f"ng :6f, nonsense

and/or a fbetter réformulation vof this theory of Iaguage processing.
I think we ‘are fﬂt from \rriting“a program :ahi.ch can understand
all, or even a wery. large segment of- English. llowwan . within its
nata v ghat "under-
standing" machinej ban be bullt. !ndeed 1 bel'Ié“\“r“e “ehat using the

narrow field of competence, STUB&IT has demons

techniques develo A t'ﬁie remtek,,one could ccmstruct a system
of practical vaihig: fghiéh would cemmunicate well witz‘h people in En-
glish over the range of material’ undat;stoo&by _tiie,mi’g_rogram.

e
) g
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REMEMBER( (
(PEOPLE 1S THE PLURAL OF PERSON)
(FEET 1S THE PLURAL OF FOOT)
(YARDS IS THE PLURAL OF YARD)
(FATHOMS IS THE PLMRAL OF FATHOM)
(INCHES 1S THE PLURAL OF INCH) ‘
(SPANS IS THE PLURAL OF SPAN)
(ONE HALF AL vs ANS 0.5 ) =2
( THREE: NUMBE ¥YS MEANS THE nnsr nuunsa Aap ms szcomn
NUMBER. AND THE mmo NUMBER) o
(FIRST TWO NUNBERS  ALWAYS MEANS = rEL
THE FIRST NUMBER AND THE SECOND meax I
(MORE THAN ALWAYS MEANS PLUS) -
(THESE ALWAYS MEANS THE)
(TWO NUMS SOMETY MEANS ONE xunam AND mt
OTHE msa)v
(TWO NiMB SOMETIMES MEANS: ONE OF THE
msns AND . TRE omew wuita;
(HAS 1S A -VERB) ‘ :
(GETS IS A VE a) Sl .
{HAVE %S A VE : Sl e
{LESS THAN Auyws usms Lessmm) :
(LESSTHAN :1S AN OPERATOR QF LEVEL.2)
{PERCENT £S5 AN onnmmos L!VEL 2"
u’mcaﬂz l.-ESS WH“vA g s s%awsm
VEL

m:m.

‘PIQPS ° R OF LE" 2): T oo
¢SUM 1S° m;i ms) TTs ok
(TIMES S AN GPERATOR’ ol: s,tvﬁt. 1) DR

(SQUARE IS _AN DPERATOR OF LEVEL 1) = ..

(DIVBY 1S AN OPERATOR OF LEVEL«I

(OF 1S AN-QPERATOR) T

(DIFFERENCE IS AN OPERATOR)

(SQUARED §5 AN OPERATOR): s

(MINUS 1SZAN OPERATOR OF. Lml. 2)

(PER 1S AN:-OPERATOR) S

(SQUARED 1S AN GPERATOR).

(YEARS OLBER THAN ALWAYS: MEANS. PLUS) R

(YEARS YOUNGER THAN Au:gs nui& ~LESS THAN)

(IS EQUAL:TO .ALEAYS ME o

(PLUSS 1S~ AN DPERATOR)

(umuss 1§ AN OPERATOR) . = =

e

THE PER} 1R L

TWICE THE SUM OF THE LEMATH: AND- WIDTH eﬁm chumzu)
(GALLONS 1§ THE-PEURAL OF wli ‘
(HOURS 1S THE PLURAL OF mu )

(MARY 1S A" PERSON)

(ANN. 1S A PERSON)

(BiLE 1S A Pﬂtsbn

(A FATHERE ]S A PER:

(AN DNCLEE TS A PE om ,

( POUNDS |__,sx_n§z &ugmu. el-' mumn o ;
gv;emus I$A Y sae T i
REMEMBER (( _ '

(DI STANCE: ; Qg@ sveen tm:s TIME) .

(DISTANCE: t%wrgmr TIMES™

NUMBER OF GALLONS or GAS’

(1 FOOT EQUALS 12 INCHES)

S YARD EQUALS 3 FEET)

109
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(THE PROBLEM TO BE SOLVED |S)
(IF THE NUMBER OF CUSTOMERS TOM GETS IS TWICE THE SQUARE OF

20 PER CENT OF THE NUMBER OF ADVERTISEMENTS HE RUNS , AND THE

NUMBER OF ADVERTISEMENTS HE RUNS IS 45 , WHAT S THE NUMBER
OF CUSTOMERS TOM GETS Q.) v

(WiTH MANDATORY SUBSTITUT)ONS THE PROBLEM |IS)

(1F THE NUMBER OF CUSTOMERS TOM GETS !S 2 TIMES THE SQUARE
20 PERCENT OF THE NUMBER OF ADVERYISEMENTS HE RUNS , AND THE
NUNBER OF ADVERTISEMENTS HE RUNE IS &5 , WHAT IS THE NUMBER
13 CUSTOMERS TOM GETS Q.) hd

(WITH WORDS TAGGED BY FUNCTION ‘THE. PROBLEM iS)
(IF THE NUMBER (OF / OP) CUSTO TOM (GETS / VERB) IS 2 (
TIMES / OP 1) THE (SQUARE / OP )20 (PERCENT / 0P 2) (OF /

OP) THE NUMBER (OF / OP) ADVER ENTS (HE /> PRO) RUNS , AND

THE NUMBER (OF / OP) ADVERTIS S (HE / PRO) RUNS IS bS .
(WHAT / QWORD) 1S TN! WMDER (GF / OP) CUSTI RS TOM (GETS
I VERB) (QMARK / D

(ﬂlE SIMPLE SENTENCES ARE)

(TNE "NUMBER (OF / OP) CUSTOMRS 'FOM (GETS / VE“) 1S 2 (TIMES
1) THE ( QUARE /7 OP 1) _{PERCENT / OP R¥ (OF /70P) THE
R (OF /.QP) ADVERTISEMENTS (HE / PRO) MS (PERIOD / DLM))

%NWER&F / oP) ADVE"ISEKNTS (HE I m! RUNS 1‘ BS
: o/ D

-’mb'(w : n~»~eusmzns7 TOM (4TS / VENSA). LT
CTINES U (M F Anmnmc SHEZ 4

(THE PROBLEM TO BE SOLVED IS)

« LOIS SHARE 1S TWICE BOB S . FIND BOB S AND LOIS SHARE ,)
(WiTH MANDATORY SUBSTITUTIONS THE PROBLEM 1S) -

» LOIS SHARE IS 2 TIMES BOB' S . FIND BOB § AND I.DIS SHARE ,)

(WITH WORDS TAGGED BY FUNCTION THE PROBLEM IS).

((SUM / OP) LOIS SHARE (OF / OP) SOME MONEY AND BOB S SHARE
;? '3.5:0(2(;:;!'.3:5,(;E:;O?F{Ngm) LOIS SHARE 13.2 (TIMES / O
trentop s DERIS / QORD) 808 S m Lois SHARE

(THE SIMPLE SENTENCES ARE)

((SUM / OPY LOIS SHARE (OF /. OP) .SOM
IS 5.500 DOLLARS (PERIOD / M)} 5 ’ “QN“ AMD 808 5 sHAre

(Lois SHA& IS 2 (TiMES / OP 1) BOB N (PERIOD I oLM))

((Fll‘ll I MI‘D? 808 S AND I.DIS SHARE (PERIOD / DWM))

- i

il
=

¥gua mmou wu sowsp ARE) .

(IOI s"ls ’1 nn nou.ns)
(LOI‘C GNME l’ '3 MLMS’

(THE SUM OF LOIS SHARE OF SOME MONEY AND B0B $ SHARE 1S § &.500

(SUM LOIS SHARE OF SOME MONEY AND BOB § SHARE 1S 4,500 DOLLARS
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(THE PROBLEM TO BE SOLVED IS)
(MARY IS TWICE AS OLD AS ANN WAS WHEN MARY WAS AS OLD AS ANN

15.N0W. .. 4F WARY 15 24, YEARS. OLD , HOM. QLD IS ANM Q.)

(e ‘.‘:"2“1‘.’"” SO N sl 18 e oo as
L AS

W "ﬂ&:’ 15 2% YEARS OLA, , WHAT 16 ANN Q.) ;

N £ 400 JE‘J" :;'f" ' PERSON)

A p’éﬁou) IS NOW

/ P!Rson‘)’ IS 2% YEARS OLD , (WHAT /

nmm AQMARK / DLM))
CE SIbCE SENTENCES ARE)

mz‘a{sﬁw) :ﬁs‘a‘glab‘;'ﬂ )l op 1) (ANN / PERSON) § -

dgqp UAARY / PERSON) S AGE 1S (ANN / PERSON) §
7 M)

"'x ‘mo

s et CRARY T PRRSORY '8 AGE TS 2% (PERIOD 7 DLM)) -

» AKWIAT o QMORD) & (ANN / PERSON) § AGE (QMARK / DLM))

SR IART TS
(THE EQUATIONS TO BE SOLVED ARE)

AT ML AN S PERSOND BAGRR) .
(mwu. (M ’ nas“bm sae 2 - !
{ §2

W”"(mf / h‘uou) ix‘m (TINES 2 mus CCANN /. muog)

: s N i
R T LT T
(ANN § AGE 1S 10)

RS R B RET

3 3 “THE PEAIMETER OF THE TREIANGL

(THE PROBLEM TO BE SOLVED 1S)

WHAT IMETER

_OF THE TRIANGLE Q.)

(mu MANDATORY suusnwnous ms Prm% kk
TSN U PERTETER OF A RECTANGLE IMETER OF A TRIANGLE
] 18 2% INCHES . IF THE PERIMETER OF THE RECTANGLE IS 2 TIMES

i wmwm OF THE TRIANGLE , WHAT |5 THE PERIMETER OF THE

“% ”“ ER og“ m‘%ﬁﬁ AN THE PERIMETER

: ‘(G
§ igow f mm.wut 49 ¥4 INCHES (PERIOD / nun \F THE PERIMETER
'm 7 -OPY - THE RECTANGLE 18" o1y

J""“.m £ FERIRETER: (OF
slmsm:mw m / n ) 1S THE PERIMETER (OF

< ATHE SIMELE - SENTENGES ARE)

A48 & . THE - PERI OF
- ?3 T *‘rﬁm&:"ﬁ‘?s‘nnﬁt?’?ﬁ?uﬁ?ﬁgsw THE PERINETER
(m:" PERIMETER COF '/ 0P1 ‘THE RECTANGLE 1S 2 (TINES / OP 1)
THE PERIMETER GOF .4 QB). TWE TRIANGLE (PERIOD / DLM))

;(r&}’)l QWORD) |8 THE PERIMETER (OF / OP) TNE TRIANGLE (QMARK
8 4

, ims 10 ﬁa soLveED. M,:z
i ’g(fﬁ‘oh “adis17 (PERIMETER OF TRIANGLE))
 (EQUAL (PERIMETER OF RECTANGLE) (TIMES 2 (PERIMETER OF TRIAMLE)))

L g'% (rufi (n:mmi OF RECTANGLE) (PERIMETER OF TRIANGLE))

R LM SR
(TNE Plllll'fll 0' THE TRIANGLE IS 8 INCHES)

Wi g L .‘; i
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(THE PROBLEM TO BE SOLVED 1S)

(BILL IS OME HALF OF HIS FATHER S AGE & YEARS AGO ., IN 20 YEARS
HE WILL BE 2 YEARS OLDER THAN Hi§S FATHER 1§ NOW . HOW OLD ARE
BILL AND N!S FATN!I Q.

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL mm (ulu. ¥ nnom 8 (FATHER / nuou) s mn

(EQUAL GOESAS uuu. 7 PERSON) 5 AGE))

H (rm”ﬁ%&"’( W’ § AGE) 20) CPLUS 2 (CBLLY, /. PERSON) -

(EQUAL ((IH.I. / ;IM) S AGE) (TIMES .M“ (PLUS ((BILL /
PERSON) 3 AFATHER: / PERCON)- S AGE) (MINUS: 433))

(BILL § ARE IS 1)
(BILL S FATHEA 8 ABK )8 32) . i, . B :

bbb i s

:::;;:W,m@ R it e oy e e
I S B AR L i BT

(THE EQUATTENS O ¥ WOLVEYD wre)

(EQUAL GORRED. (CRILA 4, PERAOML 3 MORDL . ..

crauat KRR 0L, L PRRSOIY S CEADIER £ PEngon. & (ungak.
e et oo e ¢ .‘m
ke §W!¥m bz i‘:’.h‘“:ﬁ:“"’” M2

(EQuAL (CBITL / diNety s (m‘ﬂéit / muhu $ ‘(ubL f’/ PERSON)
$ AGE) (tm,; (uullm IMW&SM))

o
[

. (BILL 8§ AGE IS 3)

(TNE PROBLEM 7O BE SOLVED iS)
CA MUMBER 1S MULTIPLIED BY 6§ . THIS PRODUCT 1§ INCREASED BY
N ., MiS R!SULT IS 8 . FIHD THE Ml!l .)

T
CTHE EQUATIONS TO BE SOLVED ARE)

(ROUAL SR8 CNNRRER))
cnw. m.us mm tm:l) s) ) 68)

( PRICE OF A RADIO IS “.70 DOLLARS . IF THIS PRICE IS
l.g nucm LESS THAN THE MARKED PRICE , FIND THE MARKED PRICE

(YHE ml“l 0 . ‘?I{‘D m) T

(EQUAL 2e2b1s (NNAKED IcE))

Mwu OF RADIG) (TINES. L N688 (MARKSD PRIEEN))
‘!‘m APRIGE OF - RARIO) (TIMES ©69.70 (DOLLARS)))

éu B i
ww@mm T o

s u oLiae) -

S R Miad

(;I’HI NUMBER OF FISH TOM HAS 1S 6)

< ud
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(THE PROBLEM TO BE SOLVED I5)
({F 1 SPAN EQUALS 9 INCHES , AND 1 FATHOM EQUALS & FEET , HOW
MANY SPANS EQUALS 1 FATHOM Q.)

[ o : o

{THE EQUATIONS n BE SOLVED ARE)
(EQUI!. M!!” (‘NM‘& l (um«m:n

(EQUAL CYINES T CFATHONS)E (TINES 6 (FEET)))
(EQUAL (TINES 1 (SPARS)): (TIMES:9 (INCHES)))

TE EQUA?IO*S WEI! IDISUFFH:IENT TD FIND A SOLUTION
(usi '{K%lFOLLNING KNOWN RELATIONSHIPS)

(€ MES -1 (YARDS)) (TINES 3 (rETTI) (BMAL mm LA
mst (ﬂm T Imces)yy)

a nma 6w ey '

LEATAT RITT N E LT
(THE PROBLEM W BE SOLV!D 18)
(THE NUMBER OF SOLDIERS THE RUSSIMS HAVE IS ONE HALF OF THE
NUMBER OF: QUNS/THAY: UA"un I’N! g W NAVE 18
7000 . WHAT IS 'm: SOLDIERS NEY HAVE Q.)

EOOEELT T s L,
N t' . it 4.".%

e

CTHE: u\lmmmn 'SOLVED ARE)”
(EQUAL QORB19:AUUMBER OF:SOLOLERS (THEY /. PRO). {HAVE, / VERS)))
(EUJAI. (NUNBER OF GUNS (TNEY I PRO) (HAVE / VERB)) 7000)

TR {0V - cE" 3 s.M
(EQuML’ (USSR 0f 60 & ? 1); LTINES | .5000
OF auNs (mv l (um / vt l‘g ,?!’“ h i

*E“f\‘?" THIMED S OF PACEVE20 7Y DWaliL¥ify® 13y
THE! SUDATHINS: WERE: TASOFFICIENT- 79 FING A SOUNT.IOM -

CASGANE NI TWARY:
((NUMBER OF SDLDI!” (THEY l PRO) (HAVE / VERS)) IS EQUAL T0O
(NUMBER OF SQLDI!RS RUSSIANS (HAVE / VERI) )

ar: ZENRY

(VYHE PROBLEM TO BE SOLVED IS)
CTHE RUSSIAN ARMY HAS 6 TIMES AS MANY RESERVES IN A UNIT AS
THE PAY FOR RESERVES EACH MONTH

:f..’:..aﬁ.ﬁ:""“i.?“"%t:.°i.:s=w TR T g

THE NUMBER OF UMIFORMED SDLDIERS + THE SUM OF THIS LATTER ANOUNT

zu&? M a’"”ﬁi oY TN!%S!M d@‘uﬂ‘w% &u

ERS IT HAS )

(jmt mmm ‘f’d;it doi.m ARE)
(kwfggwyms-.‘eflwwm SOLDIERS (1T.( P00 (As

?m‘;hngsu mnqg;l %, aesguvgs IN.UNLT. nussmc Ay, (w‘

QAL (PLOE (Mt smr on uscu:.njm EACH mmn mv
(AESERYES GACH MONTH)) (TINES 35080 (RALLARS)))
gﬂ“l. CAMOUNT ”El'l’ ON REGULAR ARMY EACH MONTH) (TINES CTINES
0, (AOLLARS)) (NUMBER. OF UNIFORMED SOLDIERS)))
wiit"fnf”iu’mzmk EACH MONTHY CFinES CTiRes’ S0 tbollARs))
UNEER OF AESERVES 1N UNIT)))
gn&kt ’?Mﬁ”&?fnﬁtw:k PHEONFT ROSs AN  KRiY (RAS "7 viERD))

/! IQFQMED SOLDIERS (1T / PRO) (Ml / V!”))))
4 V SORECT OAWHEYR o LHWAEY RuOn WhRApM
wtm]ml l’qﬂ'ﬁlCIW m FIND A SOLUTION

UMING THAT) .
OF UNIFQRMED SOLDIERS) IS EQUAL TO (NUMBER Ol WIMD

;w’ 4,m mw (1o )

ém:mmm RESERVES EN A-UNFT YRERUSEEAN ARNY RAS 18 800)
l GF WIFOND SOLDIERS IT HAS 1§ 100)
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_ NUMBER OF

' Taving Possimuk idioms
T (A PROBLER WITW AN IDIOMATIC SUBSTUTION IS)

e BT L AT

(THE PROBLEM TO BE SOLVED 18)
(THE NUMBER OF STUDENTS WHO PASSED THE ADMISSIONS TEST 18 10

| AMERCENE OF THE TOTAL NUMBER OF STUDENTS IN THE NIGH SCHOOL

. IF THE NUMBER OF SUCCESSFUL CANDIDATES IS 72 , WHAT 1§ THE
UDENTS IN THE HIGH SCHOOL Q.)

'XTHE QUATIONS TO BE SOLVED ARE)
(EQOWL @02553 ANUNGER -OF :STUDENTS 1N HIGH SGHOOL))
 CEQUAL (WOMBER OF SUCCESSFUL GANDIDATES) 72)

NS 148 - R LN 1 SUF BN 5 10 B N

ASMUAL  CHNMBER w1mnt uuq matﬂ tssmu TEST) (nu;s
.mq (TOTAL nuuuu or sruoms IN m smoo )

HECRRR i

I PHE SQUATIONS MERE SMSUFPICIENT TO FIND A Sﬂtutlﬂl
- CASEUMING : THAR) -

((NUMBER OF S‘VW!NTS IN HIGH SCHOOL) 15 EQUAL TO (TOTAL NW‘EI
OF STUDENTS ll HIOH SMOOL”

- PV ;
THE l‘Uﬂ!iM(NlllA‘IUSUFHNENI W FlN@ A 50].0]"9““ L :
: $‘ !H*“ ;j_'v; e

(THE NUMBER OF SYUDIITS WHO PASSED THE ADMISSIONS TEST 1S 10 °
TOTAL MUMBER OF STUDENYS IN THE HIGH SCHOOL ¢
SUUDENYS WHO PASSED THE ADMISSIONS TEST

AHE ey ‘F*?/" ATRE W GvRH

TR : ¥

(THE EQUATIONS TO BE SOLVED ARE)

S CEQUAL ‘G025 ¥ TNUMBER OF 'STUDENTS: 18 MIGH SCHOOL))

 CEQUAL “CNUMBER: OB STUDENTS! WiHO PASSED ADMISSIONS TEST) 72)
QU
_ +300 (TOTAL NUMBER o; STUDENTS IN HIGH SCHOOL)))

_ THE EQUATIONS HERE\{ INSUFFICIENT TO FIND A SOLUTION

. O
G\Wmt m AN FREH )0 SCHOOL Q.)’ A

=

; i
AL TNUMBER UF STUOENTS WHO PASSED ADMISSIONS TEST) (TIMES: -

s,
OF STUDENTS IN HIGH SCHOOL) 1S EQUA
) OF STUDENTS lll HIGH SWOOL) UAL TO (TOTAL Numsen

]

JCTWE-MUMBER OF STWDRNTS IN THE WIGH BLWOOL iS" 720) -

, ??i&. &2&” o3 To 108" ANGELES TS 5000 MiLEs .
GE SPEED OF A JET PLANE 1S 800 MILES PER HOUR
TJM&,,”’ IME& TO. TRAV!L FRDM N!H YORK TO I.DS MGEI.ES

.5«' LA
(;u EQUATIONS TO BE, SOLVEP ARE). .
(EQuAL Goz517 mus n; / PRO) TAKES TO TRAVEL FROM NEW YORK

¥4 , :
1 g?m i?#“@f“ﬁ%‘?f” JET PLARES (GUOTIENT CTiNES-Wb (MiLEs))
7 “azﬁ%;;“‘hﬁti m. NEW YORK 10 Lés inaéus) tfimes $000"

L‘? ‘»'Wh AEEFENE PO S-S S I

‘ '!%‘! M'Ma“m W"’F!Glm 0, Fm.,,m«nm

ke vhe PLIGHIA Kokl KECaSfomiiee) o
X In [4
mssw‘:mg%mwwmwmw i e

N 186 THAT)
3 **m&&‘ FRHAL. TR, CAYERAGE SPEED OF JET PLANE)Y,

- (T
AL T8 (T1ME (1T / PRO) TAKES TO TRAVEL FROM
YORK TO LOS ANGELES BY JET)) new

%ﬁ‘?ﬁk@;ﬂ; a&ﬁn ’ro (msnucz mu n@u fdu ‘ro Los uﬁzmn

gut ﬂug 34 m:s T ﬂuv;v. FROM. uen yon 1‘0 mt Anm,u [

i
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(Tlis"Pn’én'LEM 10 3E SOLVED 1S)

COST. 25 {;A %LH{:DEDT;;IT& g ggﬁﬂsiguﬁoél ;g! COST OF
L£OST 1S § 3,500 . YH i I’M;“Uun% DS'

" 15 THE SUM OF THE WHIER of

R OF A ' H( TNE lﬂl AND THE NUNBER OF POUNDS OF PIWS IN
oF

b M% Vb i T8 o GE FEchus 2 Poima

/U AND THE CQST OF. THE RECANS IN THE 80X .)

"(EauRt “Go#85¢ ‘ccosT OF PECANS 1N BOX))

CROBKL ‘gdisal CCOUT oe aNONBS 1N Boky)

%‘%%(WWCOET 0;: PQLCAINS) (TIMES 1 (P?fMDS OF PECANS)))

g%k (WQ‘I’IEIT (gOST OF ALMONDS) (TIMES 1 (POUNDS OF ALMONDS)))

W}M TR SN LEn
 KHGHAL Ol § "*'s:mmms»—, o mwummcmn.

%M mmm 1y CPOUNDSS, OF SOXOF MIAEUERUTS) (PUESYCHUNSER

M% 'EZ’ Bﬂl)ﬂ/((!lgﬂ\lt&?F romos OF PECANS IN

)t mb‘ )
{ VAL (COBBYEUR BOR OF MEXED MISH: THMES “35508) (DOLLARS)))

tPsRL mm nmumml):);ms) (PLUS (COST OF ALMONDS IN

) { F PECANS iN 80
LRI £9% ?:ﬂ (ERRErNE D00 e LWLH <TEDING)

(it SEONTIONS WEAR:INSUMEICIENT TO FIND A SOLUTION

(ASSUMING THAT)
I PONIBSCUS- PESABS) IS EQUAL To (WH.EH OF m OF ncm
LANTBORIIFS 1M mtRaiuT O IR
"‘H"?ﬂtﬂ Ric3 ‘A{?Gbri ]

TSI

((reuuos oF M.ﬁlﬁﬂ IS EQUAL T0 (NUMBER OF POUNDS OF ALMONDS

IN BOX))

(AS& 1N
% 3 mﬂﬂ”) 1S “EQUAL TO (COST OF ALMONDS IN BOX))

{(THE COST OF THE ALMONDS IN THE BOX IS 2 DOLLARS)
[CTHE SOFT OF THE PECANS IN THE BOX IS 1.500 DOLLARE)

P xiz i 4 T 1 R 00 Y RIS Aol IR RS

zm,:m,'m, i 5“5’3";'3’ $ 15 MILES PER GALLON . THE
: MY CAR | MIL .
: W&ﬂw*ms NEW YORK IS 250 MILES . WHAT IS

F GAI. NS OF GAS USED ON A TRIP BETWEEN NEW YORK
i RO ER &Ly TALIONS OF 48 USED

z

|
f (&4 E EQUATIONS 'I'O BE SOLVED ARE)

it RO (mm w w.zeua .OF ‘GAS: ussn “ou mrumw
m NIk BUSYON)
£int ’;ﬂi\t’ Ext BILH v\ qu‘
(EQUAL (DISTANCE BETWEEN BOSTON AND NEW vonx) “(Tings 250 (WILESH)
LEAESHE pOTDIRTE 100 58
(EQUAL (BAS CONSUMPTION OF MY CAR) (QUOTIENT (TIMES 15 (MILES))
(TINES 1 (GALLONS))))
MWE BRI LInge REED Jér SOt esE L BTED ¥ SOTHLYOM

THE EQUATIONS WERE HGUFFIC!ENT TO FIND A SOLUTION

PEGIST (uINZ [ORE Di 8DME T %Pﬁ 0
(wnm THE FOLLOWING KNOWN RE LATI nsﬂ

e A B o S, i

‘w{"g% £OWE oy MANRTRIYY
LRUNMINGEY 1 BRI 70 APIATANCE SETWEEN BOSTON AND KEW YORK))

(mme € éqUAL Y0 'thhs CONSUMPTION OF MY CAR))

:MﬂHIIG THAT)

T

(MIR OF GALLONS

r.,‘

(HAE “nOUSER OF “uAl EAS USEDT ON- K- TRTP' ih'uuu NEW YORK

AND BOSTON 1S 16.88 GALLONS)




[ NS

AN I TR TR
(mmumm BE SOI.VED lS)
CTHE DAILY COST OF LIVING Foa A GROUP 1S THE OVERMEAD COST
PLUS : 'UIEPIWIM‘WST EORy EACH PERSON. T) '}HS JW‘Q OF PEOPLE
(N /PE-GROUR:y THIS COST FOR Ol! GROUP EQUA AND THE
NUMBER OF PEOPLE IN THE GROUP 1S 40 . IF THE OVERMEAD COST
1818 FMHIES VTHE RUMNING COST , FIND THE OVERHEAD AND THE RUMIIG

mm Y-JW-»PI”'I L eTE phM T 3R LECVH
: B
(7 BQUATIONS TO:BE SBRVED ARE) ~ . .~ - ©.

(EQUAL 602521 (RUMNING COST ;o_n EACH PERSON))
CEQUAL! GOESI0 TOVERREAD)) - I RTER”

CEQOAL (OVEMNERD COSTY): (TIMES 30 (RUNNING COSTI)):

(mu ((MYMBER OF PEOPLE IN GROUP) A0) ,

(tﬁ&t (BRiLY coST cr LIVING FOR BROUP) AFINES 100 (DOLLARSYD): -

(EduRL’ (mw i:osr OF ‘LIVING KOR SHOOP) “¢PLDS COVERREAD COST)
m‘ ‘I‘ fOR EACH PERSON) (NUMBER OF PEOPLE IN

CTETRIY BT T Lan
T#‘,mﬂiw WENE THFUEFICIENT TO FIND A SOLUTION

W«‘M"ﬁ’m To COVENREAY EOSTH)

AU w8 YY) €724 o
‘(WMM ‘,‘Lﬁ ﬁ%m MNING COST FOR EACH PERSON))

(TUE QVERMMSAR A5 3 ADLLARS).. .. .
(ﬁu Wﬁﬁ Mﬂ ué{ mfg i

P o wenen

9171 . .

BWE 4T e 209G

s

[N}
R

S TR

N -c’.n‘,"‘," ‘.

nlsttmm

IS “\ ‘AND ON!

FIND mt NURBER

WYING POSSIBLE 1D10MS

PR ¥ s f ¥ Q(‘ 4*:',;
t'ms Ph%llm WiTH i mommc ‘SUBSTUTION 18} * ToAE
(THE SUM OF ou: OF THE NUMBERS AND THE OTHER mn IS

P ‘9 mhg %muzg mn " FiNo The

AND THE,

TR, ERUATIOMS 'To BE ‘SoLvep‘aRey” T T
(BQML 802514 LOTHER MMBER) ).
“LeauAL ¢ mm'r (OME OF NUMBERS))

dimk?
(GQUAL (Pl.l{s (NE OF mERS) (OTNER NW!R)) ’5)

ERE INSUFFICIENT TO FIND A SOLUTION

5ot TR LGl e Lk
TRYIIG FOSSI
CEOOMT (B TLWAGE pTpApew oo o winoren
(THE mmm mm AN IMONATIC SUBSTUYION IS)
%ﬂ NG WUMBER AND THE OTHER NUMBER IS 96, AND ONE

{ K TW 38 (KNREEN THAR THE: OTRERINUMBER: . # | WD ‘TNI ONE: NUMBER

hlp ‘I()!l Oﬂitl mll .) :

Vet e 4
mmg«qm uksowzn Ang) L
- ViUl dersie mrmnn
CEQUAL - (OME SUMBER) (PLUR 156 _COTHER NUMBER))) = = -

.. (EoUM, (gun,(mg :gplgn (OTHER NUMBER)) 96)
ESRE AN AR M S S 0 2 B F T o B ISR T S )

[N SRR GRS o

(THE Oll! MEI IS !()

|, gvit proex wmeen 137 w0y
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(THE .PRQBLEM TO BE SOLVED 1S)

(THE ‘SUM OF TWO WUMBERS IS TWICE THE DIFFERENCE BETWEEN THE
TWO NUMBERS . THE FIRST NUMBER EXCEEDS THE SECOND NUMBER 8Y
5 . FIND THE TWO NUMBERS .)

TRYING PGSSIILE lblﬂﬂ

g:: PROBLEN WITH AN funoml%‘sussg&om’sa -
SE WICE THE
mmi&‘e?’c&ﬁu futﬁguur R AND THE SECOND NUMBER .

AXCERDS THE szcouo NUMBER BY 5 , FIND THE
nnsf%% 'mt SECOND NUMBER .)

{THE EQUATIONS 70 8§ SOLVED ARE)

(EQUAL GU2SAS (SECOND NUMBER))

(EQUAL [BOTFAT (FIRET MABER))

(EQuAL (smr‘gm;p (PLUS .5 (SECOND NUMBER)))

(!q ""‘“}'ﬁ ;umn (SECOND NUMBER)) (TIMES 2 (PLUS
nu ER) (n (SECOND NUMBER)))))

(THE ‘EXRST WUMBER 1S 7.500) . . .. . . . s vrwe
(THE S5CON0 MUMBER 15 2.500)

ShYOIRHG WeE
(THE mm L& IUMV‘D 1‘7 i
(THE SUM OF TWO MUMBERS IS 111 . ONE OF THE Nllll(li IS CONS!WTIV!
TO THE:OTHER WUNBER{;  FLND:THE 'TWO NUMBERS .)

TRYINGEPOSSIBLECIDIOME . & o oes 1

(THE PROBLEM:NITH:AR IBEOMATIC SUBSTUTION 1§)
(THE SUM OF OME OF THE NUMBERS AND THE OTHER NUMBER IS 111

+ ONEIOF THE WUMOERS ¢S CONSECUTIVE.TO THE OTHER NUMBER . FIND
THE ONE OF TWHE NUMBERS ANN THE OTHER NUMBER .)

e e T

(THE EQUATIONS-TO BE SOLVED ARE)

CEQUAL 3”515 (OTHER NUMBER))

(EQUAL G02515 (ONE OF NUMBERS))

(EQUAL (ONE OF NUMBERS) (PLUS 1 (OTHER NUMBER)))
(EQuAL, (PLOS '(ONE OF WUMBERS) (OTHER NUMBER)) 111) -
C(THE ONE OF .THE.NUMBERS 15  56)

(THE OTHER NUMBER: IS 55)

(THE OF THAEE: NUMBERS 1S 9 . THE SECOND NUMBER 1S 3 MORE
MES TH$ %RS‘[ NUMBER , THE THIRD NUMBER EQUALS THE
SUN 0' FIRS 0 M!IS o+ FIND THE THREE NUMBERS ,)

LCTHE i&usn TO BE SOLVED IS)

(THE uquanons 'm u SOI.VED ARE)

mm; cs2527 mnno NUMBER))

‘(tdug auszs (s:couo NUMBER))

(EQuAL uzns (FIRST NUMBER))

(EQUAL (THIRD WUKBER) (PLUS (FIRST MUMBER) (SECOND MUMBER)))
(mm (semo udnm' ;nus ] muzs z (nnrvmn)n) ‘
*;mm (rws (r‘mr m m (PLUS (SECOND MUMBER) (THIAD NUMBER)))

e

TENEe R
(THE tum HUNBER: 45 .5008)
(THE ssm mn |s 8)

o < tnm mu u u.,sqo)

RN P .
LA kL RS @
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qu: !quamou ro BE SOLVED ARE)

(THE PROBLEM TO BE SOLVED IS)

(THE SUM OF THREE NUMBERS IS 100 . THE THIRD NUMBER EQUALS
THE SUM OF THE FIRST TWO NUMBERS . THE DIFFERENCE BETWEEN THE
FIRST TWO NUMBERS 1S 10 PER CENT OF THE THIRD NUMBER . FIND
THE THREE NUMBERS .)

(EQUAL 602 Sl‘ ETH! ao MUMBER)) -

-C(EQUAL . Q02535 (SECOND NUMBER))

(EWL M!!ll"(FIIST NUNBER))

ﬂﬂ“t (N.;Ul (Hlﬂ' NUMBER) (MINUS (SECOND NUMIER))) (TINES
<1000 (THIRD NUMBER)))

CEQUAL (THIRD. NUMBER). (PLUS (FIRST NUMBER) (SEOOND NWIER)))

; m;m.-(ews (FIRST MUMBER) (PLUS (SECOND NUMBER) (THIRD NUMBER}))
100) T o

_(THE FINST NOMBER 15 27.50)
- KTHE, SECOND. MUMBER IS 22.50).
o STHE, BURD MBER 15, 39)

- ATHE. PROPLEN 30, B Mg! - 18)
, %nr E%’LS”!’ m%:s iitus 1, AND B PLUS D EQUALS 3 , AND
. BIMME D ERVME 1., FIND € )

(THE EQUATIONS TO BE SOLVED ARE)

: ‘(m\. LI DT :
TRQUAL trius {a) panus 030 1)

CEQUAL" tPLUS (B) (D)) 3)
(EQUAL (C) (PLUS (TIMES (B) (D)) 1))

cis »

(THE PROBLEM TO BE SOLVED 18)
(3+Xokey=11,
S$adp=2.0Y¥m}3,

 FIND X AND Y )

CTHE GQUAT FONS TO BE SOLVED ARE)

(EQUAL GO2541 (Y))
(EQUAL 0025“ (X))

\(EQUM. (PI..DS (TIIB 5 (X)) (muus (TIMES 2 (NN

(EQUM. (PLUS (Tll“ 3 (X)) (TIMES & (Y))) 11)

lcx s 1
wis 2)

(THE PROILEM TO II SOLVID 18)
(x/72-(y+3 72 2=0,

v(x-n/stz-qon-s., N
S FIND X AN ¥ ) S

{THE EQUATIONS 30 A% SOLVED ARE)

4. (BQUAL.- 602543 (Y))
. (EQUAL GOBEA3. (X))

&QUM. (Ptl)li (QUOTIENT (PLUS (X) (MINUS 1)) 3) (Ti4Es 2 (PLUS

‘iﬁgaa)(#m CGUOTIENT (X3 2) CMINUS (QUOTIENT (PLUS (V) 3)

(15

4 ¢r.18.1).

|

:
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1 CANT $DLVE THIS' PROSLEM

(THE 'PROSLEM TO BE SOLVED 1IS)

(THE_SQUARE OF THE DIFFERENCE BETWEEN THE NUMBER OF APPLES

AND THE NUMBER OF ORANGES ON THE TABLE IS GQUAL . TO 9 . IF THE
N\)Jﬂll:ﬁ OF APPLES IS 7 , FIND THE NUMBER OF ORANGES ON THE TABLE

{THE EQUATIONS TO BE SOLVED ARE)
-(EQUAL G02515 (NUMBER OF ORANGES ON TABLE))
(EQUAL (NUMBER OF APPLES) 7)

(EQUAL (EXPT (PLUS (NUMBER OF APPLES) (MINUS (NUMBER OF ORANGES

ON TABLE))) 2) 8

‘UNA!LE TO SOLVE THIS SET OF EQUATIONS

TRYING NSSIILE IDIOMS

e

'(oo vou xuou AHY nonz RELATIONSHIPS AMDNG THESE VARIABLES)
w(nuulsa OF agrL!a)

{WUBER OF ORANGES ON TABLE)

(THE PROBLEM TO BE SOLVED 1S)
(THE GROSS WEIGHT OF A SHIP 1S 20000 TONS . IF I¥S NE'I' HEIGI’T
IS 15000 TONS , WHAT IS THE WEIGHT OF THE SHIPS CARGD Q.)

THE EQUATIONS WERE INSUFFELCIENT TO FIND A SOLUTION
TRYING POSSIBLE 1DIOMS

(DO YOU KNOW ANY MORE RELATIONSHIPS AMONG THESE VARIABLES)
(GROSS WEIGHT OF SHIP)

(TONS)

(17§ NET WEIGHT)

(WEIGHT OF SHIPS CARGO) . : o
gm LT : [

(the mlm o!‘l :hlpnclr.o l: the difference Mmoﬁ

the ﬂosmmlght aad the net wﬂght}

T™HE @wmoni WERE IMFFICIEM’ TO FIND A SOLUTION

fussun T
' uam"ﬁrls mm, T0. ur:‘ uz'r,ualawm

?(As ING THAT) -, K
((oapss ﬁ:mm s zqw. 1"0 (eaoss "WEIGNT OF wyn

‘uut WEIHT OF m SHIPS CARGO IS 5000 TONS) .

- Pna




APPENDIX E: A SMALL SEMANTIC GENERATIVE GRAMMAR

The grammar outlineéd here will gemerate only word problems
solvable by S?UDENT,ithéugh not the sef of alg éﬁih problems.

RULES

Create aisetvofis;multane-
ous equat;ons;whfph can be
solved by strictly linear tech-
niques, except that substitu~--
tion of numerica! values in
higher order gguation3~which E
reduce them thlgngéi équa—
tions is éllmd - These are
the proposit1bns of the - spaak—
er's model. o

Choose unknowns for which
STUDENT is to solve. .This is
the question.

Choose unique naﬁes for
variables without articles "a",
"an'", or "the'. In the prob-
lem any of these articles may
be used at any occurrence of
a name. In a cogplete model.
these names would be associ-:
ated with the objects in the
chosen propositions.

Write one kgrnel sen~

tence for eath equation. Use

any appropriate 1inguistic form -

given in the table below to

Zév+ 3y = 7
y= 1/2x
y;+'z =X .

X = firat number

second number Tom chose

z = thirﬁ number

"2 time#?ﬁhé first number

plus thtee times the second
number Tom chose is 7. The

second number Tom chose



represent the arithmetic ©;.% equals .5h0f the:firstosc o !
functions in the equas -+ 27 number., ebroaro bR 2 ad b F
tion. R KRR L RPN y vaedos

For each unknown whose . ... :' The sum of the sscondinuge . "'7i" ¢

value i8 to be found, use
a kernel sentence of the
form:
Find ____
What is ___
or Find:  -and

What are: . amd -

for more than one such un-

N 3

known.

If a name appears more
than once in a problem, some
(or all) occurrences after
the first may be replaced
Simi-
lar names are wobtained. by .-
transformations which:

by a "similar" name.

a) insert a pronoun. .
- for.a:moun: phrase:
in_ the, I,lﬂ.ﬂep LAl s
b). delete: imitial:end/ . -
- o texminal sub~
. strings of: the pame,.
Only one guch-.!similar! string-

can be used to replace-ap oc~ - .

currence of a. nawme, ghough:
any numbey:of replacements -

can be made. TR

121

LK

ber Tom choserand-a-thizd’ "o
number is:equdligo ithe o1 7ot sz
square of the~fyrstoumen =~ - o
ber. Whetisigotheé thbed ;ontn v of

number? * R T P A

P .
] V.1
o = ¥
i +
....... siig
LGP £ 1 €1 A A irL

Similar mamesds: tic nuso o T
"first" foRMY¥EIvet mumber? . i
"second mumber lié' chuse’: - SRR
for "second:mmber Tom ‘¢ ' inom

" A B
chose T e
.
PSISRVE- o) & M
P 4
i B = X 14 d
e 3 b i
sy K i
I 4 e 3 Ea
todoganan a8 gan I
: o i al
s e e o1 p
3 TR
s T E
Guo bolTeg =os g s lgas
wil coagsdase onld ! i1
1 iS4
.




If Ni.OCCﬂlﬂfiﬂuﬂj«ﬂndfn S
it is the -

Sj+1, and in Sj

entire substring to the left

of "is", "equals! or:'is

equal to" (er.the:entire: - '
substring to thd;risht)n;hen'
in Sj+1’Ni may:he weplaced -
by any phrase qomtainming :the::’

word "'this'.

Any phrase P1 may be

‘replaced by another phrase

P2 which means the same

thing. This would mean that
STUDENT had been told af this-

equivalence -using REMEMBER

and the sentgnge;“iavaluuys‘

means P1

means Pl" .

Two consecutive sen=
tences may be connected by
replacing the period after
the first by ", and". A
sentence can be connected
to a question by preceding
the sentence by "If" and
replacing the period at

the end of the sentence by

fron
b ] L]

" or "B, ‘sometimes

iy

122

. tence.

Replace ''theddeond ‘number

: Tom chose' by Ythis sdcond

choice'" in the third sen-

Replace "2 times' by "twiee' "
and ".5" by "owe half'. '

Connect sentencdes' 1 and 2, and
sentence 3 and the final quess ™

tion to giwver .

"Twice tﬁeAﬁﬁrsb"ﬁamber‘plus
three times the second
number-Tom ehoee is'7, and’
the second’ auiber he chose
is one-halfief the first.
If the sdm Of this second -
choice and" a~ thi¥d number
is equal'ito the squéare of
the first- fiaiber, what is
the third number?"



Summary of Linguistic Forms to Express Arithmetic Functions

and the Equality Relation

X =y x is y; x equals y; x is equal to y
X+ y X plus y; the sum of x and y; x more than y
X -y x minus y; the difference between x and y;

y less than x

x ¥ y x times y; x multiplied by y; x of y (if x

is a number)

x [y x divided by y; x per y

123
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