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ABSTRACT

The STUDENT problem solving system, programmed in LISP, ac-
cepts as input a comfortable but restricted subset of English which
can express a wide variety of algebra story problems. STUDENT finds
the solution to a large class of these problems. STUDENT can utilize
a store of global information not specific to any one problem, and
may make assumptions about the interpretation of ambiguities in the
wording of the problem being solved. If it uses such information,
or makes any assumptions, STUDENT communicates this fact to the user.

The thesis includes a summary of other English language ques-
tion-answering systems. All these systems, and STUDENT, are evalu-
ated according to four standard criteria.

The linguistic analysis in STUDENT is a first approximation
to the analytic portion of a semantic theory of discourse outlined
in the thesis. STUDENT finds the set of kernel sentences which are
the base of the input discourse, and transforms this sequence of
kernel sentences into a set of simultaneous equations which form the
semantic base of the STUDENT system. STUDENT then tries to solve
this set of equations for the values of requested unknowns. If it
1s successful it gives the answers in English. If not, STUDENT asks
the user for more information, and indicates the nature of the de-
sired information. The STUDENT system is a first step toward natu-
ral language communication with computers. Further work on the se~
mantic theory proposed should result in much more sophisticated

- systems.

Thesis Supervisor: Marvin L. Minsky
Title: Professor of Electrical Engineering
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CHAPTER I: INTRODUCTION.

SLEgRL

The aim of" the reseaich réported here was to discéifer how
one could build a computer progrm which oould comun:lcaw with
people in a naturcl languagg within some reltri.cted prohfm domain.
In the course of this imrentigation, I wrote a set of cm@:er gso-
grams, the Sm Gystem, which accepts as input a comﬁar ble hut
restricted anbaet of !nslith which can be used.to apreu" .
variety of tlgebra story groblem The prfgbleﬁs g’hmm ia !"igurefl
illustrate .some of the comunic;ation nnd prabl,en! Sblvin ;capabil-
ities of thia systeu. Eae '

In the follawing d.ucusaion, I shau use phraaes suda IB

"thd conpntcr tmdtrttanda !nglish" , In alﬂ mu&l .g:&pen, Ebe; "Bn-
glish" is just the restricted subset. of Eaglish which- 16 allowable
as input for the computet pragram under discussion. gIn addition,
for purposes of thio report t have adopw the fcll&inj operag’i?nal
definition of undericanﬂipg.é A oonputetwerst@wa subset of'; -
glish if it accepta :l.nput seﬁtenm whi&x, ara nedberg of this gq}set,
and answers questione hasgd ax 1n£orﬁathzn centahled 1n“'the input.
The STUDENT system understancls Erglitb ﬁx ;this sénse« ”

A. The Problem Cogﬁ of the s

are greatly .mpuﬂed ;us the pmbleﬁ' cdh;ax; is i-egkriqteg m
simpliffcatibn resulttng $rom the- telttiﬂtioﬂl Mie& ixt the~$’ﬂl_
DENY sysg:en, and the :ea'ona thete sinpnﬂcstiom ﬁfin, jwill be

discussed in detail iu the body of. t!xtp :seport.

The STUDENT system is designed to answer questions embedded
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TUDENT

Some Problems Solved by S

Figure 1:




in English language statements:of:-algebraistory pgoblems such.ae: .
those-shown in:Figufe 1.  STUDENT:does:this:byicomstructing from«

the English inputi .a corresponding set:of:algebreic.eqditionmy and-~ . .-
solving this set-of equi¥tions for:the requested iGBRBiowis. 1-If7. @ 77" ..
needed, . STUDENT has actess tora:stare of-'"globaltcidformatdon, =
not spscific:to-any particular. problem; andccan.zetirieve televamtc:. .
facts and equations from this store of infémkdtiomn:" STUDENT coms . =~ :
ments on its progress in solving a problem, and can request the

help of-the quastioner:if it _gets stucks: i . o

R .

... There are ia. mmber. of reagons why I ¢liose the context of -~ . %
algebra story:pooblems in: which: to devéelop-techniques which would -~ wo°
allow a computer problem solving system: tc:decept nstwral-lamgasgé:: i v
input. First, we know a good type of data structure in which to -
store information meeded to:ansiwer \giedbiong “in:tkis sontaxty:
namely, algebraic-equatioms. There exist will kadugrilgortthms - . ° -~
for deducing imfermation ‘implicit inithe egdationsi that iey~ 7
values for particular varisbles whick estiefy the met of ‘equatiors.

] oo NE : L ST I U WA R PR S ]

In addition, I felt that .there wis 4 madagesble eubsét of - -
English in.which many types of algdhrs stoty iproblems ‘were ex= '
pressible. A large number of ‘these stdryprolilems are availsble
in first year high school text books, and I have transcribed some
of them into. STUDENT's .imput Eaglish. - Since this suéstion«anmret-
ing task ie one pexfoxmad :by inimarns ; @nd=inse the entire procéss - -
from input -to iscdukion of theiequetdons was progremul;: wd can ob+
tain a measure of .comparison qu the performesice of SYTUDENT 7 ¢
and of.-a human:. on: the:same prohlemgs: Fiv factyrthts "progrew o aw -
IBM 7094 answers wost questions thatidt canhendle aw fést or - -
faster then humens trying the same: probiem. In:Julging this woms = - i
parison, one should reiwember. the: base speed ofi tive: TIM 7094, which -
can perform over one hundres thoubami sdditioms per' secomi.: -

e




B. Reasons for Wanting Natural Language Imput.

Why -should .one want to.talk to.aiEispiter. in English? There
are many; tongues :the: computer already:understands - :such:'as FORTRAN,
COMIT, LISP, ALGOL, .COBOL,  to-name just a:few. These serve ade~
quately as communicatiofi.media with thercemputer:for a large.class
of problems.. .A more pertinent question-is.reailly;- !t_n_z__n 18 'English -

input to-a .computer desirable?- S R

English input is desirable, for example, if it is:necessary
to use the computer for retrieval of information from a text in
English. If a computer could accept English'input,.wuch iaformation
now recorded only in English would beé availableformedmiputer udge
without need for human trenslation.. = . A

A computer which understood English would ‘be-more accessible
to any speaker of English, whether sr not'he was traiwed inany
"foreign'" computer tongue. Por a ®ingle . shot at the¢ competer with
a question not likely to be repeated; it would not be worthwhile
to train the user in a specialized language. For fact retrieval,
rather than document retxrieval, Eaglish is @ ga-d& wehicle ‘for
stating queries. For a goed description of the differences between -
fact and document retrieval, see Cooper {12). - =~ ~2:a. . lu

Programming languages are process of¥iented. - One cannot

describe a problem, only. a method for fimding a solution to the prob- .~

lem. A natural language is a .convemient vehitcle fow providing a

description of the problem itself, leaving the choipe 0f processing
to the problem solver accepting the input: In aw -extreme case, one -
would like to talk to the computer about a problem, with approprisate
questions and interjections by the computer on assumptions it finds

necessary, until the computer .claims that the problem is now well
formed, and an -attempt at solution can be made. - -

10




e s

‘Finally, men's. sbility to use symbuls and kenpuspe is & prime
factor in his intelligence, amd if we can'lemrn how to:meke: a: Comi- ’
puter understand a:matural language, we will-frive toker a big step
toward creating: am: "artificially imtelldgent" computer (32).

R 2 i

C. Criteria for Evaluating Question—Answering Systems.

We bave defined anderstanding in: terms ofan: ability to ‘an-
swer questions in‘English. A number of gquéstion-@nbwering systems -
have been built, abdiwill be described{n the: newt'Section.. In thig .
section, we: shall -give & number of criteria for: eveluating ‘question-

answering systems.

In many .systems there is a.sepagation of data: input anhd’ ques-
tion input.. For all-systems under: consideratiod, the input questivns’
are in English. :The input data may“be. eithe#: in Eaglish 62 fn-a ° ' ' -
prestructured. format;:e.g. a tree:orshibravchyy’ PheiEnglish data
input may:be used-+as-a:data. base:agntsy ot mipped 1nt6 a-dtractured =
information store. ' Simmons,:in/his: -tompedént: sarveyoeof’ English dquess’
tion-answering systems (40); calls those-aystéms-dsifg s stactuved
information store "data base question-answerers', as opposed to
"text-based question~answerers" which: rétrieve Fasésofrom Phe ‘g¥iginal

Ay VR S I 0 Tt SRERTUE IS S

text. B E s Co E G I £ 1)

The extent of undérstanding of & qudstiensanswering system =

can be measured “alomg -three differént diménsions,; Fyntactic; g gt

tic and deductive: Along the syntdcti¢ dfémifon one cai messure”

the grammatical complexity allowshle fr 'GHpet 'séft8fidess SPHis mdy -
differ for the data input and question input. In the simplest case,

one or some small number of fimed Eovmet senterices #re alTowdble 1n-
puts. Less restricted inpits may allow sy sehteérce® WitcH CanFe" -
parsed by a fixed gramar. ' The néarer this grains¥ 15 to 'y grammar - °

11




of all of English, the leas restricted is: the input.’':Because text-
based question~enswerers -accept as imput any strimg of:words, with-
out further: processing, they have no syntactic iimitation on input. -
However, the fact-retrisval program may only be able to: abstract
information from those portions of a text with less than some maxi-
mum syntactic complexity.

In data base gquestiom-answering aystems; only:certaim rels-
tionships between wepds, or cbjects, may be: represemtable in the
informetion store.  Other information may be discarded: or:ignored..
This. is: & limitation in the semsutic. dimension:of undsrstanding.

Y4

In order to obtain answers to questions not explicitly given
in the.input, &.question-sasvering: gystem:must liaverthe:power «toiper-
form some dedwctions. The strustuxe of:the informstién store.may
facilitate such deductive: ability. - The:range ofcdédudtive:abildty -
is measured along the deducgive:dinemsion:of-understanding. The -
structure of she. information-store way.alsoiaid:in.seletting only-
relevant materisl: for.use in-the.deductive questiomcenswering pro-
cess, thus improvimg the effigiency of.the.system.: .=~ -~

Angther criteria clesely related. to:the éuneaez.,oﬁ ~anders
standing, is the facility with which the syntactic, semantic, or
deductive abilities of a question-answering system can be extended.
In the beat.case one.ceuld impreve the system:alang iny siimensiof
by talking to .it in.Baglish: .Alternatively, ose might have to:add
some new programs to.the system; or .at worst, amychange might imply
complete repregramuing of the entire gystes . -~ o oot Dol

An important additional congiderstion for usexs: of a ques-
tion-angwering system is the amoeunt. of kagwledge iof the internal
structure of the system that is necessary to use i« At-best one « . -

12




need not be-aware -of the iaformation storsgé struwcture uged at ell.
At worst,-athorough kwowledge of the idtersal Bérecture mly ‘be nec- -~
essary to construct suitable input. -© . T Eiueone PeTLUE an

Another ‘measure of the uséfualness-of a question-answering -
system’is-its ability te iateract‘with’-thu=zm’éi SUgnk e worst cese,
a question.is'adked and sometime later an answer or rapott-of fail- - =.u
ure is given. When the question cannot be answered, no indication is
given of the cause of failure, nor dves the system allow the: perdon
to give any h&lp.é ‘This is. typical of’ the-eperatien of a’mumber of i "
Air Force query systems (Jay Keyser, persowal eommunicatdion): In -
the best-ease, the: system will-ask the:usér’ !br“%p!%tfie~he1p and -

S

accept suggestiofis of apptopriate‘eéarielJof actien. i ‘hi
' o SRR FO g ,'?’IF HERLS RS TR I
In this section we have given four criteria for evaluating
question-answering systems. They may be sulmavized’as follows:
‘1) Extent of uaderstanding: 4%’&!&!1«:, ‘ gemantic eand-de- 0P

. . -ductive ghilities) . .
... 2). Racility for gxtendingﬂ abiutien (Syntac.;;ip, semang:ia, .
'deductive)

'3) ﬂNeed by user for knowledge of 1ntetnal structure of \
. systém: : Ll AT

~4) Extent of interactionwith user -

D.

<In thie sectibn} I shall-give d-ctitieal sumbary of aFHubber
of English-language ‘question-answeting syitems; utilizing the: eris e
teria outlined i the previous sectien.: This disectssion’will provide
a context for the sestion of the conclading ehapter which siimarizes:
the 'capabilities of the STUDENY system. PFor-a-désctiption oF the difac"
ferent syntactic analysis schemes mentioned below, see the survey by
Bobrow (4).

13




1) Phillips.: One. of the esrliest question~answering:systems ...
was written .in 1960 et MIT by Amthony: Phillips. €36) . ;lt:is-a:data - .
base system which accepts sentences which:cam be:parsed by a.very .- .-
simple context-free phrase structure grammar, of the type defined by
Chomsky (8). .Additionsl syntactic.restristiens:sequire.thetieach
word awst be in oaly.pne grammetical ¢lass, smd that, a: sentemce-has.. . .
exactly one: pareing. . s e ramnn Lgs Beados

- A -parsed sentenceais,t;ggsfg;med;ﬁn;aﬁa§;ipt:ofaiive ele-
ments,. the subject, verb, object;. time pbreee,-and:place -pbrase-in
the sentence.  All other. informatign im the sentence:is. disregarded, - .
Questions are answered by matehing the:list: fxom.the:tsansformed . ./ .
question against the list.for esch;input:senkeugq, :When a magch. is.
found, the corresponding sentence is given as an answer.

Phillips' system has no deductive.abiliky end:adding new. ... -
abilities would require repregramming the:esystem:. A-questioner must
be aware that the system utilizes a matéﬁiﬁiiﬁf%%eﬁﬁiéﬁi%h does not
recoghizeé’ synonyms’, ‘and’ therefore tie’ senténce”’ fThé(teacher eats
lunch at noon.f will not be recognized as an an;;;ifébgthe gpestion
"What does the.teacher do at twelve o clock?" When 3hiliips system
cannot find an answer, it yeports.only: "(THE:QRACLE:POES:NOT.KNOW)".

It provides for no further interaction with the user.

2) Green. Baseball is. a;questionrangweriog system.designed:.
and programmed at Lincoln Laboratories by:Gssen; Wedfs Chomsky and
Laughery, (19), . It.is a .data base gwsm;:ém,:;wbis&;;@:;da#g:~.,is::alaged
in memory in s prestzuctured tree format. -Fhe.desa.consists of the.
dates, locatien, oppoging teams and.scores of spwe;smerigan:League .-
baseball games. Only questions to the syetswican.he given im Eaglish,
not the data. . a0 R Y A

14




“Questions must be simple séfiténéesd; with do ‘relstive -
clauses, logical or coordinsté conmebtivés . Wifh: tHesdé restricétions,
the prograim wil} accept any questidn ‘couélied ‘tn'WoPds contiined 1n
a vocabutary list'quite adequate for 'dsking ‘quéstfons 'Mﬁf"’ﬁa"ﬁp-’ "

ball statistics. ‘¥n additiom, ‘the parsfng """ ‘out {rie; baged “oh ‘tech- -
niques ‘developed’ by Harris (21); must-Find’ ‘a-parding ‘fdr“fhe""‘qtié"sti‘on." -

The Quésti‘oﬁsimuét'pértatti ‘to statistics ‘dbout ‘baseball
games found -in ‘the infofwation store. 'Orne cannot “"agk ‘questions
about extrema, such & “hHighest" gcore or “Pewest" “fifiber of games
won. The parded question iz transférmed ‘fHtd d ‘StaNdard dpecifiica~
tion (or spec) list; and ‘the ‘question+answetrfng Fout fre Wtiltzes
this canonical forfm‘for the meaning %f“ﬁﬁe “question’ For example,
the quéstion "Who “beat the Yankees orn .Yufy 4':?" would be tx‘ansfdrmed‘”
into the "spa¢ lfgtf:~ o - L e RS RB NG Ly

- Team ‘(l6€ing) = New York - -7 >0 &=
Team - (‘winning‘)' 1 o e

Ty oo . T S

Date " e July 4 e
Because Baséball doés nmot utilizé Friglish £or data input, we
cannot talk about deductions made from inféruidtidn IMpILeit in gev-
eral sentences. However, Baseball can perform operations such as
counting ‘(the number 6f ‘games played by ‘Boston, Ffor exatiple)  and
thus in-the sense that it is utilizing sevéral’ separ‘ate deta units
in its store, it 4" perfdming dedfuc’t‘i’orts’ AL T iy e b

Baseball's abilities can only be exténded by extensive re-
programming, though ‘the techrniques wtilized have ‘soie general appli- (*
cability. 'Becadse the parsing program‘lvas ‘s Very domplete grammar,
and the vocabulary list is quite comprehen¥fvé £6r ‘the problen’ domain, -
the user needs no knowledge of the internal structure of the Base-

ball progrsm. ‘No provision for interaction with the user was made.
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3) Simmons, The SYNTHEX system.is-a text-based questionran-
8"“%8?%!?‘?%1!;,@%:%‘1.ﬂn@ programmed at SDC by.Simmqns, Klein apd
McConologue (41). The entire contents.of. #,children's encyclopedia,
has been tranacribed to magnetic tape for use. as the information: -
store. An .index has been prepared. 1isting the. .locatign of all.the.
content words in the text, i se. including mgdg 1like "worm é?? Yeat," .
and "birds," while e:;cluding function words like "and," "the," and
"of." All the content words of a question.ate extracted, and in-

formation rich sections of the fext ane retrieyed, ‘i,e. mections - .. -
that are locally denge in content words cogtained ip the.question.

For example, if the question were "What do worma.eatly, with.

content words ','.gorm“s'v_'.:};gd;,'!;e_‘qt','.,,,,J_;h_e‘:tvgq,fggn;gqc%ik"nigc}a eat worms .
on the grass.' and "Most h»xgoquguql,lyﬂgagg,grgqa.-,gight be .retrieved, -
At this time, the program performs a syutactic smalysis of the:ques-
tion and of the sentences that may contain the answer. A ‘comparison
of the dependency trees of the questiqn,}s_n(},f»_‘v‘_;crim,gmuemes may
eliminate some irrelevant sentences. In the exsuple, - Birda-eat
worms on the grass" is eliminated becauyse :"woxms' is the.object of
the verb "eats" instead of the subject as in the question. In the
general case, the remsining sestences are.given:in Some.panked order
as possibly answerins the question. ;- . canpheh oo

SYNTHEX is. limitad syntagciqau.y by :Ltp . rampar. to. tb.e X

tent that the syntactic analysis eliminates ixrelevant, st@tme,nts. :
It makes no use of the meaning of any. statepents-or, wqrds, and canpot

deduce answers from information implicit 11; two or more sentences.
Because the grammar is independent,of the program, the sygtactic
~ ability pf SYNTHEX can be extended relatiyely easily. . However, ber
fore it ,cgg beqmé &, good question-answering system, some semantic . .
abilitigs will have to be ajded. . .. - o o

SYNTHEX does not explicitly provide for interaction with the
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user, but because it is implemented in the SDq tipe-shgring system
(9), a user may modify a previous question if the sentences re-
trieved Were not suitable.p The mechanism f%r selgcti ] §%§Efn§§nces

must be kept in min@ to get best results.EW4 o

EP RS TR

4) Lindssx , While at the Carnegie fnstitute of :echnqlogy,pg(““

L3

Robert Lindsay (28) programmed the SAD SAM question-answering(_)stem.nm

The input to the system is a set of sent%ncesgih gffifrsﬂglish, i,xg
subset of English devised by C K. Ogden (35) which has A vocabulpry
of about 1500 words and a simple subset of the full English gram-‘
mar. The SAD part (Syntactic Appraiser apd Di Frammer) of’SAD §AM

parses the sentence using a predictive analysis scheme The Semau— -

“: B

F1ak

tic Analyzing Machine (SAH) extracts from these gprsed sentenpes‘_ ;?”:
information about the family relationships of people mentiongd, :tﬂ“r'

SAEEN 1] SRR T
stores this information on a cqmputer representation of the family ,
tree, and ignores all other information in the sentence._ For example,_
from the parsing of "Tom, Mary s brother, went totthe store." Lind

!ul.,

say's program would extract the sibling relatipnship of Tom and,Mary,

place them on the family tree as descendanta of the same mother and

father, and ignore the 1nformation about where TFm went.,

(SIS RV

The information storage structure utilized by SAD SAM, namely,

SFR T

the family tree, facilitates deductionsvfrom informftion implicit
in many sentences. Because a family relationshi% is defined in e

tafl

terms of the relative pqsition (no pun intended) of two‘people in;“
their family tree, computation of the relptionship is independent -
of the number of sentences required to place in the tree the path

between the individuals.

T oEMITLL vy T IIAUT

e
up ndt

Extending the abilities of the SAD SAM system would require

0T

reprogramming. No provision ia made for interaction with the uper.

No internal knowledge of the program structure is necessary if the

17




user restricts his queries to questions of family relationships, and

his language to Basic English.

5) Raphael. The SIR question-answering‘systém (mnemonic
for Semantic Information Retrieval)wwas Heéignéa'by‘%éétiam ﬁhphael
(38) at MIT. The SIR system accepts simple sentences in any of
about 20 fixed formats useful for expressing certain reiationships
between objects. The semantic relationships extracted from these
sentences are those of set membership, set inclusion, subpart, left-

to-right position and ownership.

The information about the relatihnships between various ob-
jects is stored in a semantic network, where the nodes of the net-
work are objects and the relationships are indicated by directed l
labeled links between nodes. For example, 1f the three sentences
"John is a boy " MA boy is a person " and "Two hands are part of
any person" were an input to SIR, four nodes labeled John, boy,

person and hand would be created. Included in the network would be_

a link indicating set membership between John and boy, another with

a label indicating set ‘inclusion between boy and person, and a link
indicating hand is a snhpart'of person, with the number of parts equal
to 2.

Separate question-answering routines are used for questions
involving different relationships. Each routine tahesjcognizance
of the interaction of varions'relationships,rand'can‘deduce answers
from the linked structure of the network, independent of the number
of sentences wh1ch were necessary to set up these 1inks. For exam-
ple, by tracing the links from "John" to "hand," 'SIR would answer
"YES" to the question "Is a hand part of John?"

The SIR system can interact with the user. For example, if

18




told that "A finger is part of a hand" .and asked ."How many fingers . . ...

does John have?" it would reply '"How many fingers per hand?" Then
if it is told "Every hand has five fingers," it would enswer the
question with “The answer is 10".

Any extensions of the SIR system necessitate additional pro- -
gramming effort, though it is considerably easier te.add new syntac-
tic forms than new semantic relationships. Within the input limits
of the 20 fixed format statements; the ‘ueer need pet know anything
of the internal structure of the infoxrmatien storage structuyre.

E. Other Related Work.

In addition to those question-answering gsystems described
above, a number of programs have been written to translate gnglish
statements into a logical notation to check.the gomsistency of a set
of statements, and the validity of logical axgumeuts. In the sense :
that, given a corpus trasnsformed:to some. legieal:potation, and .another
statement, a logic-based system can answer the.queation "Is this
statement (or its negation) implied by the. corpus?¥;.such logic- .. -
based systems are question-answering systems.

Cooper (12) and Darlington (14) both have preograms which -
translate a subset of English into tbhe.propositional calculus. Dar-. .
lington is also working on progrsms which cam g$renslete English imto .
the first order and second order. predicste cslculia.. A difficult probs -
lem being considered by Darlington, in trying to handle implications
of English statements in terms of their logical transletion, is the
determination of the proper level of anslysis for:a particular prob-
lem - that is, whether to translete the!imput iate: secomd order
predicate calculus where proofs are very.diffigult, or. to txy teo

use first order predicate or propositional calculus to prove the .
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theorem, @il Perhaps “Find it logivelly insufificient.
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At ‘thie Metitndl 'Boredeu of Standards, Rirech (22); Gdhed {10)

and Sillars (39) have designed a system inwhich pieturesTind Bnglish: . -

language statements are converted to expressions in the first order
predicateé ‘cd beulus i :0ndccdn then chdel °tdigeedf ianc,lngl:imh ‘Language
statement is consistent with's given-pletwpes: '/ :l..i” '

aaLmid Doadn bl Legidsecuideion wiinoon e oy

McCarthy' s Advice-TPaker ¢30) ;:though-mot dcsigud :to:accept
English inpét weuld mgké dn exdéllant Base for a:question+answering .-
system. Fischer Black (2) has programmed a system which can do all
of McCarthy's Advice-Taker problems, and can be adapted to accept a
very limited subset of English. The deductive system:in Blachkks: "
program if-eqdivalent-tsvend propositionat-cplealus. :

S TR . Dy e e . i~ e e i N v ireie
P N TS D A B 52 55 S N S ¢ B B 2 SR T N R 0T 305 M |
.

i:K huhber "6 ‘péople héve ‘dotie work bearing/ditgotly on the .. .. -
problem-6f s8tvifig algebrw word préblemdostitdd’ tn Rdglish.. -Sylvia -

Gar¥2fikté" (¥8) wroteé-dcpaper’in’ which shebdesciibed thesheuristics. .

£

she would ‘uSé in programstng d Zomputer-tousdlve higebra word-probes: : .~
lems, but-néder wrote:the pgrogram! vModt:of: therheurgstics.were too o -

vague to really be used; e.g.:just stating-that:one>shpuld:ideatify -

two variables' names which are only slightly different, but giving

no good criterta:for:u glight difference .  The!treatment:.of “thde' was
taken from Garfinkle's:papers Souwere a nimberipfisimplifded state-:

prob‘l@ﬁs inia firstiyeaf nlgedra’eextsbgokiir s Liriing Lun int

sy ot ) P P S S . T ey T - e, ;
R SRR TPOUETS BN B s B SALCRANEY Lo FESRRIR 0 I S LS SR S A 2 N
A & . I

‘Michael: Golemat (11),- at MIT, wrote s termipaper-describing

a prograirof-his: whi¢h:sets up-the:eqbations' for;somesfypes of: alge=.:.

bra story probleis (also handled: by STUDENT)- " ® Some: of tie special:

heuristics- I éde- for- "agb ptablm‘“?wert iwmpired: “bg' techniquses he . oo

invented. || v Two T Emiown DLt v S0
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In his. thesis, David Xuck:{24) dwiiceibds Niwiideas owliow.td
construct this type of program, but again did not implement these ideas.
He suggests methods for: transformation nf Englishi 1riputs tv; aquatibns
which wosld require:much more. imforwation: abpuly il bthan is used = ¢.:
in the STUDENT program,. apd therefiore seve mnot spplicablesdn this worky: >
The STUDENT pregram considers wonds:as;#ajmbols;, and dakes do’ iedth'’ oo
as little knowlesige: abbut the medfitél ¥ words as i3 vowmpatible. . .ol
with the goal of: fidwling :a solutieon tor ttn:imticnhr probiem,: r.o. iz
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. The purpese of this chapter is to: pubt:the: technigues . of analy-

sis embedded in the STUBENT program: imto a wider tontext;, @nd indi-
cate how they would fit into a more genersl language processing sys-
tem. We:will describe in this: chapter: ia theory of semsutic geénera-
tion and analysis of discourse. ‘STUDENT. can: then be: considered a
first approxdmation to 2 computer implesentiation of the analytic
portion of the theory, with certain restrictions on the interpreta-
tion of a discourse to be analyzed. It will be evident from the theo-
ry why andlys{s is so greatly simplified by the imposed restrictions.

A. Language as Communication.

Language is an encoding used for communication between a
speaker and a listener (or writer and reader). To transmit an
"idea", the speaker must first encode it in a message, as a string
in the transmission language. In order to understand this message,
a listener must decode it, and extract its meaning. The coding of a
particular message, M, is a function of both its global context and
local context. The global context of a message is the background
knowledge of the speaker and the listener, including some knowledge

of possible universes of discourse, and codings for some simple ideas.

The local context of a message, M, is the set of messages tem-
porally adjacent to M. M may refer back to earlier messages. M may
even be just a8 modification of a previous message, and only under-
standable in this context. For exsmple, consider the second sen-
tence of the following discourse: "How many chaplains are in the
U.S. Army? How many are in the navy?"

In order for communication to take place, the information map




of both the listener and the speaker must be approximately the same,

thg process ?

at least for the universe of discourse; aTso’ ‘the dect
of the listener must be an approxiﬁshte 1nirerse of the encoding process ;
of the speaker. Education ih Iangusge is, in Iarge part, an attempt :
to force the 'Ianguage processors “of Qifferent peop‘le fnto a uniform
mold to facilitate successful communication. We are not proposing
that identity in detsil is schieved but as Quine 80 nicely put it
(37): . S e :

"Different persons grow:lng up in the same Language are
like different bushes trimsed end traimed to:take the shape
of identical .elephants. The a natomical detsi 8 of twigs and

" branches will fulfi1l the ‘elephantine Fform d: ferently from
bush to bush;, but the owersll ocutward Tesults -ape mlike

As a speaker transmits successive messagas concerning some
portion of his information map, the: listener ‘who undexrstands the megs. -
sages constructs a model of a !'situatiow®™. <The 'relation between the ' -
listener's model and the speaker's information wap -is that from each- -
can be extracted the transmitted informstion relevant to the universe
of discourse, including :informet ion deductisle -frdm the entire set
of messages. The internel structure of the: listener’s medel need.
bear no resemblance to that: of the spe‘aker, “and nay ; :in general con-
tain far less detaill. e : Ve L R BREREE

B. Theories of Language. _ DA fugld e -

- According to ltorris' theory: of signs (33); the encoding and
decoding -of: %laagusge can be stratified into three levels.  The first .
level-is the syntaotic which dealw with the Telatipuships of signs
to other signs. A syntactic analysis, tresting womds a5 members of
classes of words; can yleld structurings of wessages which indicate .-
common processing features. The second level, semsntic wualysis, is = -

concerned with the relationships of signs to the things they denote.
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A third level, g,ra%tic,gtgqllxpis, is conqemed with the relationshi.ps .
begween signs and their, fnterpretations in temms of actions reaaired.
Ourr tﬂlyiotry t:ricll -gf%iil wilt%b, all thgee levels of atﬁlysi,gx. with a pri— ‘
mary rue%m#\lm:ag_s‘13,,_\ on the ag‘Lgtigp of the saqang:ﬁiéc aspect oﬁ”]fang\ugge to

the gege:‘at{_.@p‘n o‘f.dimsﬁgoqp:‘se. Cmeenoa o cotmdilial i

% T BT

Sl e Ve dpn L Bewnidsn et Jisdlh b

Hany theories of sym:ax have been developed to describe the e
structure of English, and many of these have served as bases for -
computer programs wh}cb ge;‘for;n yntn'ﬁ%j&% analgsis. For a ,qomplete
survey of such sym:em doe: ﬁn mm@Wdﬁé} .;r:m al«il;

i P

of these Eheories {g%ore ﬁhe conceptd :irf ﬁ‘*‘}f‘igé ‘:i‘:f ‘

cause thbyv :Lgnom ssuch mﬂn{mtant fimt af dwa\gim?rngmnm based
" on such theories often yield many possible structurings for a single

sentenee. which ds umambiguous -ta a person. :tith acme usa of ‘meening,

man¥y -of -the meeningless ambiguous. iinterpretat tous: :onuld be eliminated. -

For -3 good discussion of why ambiguities’'avise mmuaqt:d.c -analysis

see (Kuno -and Qettinger:: (.25). S cteerns s tradsagn adds b

i oyt

N N T ; g Lot rwbroanyre omiln Lenls .
Based on some ideas described by Nagveé {46) ia nurber of.
programs have heen wxitten which genexate ayntactibcalily correct: Ba~ . -
glish sentences. -In .mest cases, &the sentémces Penexrated are pre- -
dominately meaningless nonsense. The coherent discouxes igenerator of
Klein (23) is the one exception I know. Klein utilizes an input text
from which he extracts certain structural dependencies of the words
in the input. He then generates sentences and .befuge Lhey are xe-' &
leased. for. dutput, .8 PoSEprodessor hackse .to ‘see #f the words in. the
generatéd -e#ntende -sdt isfy stnuctuxdl dependenciss conaiskent srith .
those found in tﬁmm ‘tesit.!; Hovevex ;. -aven i Kiedn's-progrem no -

attempt s made 40 tsethe denotive madning of -eny-wmord, .except in
so far as this meanimg is reflected im Msconw:mq&mnh other

. words in the. Anput. texf. el e T LamTelimed gerc oo
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~_Some theoriee which do consl ,?% theﬁ ?;o,glq) ﬂoﬁ ;qlgng:;lcs 9}’e o
being developed pow. Pepgegrgﬁt (Z.Qw States that t PFORI S being .
developed at the Linguistic Research Center of the Un:lver%i,tg‘o}f Tex- .
as are an explication of Morris' theory of signs. Though not yet
implanented, the semantic . analysis pro PRT M yi‘y. make use of a. pre-
liminary phrase structure syntactic analysis. A number ?f syptactic
structures, with , appropriate vocabu_Llary“ Atema, vislﬁm oRto sipgle .
semantic .constants, . e‘_;engziauy& ipg;gggim‘ that_these structures. a].,].
have the same neaniug Ihia Blves a, - Eype. of, com‘*g} FORB, for .

structures in term of their mnig\p,ﬁbug dye; ot utfi,liq,e apy ex
,plicit nodel of the vorld.‘ Ro provj.s;lou :l.g,gp?de rj?“ the theo;y for

deduction of infor-ation hplicit in.a net of sentences, .

CoLd o wrrm e S

Lamb (26) also has proposed ,u atr tj.flcftiggg,l l:bcoryﬂo mrgm—_{
mar, not yet implemented on a computer, in which successive levels of
analyais are perfotnd, wit.lr a fi.ual np%p mgbgv }n?u; Aato, f¢ruc-
tures 1n a "senenic" stratum of the lgngugged Jp this, semmmic stragy . -
tum are buudles of "lanea" or meanipgs, spd Iindicstions of the re-
lationphips between d;lfferent hunglles. ;;-mfﬂf“;d“?f*m Hh}cb S
mean the same thing ahould map. into the same stryctyre ip thig, gqen;e

WA

stratum. Senenic atructureo _are_ thus oanonicgl rggrpgegtgtiom%of
-eaning._ .

e}
{
Ral
4

1‘he theory of language generation and ggnlzpia uhich ve shallk o
describe below is designed to haudle vhat we call cohsrent discourse.

A discoutse 18 @ sequence of sentences such gh;t ,tge mesning.of the
discourle camts bo dttcrniud lw mmietmmuhannﬁence tﬂde—
interpretation of each sentence may be dependent on the local con-
text, in the sense defined previously. A discourse is coherent if
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it has a complete and consistent interpretation. Completeness im-
plies that there 18" no suhstrtng withln the discourse that does not

i ‘,’

by the listener.

A listener's ahllitybto build’ a model of a situation from a
discourse is dependént on information’ 'i:%*élié\ﬂe" to him from his gen-
eral stdre?df;knoifedée{; Thérefore it is quite pbssihle for a dis-
course to séei ‘cohetrént to one 11stendt and not “another. A writer,
reading his’ own“Wri%ihg,‘may'feel’that'he‘has generated a coherent
sequence of sentencés, but in fact, “ft' s’ incdherent to all other
readers. This is, unfortunately, not a rare occurrence in the sci-
entific literature. Convérsely, a listener who is a psychiatrist,
for example, may find coherence in a sequence of remarks which a

PR

patient: thinks aré entirely unrelated.
The STUDENT System atiiizes an expandable store “of ‘general
knowledge to Build’a model of & situation described in “a member of
a limited ¢lass’ of discourses. e form of this model of'a situation
built by STUDENT‘will be’ discussed in detail 1n a later sectlon of B
this chapter. As far-as't’ know, STﬂDkNT i8” the only COmputer im-
plementatién”of’a theory of discourse analysis now ‘extant that maps
a discourse into some representation of its meaning. When the theo-
ries of Lamb and Pendegraft are implemented, they should also be
able to analyze this class of discourse (and others) Harris also
talks about "discourse analysis," (20)“but*in his*use ‘of this ‘term
he specifically excludes the use of meaning, stating. ‘

‘Y!-Q»:;

“"he method [of discourse analysis] is formal, depending
only en. the-eccurrence of4motp&emdsias .distingudshable ele-
ments, and not upon the analyst's know%QdSQ of the particular
‘meaning of eaéh morpheme e
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D. The Use of Kernel Sentences in QWi PRSEYe- ol v .ol woile ol ]
A basic postulate of our theory of language analysis is that
a listener understards a discourse by tranefoiidh. Lt fits sa equi-

valent (in meatiing) sequence of simpler kerrel senterides.”” A Kertel

sentence is one which the Iistener cafi’ &dGEEstiﬁd‘direEfiy, ‘that *
is, one for which he knows a transformation intd His thfsimation
store. Cohversely, a speaker generates a set-of Kernel sentsnces
from his information map, and utilizes a sequence of transformations
on this set to yié1d”his‘spoken discurde. ‘This ;ééﬂof kernel sen-
tences is not 1nvariaﬁt¥frbm‘ﬁerson to petﬁbﬁ, anﬁ ern vﬁ&lea for ‘a

R
OIS - T

single individual as he learns.

F BRI ¥ S P

The use of kernel sentences in’ this way 1s° cbntroversial.
However, the theory 18‘proﬁdéed’eﬁ”eﬁgbdafffiheﬁgfk ?Sfﬂﬁﬁaefstéﬁding -
and implemernting language processing on a camputer, not” necessarily .
as a model for human behaviour. The Ubefulness OF this fheory as a
psychological model is anempirical questiboh. ¥ 8kinkier’ {42) has A
given some psychological justificatién’ for- a%ﬁhﬁing thé eXisténce of
a set of base sentences, and Chomsky (7)) hag’ diﬁhﬁﬁﬁed'tﬁe“ltnguis-
tic merits of the use of the concept of kernelﬂiiafeﬁéési’iﬁesiife"”
this common concept of kernel sentences, in practice, our use of
kernel sentences is different than that diiﬁkiihiﬁiir¥chdne&§.- Our
use of kernel sentences as a basis of a laﬁguage i§" analogous to the ‘

use of generators in defining a’ group. :

Although we are not proposing our theory as a basis for a psy-
chological model, it has been useful, to &vd1d éircumlocutions, to
describe the theory in terms of the properties and actioms of”a:hypoiv
thetical speaker and listener. All statements about speakers and
listeners should be interpreted as referw&ngmeo~eeﬁpaeer pregrams

s

which respectively, generate and analyze cohié¥ent diBCOurse.
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E. Generation of Coherent m

world, m m{ o gtares, We

act fom. Piffegg# jp,;‘qa for !;hg u;Lll, @*%eg”} j,ﬁoft' ﬂgﬁgeggnt

language tagkg, bgt ~they mugt all hg:zg W gggpq;;ips fescribed. below. .
'lhe basic cgmpggen;a pf the mod&l q;eﬁ,a; aa 9§, OMFW: QOJ

a set of functions g: 2. 8 set gf gg],_apj.qp? .’ a2 B8k, of, pro-.

positions P,} » and a set of semantic deductive rules. A function

F‘ti-l is a mapping from ordered sets of n objects, called the argu-
ments of ¥y, , into the set of objects. The mapping may be mltir
valued and is gle'fine‘gl only if the arguments (.p,ﬂ;j.pr,fy 2 agt. of cop-

ditions aasociatgd with Fn oy A co,ndii:io;;, s, gslqpti@w

in a class of objeg.;:rg, bqt ,15 dejined mere ?;:zaggsgl'y MW- A re-.
lation R A8 f-epeclal type of object. i&}hﬁnm% anﬂfggngistﬂ -
of a _}-?bf}. (a,unique, identifier),. and. an, ordexed set. of n. conditions, .

tions of re-

called the argument copditiens for. the relation.
lations are again relations. . .

An elepentery prppopifion consisra of 2 label, apsosiaged with, .
some relation, Ri », and ap ordered set of pobjects satisfying the
argument conditions for this relatiopn. .Oue may. thiok. of these pro-:
positions as the beliefs of a speaker about what relationships be-
tween objects he hag poticed are true, AR, thg., yorl,d < Sopplex pro-,

Eositiogg are 1ogica1 combiqa;iona (1;:i the usual gmg} of., ﬁmntary
propositions, T T

he gemantic s8, sive. mrosedures, for, addng new
propositons to tbe ?gggl %»gggg on_the propositions now now- i) the, npdel.:_

In addition to the ordinary rules of logic, these rules include axioms

about the relationships of the relations in the model. The semantic
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deductive rules also include links to the semses of ‘the épte‘;ker».u For
example, one such deductive rule for sdding a.gropositon o the model .
might be (loosely speaking) "Look in the real world and see if it is -

true."” These rules essentially determine how the model is to be ex-
panded, -and .axre.the most complex part of a camplete system.  Hows
ever, from our presemnt point of wview, we .need onlycomsider thesé .
rules as a: black bax which. can extend the set of proposttions in the
model.

o o
AL IS

A closed guestion is & relational ‘label for m.ti and: an

ordered set of n objectss : The snswer to this quastion is affirmative -

if the proposition, consiating of this label and the 'h objects, is -
in the model (ot catg be: adided to it). If the negation of this pro-
position is in- t:he model (or cen: be dw), the answétr is negutive.
Otherwise the answer is undefined.

An open guestion consists of a relstions} label -for: an n-Argu~

ment relation, n;:, » and a set' of objects: cotresponding: to n~k of thege .

arguments, where ndk &l .  An answer to an.open question is. an ore
dered set of k abjects, such that if these vhjects: are asespciatéd
with the k- unspecified arguments of l? »the: resulting proposttion is
in the model or cam be added to'it. An- ppen: question may: have no
answers, or may have: one or more -answers. - -A: povd it ion: is an open
question with k=1, and an object satisfies a condition if it is an
answer to the question.

2) _Generation of Eernmel. Ses

now consider how strings in a language, words, phrases, and sentences,
are assocleted with the model. - Corresponding tothe set of objects

oi' there is a set Nij - of getingsa(in:-..:laglm.zin‘r«our?ngpe) 3
called the names of the objects.. There.is a manywone mapping:from -
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4. We have described the .- .
logical properties of the speaker's model of the world. We shall =




than. one neme; e.g. frankfurter and hot dogboth mep: Back . into-the -
same object.in the model. et f e :

I P— - PR
S [ SRR S e

Recall that functions map n-tuples. of objects into objects.
Thus a function name and.an n-tuple .can specify an object. WNe
can derive a name for this: object from the function nsme and the
names of its p-arguments. Associated with each function is at
least one linguistic form, a string of words with blanks in which
names of arguments. of the function must be inserted. Exampies of
linguistic forms associated with a model:are’''number of _ . .
“"father of ", and “the child of _ . &nd _. . .". There is
a many-one mapping from the set of linguistic  forms’ Ntilj }a’o‘nto ‘the =
set of functions. Two examples of multipie linguistic forms for
the same function are: "father of _ . "and ™ __ .ty father";
and " plus " and "the sum of ___and ____". Thus,
if objects x and y have names “the first nusber! amd “the second
number" and associated with the function *:* % ig the linguistic
form "the product: of and . then the neme-of the object -
produced by applying the function " * " to.x and 'y is "the product
of the first number and the second number". - A parsing of a name -

thus must decompose it into the part which is the linguistic form,
and the parts which are names of arguments of the corresponding  func-
tion. We shall call objects defined: in terms of a fenction and:an
n-tuple of objects a functionally defined object, and those which

are not functionally defined we shall call simple objects. Simple
objects have simple names and functionally defined:objects have

composite: names.,

In addition to linguistic forms associated with functions,
there are limguistic forms associated with relations.. ‘For an n ar-
gument relation there are n blanks in the linguistic form.- ‘Examples




of relational linguistic forms are: " equals ",

gave to "and " speaks"‘t It is this

set of linguistic forms, corresponding to the relations in the model |

that serve as frames for the kernel sentences.

In a manner similar to the way composite names are built, a
kernel sentence corresponding to an elementary proposition is con-
structed by inserting names corresponding to each argument in the
appropriate blank. Names may be- simp‘le'“or compusite. -An example of
a kernel sentence for a proposition built from such a relational o
linguistic form is "John' 8 father gave .3 times the salary of Bill
to Jack." which contains the simple names "John", " 3", MBiTIN,
and "Jack". It contains the Functional 1inguistic forms. ﬁ___;_'s

father", "  times " and "salary of W and the rela-

tional linguistic form " gave ' tobi' ",

A kernel sentence corresponding to a complex proposition
is constructed recursively from the kernel sentences corresponding
to its elementary propositional constituents by placing them in the

corresponding places in the’ 1inguistic forms W and ",

" or L etc.

The kernel sentence corresponding to a closed question is
constructed from the kernel of the corresponding proposit1on by
placing it in the linguistic form "Is it true that ;__;_?“ For
an open question, dummy objects are pIsced in the’ open argument po~-
sitions to complete a ‘propositional form. These dunnwrarguments
have nsmes‘"who" "what" "where", etc., "and uhich dmmmy objects are
used depends on the conditlon on that argument position. A question .
mark is placed at the end of the kernel sentence constructed in 7
the usual way from the relational linguistic form and the names of

. §
HERINVI K

the arguments.
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L

In generating a coherent discourse, a speaker chooses s num-

ber of propositions in his nodel andlor soue open or ciosed qpes, N t”

L)

'tions. He then uses linguistic 1nforuatiop sssocipted with the model .

to construct the set of kernel sentences correspondins to this set of

chosen propositions. In the next section ve will discuss how he

s T o ce JIEE

generates his discourse from this set of kerngls. RN

'ﬂéu$ﬁf set of kernel

. B

sentences is the base of the coherent discourse. The, nesntng of a
Dames vd nolidfaoqory @ @

kernel sentence 1s the Proposition into ﬁ? ch 1; ?qgs, ?nd s;mi- . d_
larly, the mesn;ng of any nnpe 1s the obJect uhich 1s its ,image, un-

aniddren Suadd

der the mapping.” To this set oﬁ kernels we sgyly a}ﬁ”h uence ¢ qf B
‘meaning preserving trsnsformations tq get qhe finsl dipcourse, He
use the word "transformstfon" in its broad genersl sqgseg not 1n
the narrow technical sense deflned‘hy Cho-ifw'(7).

bsrengom e SR

There are two distinct txpes of trsnsﬁcrps ons, structural snd

3L ZF5

definitional. A structural or syntactic transfor-ntion is only defiﬁ,

er-.'iﬁiﬁ‘i & A F

pendent on the structure of the kernel string(s) op vhich it operates.‘

2OBRIG

For example, ‘one syntactic transfornntiqn takes a kprnel 1n the ac-

tive voice to one in the passive voice. Anothet ccnbines ‘two sen-

tences into a single complex coordinnte sentence. .

AR

One lsrgerclasstof sfntsctic’trsgéggrn?tv‘ ;s‘usgd.to”sub?“;er

stitute pronominal phrases for ‘names.  Propos

They may also be truncatiops _ eafull nane sngh ss “the dis

SRR T 4 i 8 24

for "the distance between New York and Los, Angeles". LIn qases where

»»»»» RERT- LY

such pronominal refe;ence 1s msde,“the coherenfe of the final dis-

course is dependent on the order in which the resultsnt strings

appear.
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The .second type of transformatioity definitiomel. - It imm - oo
volves substitutions of linguistic strimgs emd foims for onem ap~. iz:]
pearing in the kexnel genteaties. : For epadple ;; -fox. any appearance of : o
"2 times" we may -substitute "twice', @nhd for 5.t Emed' aubstitute o 5.l
"one half .of'%. In-addition to this string sutistitut bon some trdang~ "
format fons ‘perform:form: substitut ion amd vearvengmment: Fov exmmple,: .
for a kerpel ;sentence of the (£owm " 3 is ¥y more ‘then 2'; wheveix; y,i: -1
and z are any names, one definitional trensfavmdtion ican siubst itufie . -

"x exceeds z by y."

Some transformations are optionak;.and ome may be mandstory -
if certain.formg axe present .in the kernel set. - .Gertain: trensforma-
tions are .used by.a spesker for stylistic pusposesy; for exdémple, -+ i<
to emphasize-.certain objects;: other ayntectic ‘tranaformat fong guch o oo
as those which perform: pronominal: substiitutions sre useéd because -
they decrease :the depth of & construct ian ;iin: thﬂ;m ddfined by - oo
Yngve (&) <..- - o, S wel mnn e Lty T arre de b '

T B T Ly R

<

Let us review the steps in the generation of a coherent
discourse. The speaker chooses a set of propositions, the "ideas"
he wishes to transmits:.He:then: encodes them 2a danguage: stixings talled
kernel sentences. in the.manner desgribed above.. He then choosss &= .-
sequence of structural.and definitional transformatdons whichare @ . -
defined on: this set of kernels o& oni the ordered set of sentences '
which reault from applications of the: firast: txensfiotmaticns.. The '
resulting sequence of pentences will be,a cohepent Uiscourae to a .. + -
listener if he.knows all the: definitional.transformetions: applied. < =z .-
In addition,;for every pair of distinct namas'which: the:speaker maps - ..
back into:the same:pbject, the Listéner must nhnm into.a: singke:
object. - . R IR S L e r e b am tpen e e e -

In order to-clarify this theory, we shew, in Appengix By a .. . .

sample semantic generative grammar which will generate coherent dis-
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course understandable by the STUBENT ‘snalysis program. ‘The ob-
jects are numbers and:the functions are fthé.«ar:ﬁchﬁettuﬁoﬁewtiohs-

of sum, difference, product damd quotiént. : The onky irelation in

the model is mumericai equality. ' The transforuatitons .are described - -
informally; - -furthed linguistic investigation is nddessary before:a
formal motation for: tramsformatidns cau be idecided upons  Parallel

to the grammaris 'a sample problem ggn’eﬁwa‘d iy vtol Miwing this ‘gram-
mar. This problem iz golvable by the STUDENT dystem. 0000 7o

F. Analysis: of Coherent Discourge. =~ .. o«

-Generation of céherent: discourse cousists of two distinguish-:
able steps. :From propositions: in the speaker's wodsl -of the morld, -
he generates:.an ordered: .set of kernel sentercas. : He theh applies a
sequence of transformations to this kernel gets . The desulting dig-
course .is ia:coddd meseage which is tos be:analkyzed inl decbded by a:
listener. The listener's problem can be loosely characterized @s an
attempt to answer the question, '"What would I have meant if I said
that?" : o Ry Poegmte el woovat oo :

To analyze & discourse the listener must: find the set of ker- -
nel sentences from which it was generated; . ‘onudway to:do this is
to find a set: of inverse transformatfond whith When appited to the

input discourse yield e sequence of kernel sentented. The listener ' <

must then:transform these kernkl sentences o & appropriste rep-
resentation in his information store. ' The appropridteness af a rep-
tesentation is a function of what ‘later:use the' listemer expécts to -
make of .the informastion contained im: the dibecurse. ~The listener
may simultaneously transform & given: kernel sénténte intd a number

of different representations in his information store. On a level
of pragmatic analysis, statements require only storage of information.
Questions and imperatives require appropriate’ responses from the
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listener. The difficulties in analysis’ dieHotomfze  Fiito tHése
associated with finding the kétnel-sdénténteés #iteh 48& ‘the base of ¢ "
the discourse, and those dssoeiated With' Cénd¥oPutng the Kerflel’ sén-

tences  inte reptfeieutations in’ the'dnformutisdhigapeli> v &bty nonis
LrE S I R ¥ BEEBST S S0 Suna wre o Dl wond

Mathews (29) has’suggested: tha¥: 5113!98 i8 éun be ‘performed by T
synthésisi A sequénce’ 6f kernel #enténces; ind d sdedtients ‘6 “transs =7
formations are choéehn; and- the’trénsfedRatlons aPé Spplidd to ¢the Ker-
nel semteénces. 'The résulting diseButde sd mabcRed agafist the input,

If they are the same, these kerniel:Sdntéfice# afid tr#nsFformsfions give
the reqéired analys#s o¥the inputi ' 2ifinet, ﬁ'ﬂlﬁg@ ‘18 “hadeé so ‘that !
the resulting disédarséeSbecomes mbre kike' thé iﬁpué‘. I

If the kernel sentences and transformations were chosen ran-
domly, this method would obviously be too inefficient to work in
any practical semse. However, by utilizing .Sl@éPeNin $ivé' friphe @ - -
discoursey-theohéice of ‘kernels :and "t kendfdMdeicm sar be greatly
restricted.: Thisitechnique-of seitedied sualyeis 1w Vel Riplemented '’
in a program Being . written st -MITRE Uy Welké¥ ol Bartlett (43). - This °
technique-has ithe -advantage that exsotly the :same Yoommar can be '« !
utilized forx-both sn#lysis and gederdtion of dlddouvrse. " - 1 “ouw

& more ‘direct "analytical approsch would utilise b set - 6f in-
verse :analytic transformations. I Boids e trens formatton: that iy -
be-used :in geuerdtimg a discourse, amd P (B) =i B vhere:s and B sre
sets of sentiences; ithem the. analyﬁfe«xtsnmws! 4 dgithedn- © -
verse of t if-and:only 1f !r d(S&) =8 o ’ihe:chb&zd‘oftvtﬁeh § €, TRepE
verse trmsfarmscims tor apply antd the ovder:bf their spplicstion i . i
may again be: restrigted: by mnzthg‘s heuristice vemterned: with: -~ 1:5 il
features :of the Asiput.: Condern o wmnoroedn and rumeredgl o baotuorign o olos

‘Once the base set ‘of kernel sentences for:e glven dis:




course is detexmined,.thete nemains:the problem: of .eptering ¥ep-yoi:, .
resentstions of these sentences in.the;Jistenex!is dnforpation store,. ...
The major .problem. in accompiishing;fhis etep- invelyas the peparastion - o
of those words which.exe.paxt,efdinguistic. foxws:fex-selasiope,:and. . -
those which are part of a name. This is difficult because the same
word (lexicographic eymbol) -may have multiple.pees:in a:langpage.

Having .sepanated the. selational.fory; from.the:nemes wbich represent .
the .arguments Qﬁﬁﬁhéi relationy .qne:can- thenianslyre: she, newme in ;oo
terms of .components which.axe functional:iiggwissis:fomms apd-ethers . ..
which are simple nemas. :From. this persipg.in.texms of:xelatiomsl. i3 .
linsqigti%'gp;gp'ffgaﬁghgnﬁl{xi@s‘t’ti§u§Q¥m§H§n§935!9%9333“851j5@3}*-‘é
discourse can be tranaformed inte:a canenicald.sepseesnsation  inikhe: ..
information store of the listener.

B BT Ie T T LT A SIS SR PP L S ST S TS B L A Gt
S « g ¢ or o
LTS S TR I e a ¥ ST IS 1

G. L : : - 8o in: e ovd Lvuewel ger Iovl s g
Amlﬁw anderatanding of ja disegunsebycasiistiener swoudd:.

imply, that tha xepresentatiion of the diecogvseviuchsssinfarmation: - ..t

store:is esmentislly -isomerphic .to themyember!s model af. the-werld,

at least .fox.the upiverse.of discquese. The biatemetls nepresentd-. i:c;

tion must preserve .abl -information implieitoin the discaundey : .1l .

_If the: listener is. only .interesged :in certain.sspects of the
discourse,: he: need: ondy pregerve infomationatelemattt ta-hid sidteresty .
and djscard the rest., Within hia axes of interest the listemen's mod-
el is ispmeorphirc E1:?:0 the. apeeker' ’s, model -inkhe menee! that -allmelae =10
vant deductionsiwhikeh:can:be made by -the: ;ipﬁqun oni ckhéckadis of ithe:
discourse: pan: aleo be: made: by: the listenas . ! @tmﬁc:ﬁﬁmm&nﬁa
interest, thea,immuabm.m&ig,mm&mmmmm i L S
call such restricted information stores limited dedyskime mbdelsc.: o}

The questien-answering: programs of:isdndesy -and Raphael o end
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the STUDENT system,:all.utilize limited: deductive models.. For the
area of interest in: each of these programs there wis a:'natural"
representation for-the: infermation: in the sllowable input.: .These: -
representations were natural  in:that’they:facdlitated:the deduction:.
of impiicit information. -For.exemple; Lindsay's femily tree zep- . .

RS R A R e AR TR

resentation made it.essy:to compute. the relationship of any two in- .. -

dividuals in the treey independeat:of the nimber:of:sentences: necs:
essary-to-build the free. .~ T P

Because the number of relations and functions.expressible
in the models in all three systems is very limited, there is a
corresponding limitation on:the numbeér. of:linguistic: forms that may
appear-in the input. 'This: greatly-simplifies the:parsing problem:
discusséd earlier, by restricting altermstdives fo¢ words‘in the: .
input text.- y Lo LT e b

H. The STUDENT Deductive Model.
The' STUDRNT:system is su implementation of the amalytigi:por-
tion of our theoty: ''STHDENT performs ¥ertain inverse transfopmations

to obtain a set of k&iﬁel sentences and thén transforms: these kernel
sentences to expressions in a limited deﬁuctive model. Utilizing

the power of this deductive model, within its limited doh&in of under-
standing, it 18’ able to answer questions based on information im-

plicit in tbe input information. - X ; -

The analytic and transformational techniques gtilized in
STUDENT are described in detail in Chapter IV. We shall describe
here the canonical regresgntatipn of 9b4@c§§* relqt}ons and func-
tions within the model. STUDENT is restricted to answering questions
framed in the coptext of algebra story problems. Alggbraic equa-

tions are a natural representation for infotmation in the 1nput.{
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The objects in the model are numbers, or numbers with an as-.
sociated dimension. The only relation in the model;is.equality, and
the only. functions represented directly im the:model: are the arith-
metiCaoperationsgofhgdditiong3negatiaa;:mnltlpliea&ianvdivisiow*.

- and exponentiation. ‘Other functions:are:defined. da!terms of these
basic functioms, by compostion, and/or substitutiem:of’ constants:
for arguments:of these funcétions.. For : example;; thesoperation of
squaring is defined as exponentiation with '2" as:the second. argn-
ment of the exponential function; subtraction is a composition of

addition and negation.

Within the computer, . a parenthesized prefix motation is: used
for a standard representation of the equations:implicit-din the En-
glish input. The arithmetic operation to:be:expressed is made the . -
first element of a list, and the arguments of the function are.suc-

ceeding list elements. The exact notation is given in Figure 2 below.

Prefix; Nogtation

Operation .
Beuality; - BRUAL: A B) -
-Additdion- {PIH8 A.B)
 (PLUS A B ©)
Negation ‘ - o - (HINUS A)
Subtraction A-B  (mLUs A (vINUs B)
Hultiplication A B' o mf A B)
A*B*xc = ﬁrﬁznc;
Division A/B (QUOTIENT A B)
Exponentiation AB ”';V(EXPT A’ B)

Figure 2: ° Notatlon‘Within the STﬁDEﬁT ﬂeductive Mbdel

n"! g oo
¥ ;Ei o LEian

In the figure, ‘A, B, and C are any repreaentations of’ oﬁjects ‘in the
model, either composite or simple names. ~The usudl’ infix notation for
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these functional:eéxpressions is given for <comparison. 'Because this -
is a fully parenthesized motation, no smbiguity of eperational order
arises, as it does, for example, for the unparenthesized infix nota-
tion expression A*B4C Or its corresponding natural laehguage expres-
sion "A times B plus G'". Note also chét'inithis”ﬁré%lenotation;Eéggﬂ
and times are not strictly binary operators. ¥rdeed: iirthe model
they may have any finite number of argumeénts, e.g. (TIMES A B C D)

is a legitimate expression in the STUDENT imodel. RO

Representations of objects in the STUDENT deductive model
are taken from the 'imput. Any string of words mot containing a
linguistic form associated with the arithmetic funetions expressible
in the model are considered simple names for objects. Thus, "the age -
of the child of John ‘and Jane" is considered a 'simple neme because it
contains no functional linguistic forms assodisted with functions rep-
resented in STUDENT's limited deductive mbodél. In a more general '
model it would be considered a composite name, ‘and 'the functional
forms "age of " and "child of ©  and © "yould be

mapped into their corresponding functions in the model.

Because such complex strings are considered simple names in
the model, and objects are distinguished only by their names, it
is important to determine when two distinct names actually refer to
the same object. In fact, answers to questions in the STUDENT sys-
tem are statements of the identity of the object referenced by two
names. However, one of the names (the desired one) must satisfy
certain lexical conditions. Most often this condition is just that
the name be a numeral. For a more general model this restriction
could be stated as requiring a simple name corresponding to some
functionally defined name — because, for example, '"number of "
would be a functional linguistic form in the general model, and the

only simple name for such an object would be the numeral corres-
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ponding to this. mumberx,. . An answer consists of. & statement of - ...
identity e.g. "The number of .customexs Tom gets ie: 162.1%

 The -other lexical restriction .on answers sometimes used in ..
the STUDENT system is insietence thet & certein unit Lcorres-.

ponding to a dimension associated with a number) eppeer in the dem .. -
sired answer. Por example, spsps. is:the unif.spepdfied by. the ques- .

tion "How many spans equals. :l fathow?", and the answer given by
STUDENT is "1 fathom is 8 spans".

The deductive model described here 1is useful;for. answering . .

questions because we know how toiextract: implicit: information from
expressipns in this model;  that .is, .we kpow how fio solve sets of.
algebraic equations to find mmericsl values whigh satiafy these -

equations. The solution process used in STUDENL is described in de- ..

tail in Chapter VI. The transfprmation process, heaed-on the theory
described.earlier, which STUDENT uses to go from :an English input
to this deductiwve model, iq ;.,descfi‘bAe‘d in ;meg,m.: ]




CHAPTER III:

Almost any programming language is universal in the sense that
with enough time, space, and work at the implementatfon, any computable
function may be programmed. However, the task of programming tah be -
made much easier by the proper choice of a higher level problem ori-
ented programming language. The data‘to be #ianipulated by the STU-
DENT system is symbolic, and of indefinite length'-and complexity. For
this reason, a list-processing language was the most appropriate type
of programming for this task. Theré are’ a number of Buch languages
available, each having its own set of sdventiges and disadvantages.
For a description of the general properties of 1istiprocessing lan<
guages; with a detailed comparison 6f four of the better known list-
processing languages, see Bobrow and Raphael: (5)." Mostly because I -
knew it so well, I chose LISP (31) as the basic language for the STU-
DENT system.

The LISP formalism is very convenient for progremming recursive
tasks such as the solving of a set of simultaneons 'equations. However,
LISP does not provide amy natural mechanisms’ for' tepresenting manipula-
tion of strings of English words, enother very important subtask in
the STUDENT system. For this type of msnipulation one would like to
perform a sequence of steps involving operstions’ such as recognizing
a sentence format which fits a particular pattern, finding certain ele-
ments in a sentence by their context, rearrangifig a string of words,

deleting, inserting, and duplicating parts of strings, and others.

The LISP formalism cannot easily express such string manipula~
tions, though each could be individually progiamhed.” However, a for--
malism for just” this 80rt'Of.maniputitfbﬁ«!f‘thetbaﬁis'ofvthé3ﬂuﬂit %5)
programming system. Rules in this formalism can easily express very -
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complex strihg manipulations, and are easy to read dud write. How- =
ever, COMIT and LISP cannot be used simultaneously, and the problem
context necessitatea going back and forth between LISP-oriented tasks
‘and COMITroriented tasks. .Therefore,. L edaptet the; GOMIT rule.nota-

tion for use jin LISP,. and. constructed a: LISP progrsm,called METEOR which-

would interpret string transformstion rules in this.potation. ..

In comgtructing the METEOR. interpreter, I effectively extended.
the elos#.mce of the, LISP progremming language; that is, operations:
which could be done previmsly, but were awkward to,inyoke.cowld now. |
be expresged easily.. An extended languege embodying: the best features
of COMIT and LISP could haye. been built, fram sgratch, but it is much. ..
more economical.toachieve. such extensions,by. embedding. . The advan- ;. -
tages and disadvantages of langusge. extension.by webedding ave: discussed
in detail. by Bobrow and Weizepbawm: (€)e .. .: . : . .,o..

A. Specifying a Desired String Format.

‘METEOR has, been. deseribed. im, dessil. elsgwhere {3),- but: we. in-
clude here a, brief. summary.of its. features,  We.do, this because use. of -
the notation, mekes. later:explication of the trapsformption process.

easier. :In. addition, if any smbiguity becomes apparent. inm the expla- -

nation of the aperation.of STUDENT. it.may be resglved-by consulting . .: -
the listing of the STUDENT: program, in Appendix. B. In. this.latter .. .. ..
case, it may be necessary to consult: the, more. complete specification - .
of METEOR referenced above, . o S I IO

A METEOR program consists of a sequence of ruleé each specifying
a string trapsformatien and giving spme.centrel information.:  Let. us
first consider how a string transformetion.is.specified, .We shall . . .-
eall the string to be transformed the yprkspace,. . The; werkspace will . ..
be transformed.by a: rule. only if it magches.a pattern or- format. given
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in the "left half" of the rule. This left half is a list of ele-”

RS € GRS S 3 b SR L I s

mentary patterns which specifies a sequence ? étems that must be
DU A3 i T R RS e N

’; b
matched in the workspace._ For example, if the left half vere

Vu

ST
A A o

"(THE BOY)") then a match would be'found only if the work3pace con- ”ri;

ALY I* ;}c\

tained aY"THE" immediately followed by "BOH . In addition to

known constituents, one can match unknown conatituents.;;The‘ele-

- - TNV b E 3 g
ment $1 in a left half will match any one gorkspace consti uent. The .
o FREN Sy 94 1] ?.‘i:'; o] of ot

left half "(A $1 B $2 C)"T will.match 2 cgntiguous'substring of the

R ¥ 5 0 PR R

workspace which consists of an A followedwby e§act}y one constit?ent
LS e aec : .

(specified by the marker "$1") followed by s‘gvfollow d bg cxactly 2 :;”

constituents (matching theb"$2") followed by an occurrence“of ; bl
Thus §1 will match an element of the workspace with a speclfied con-~
text. If a left half would match“more than pne substring in the S
workspace, ‘the left-most such substrlng is the one found by the
matching process.

=

. We have discussed elementary patterns which maxch a ?Txed num-
ber of unknown constituents (e 8-> "$3" matchesfg unknown constitu— B
ents). METEOR also has an elementary pattern elementj"$“‘which o
matches an arbitrary number of unknown constltuents. For example,
the left half (THE $ BOY) will match s substring of the workspace

SR E AL fl

which starts with an occurrence of "TﬁE"“fBIl wed by any number of con-:

HET 3 By

stituents (including zero) followed by sn occurrence of "BOY" o ItAv,

A T

would, for example, match a substring of the workspacer "(GIVE THE
GoOD BOY)" or of the workspace A"(Tg! BOY HERE)" e IE the left

half ($ GLITCH $3) matches a substring of the workspace, then the o
elementary pattern "$" matches the aubstring from the beginning of

.....

the pattern "GLITCH" matches this occurrence of "?LI@F@" 1p the work- i

space; and the elementary pattern "$3" matches the 3 elements or
constituents of the wurkspace immediatelx followln§ GLITCH
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Elements in the workspace may be tagged or subscripted to in-
dicate special properties of this element, for example, one might
have (HAVE/VERB) or (BOY/NOUH) as elements of the workspace.‘ Such

elements can be matched by name (using HAVE or BOY aa pattern elements),

‘~..~,§

or 1dentified just by their subscripts (or by both)‘ The elementary N
pattern ($1/VERB) will match any single constituent which is a verb A
that is, one which has the subscript "VERS", even if this constituent o
has other subscripts. ‘Thus the left half (ALFRED ($17VERB) BOOKS) h
will match the substring (ALFRED (READS/VERB) soors) in the work- ;

SRS

space (Now ALFRED (READS/VERB) ﬁooxs Iﬁ ras LissAﬁY)

Other elementary pattern elements are provided, and new pat-

tern elements can be defined and easily used within the METEOR system

B. Specifying_a Transformed Workspace.

We have discussed how a desired format can be specified through

a prototype pattern, called a left half.l 1f we try to match the work-
space to a left half, but it is not in the format specified we ‘say
the match has failed. If a substring ‘of the workspace is in the Speci-
fied format the match is successful Hhen there s a successful
match, we may wish to transform or manipulate the substring matched
or place in a temporary storage location,/called a shelf, copies of
segments of the matching substring ' We shall’ now discuss the nota-
tion used for specifying such transformations, and storage of material.
A left half is a sequence of elementary patterns, ‘and we "associ-
ate with each elementary pattern a number indicating its position in
this left: half sequence. For example, in the left half ($2 D $ E),
the first elementary pattern, $2 would be associated with the ‘number
1, the second, D), ‘with 2, § with 3, and E with' 4. “§¢'a match is suc-

cessful, each elementary pattern element in the left half matches a
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part of the substring of the workspace matched Ey this 1eft half. The
part matched by an elementary pattern can then he referenced by the
number associated with this elementary pattern. For the left half
given above, and the workspace (A B CD B A E G), the left-half match
succeeds, ‘and’ the Substring [¢:) C) may then be’ referenced with the num-
ber 1, the substring (D) by 2, (B A) hy 3“:and (Ej by’ 4. '
P 5.2{34. TR B D
The transformed workspace is specified by the "right half" =

of a METEOR rule. This right half may be’ just ‘$he numeral O, E

which case the’ matched portion of the wgrképace ie”detited” Other- T
wise this right half must be a 1ist of elems Sents

ts specifying a'Teplace- -
ment for the matched sabstring. 'Ehyjhdmhérs'in tﬁis rightﬁhalf list
reference (specify) the appropriate part of the matched Substring

Other items in the list may reference themselves, or striﬂgs in tem-
porary storage, or functions of any réferencea%ie suhstrings. In

the’ example discussed above, if the right ‘half' wer (3‘2 ﬁ b H) “then
the matched portion of the workspace would be’ replaced hy (B ADMD H),
and the workspace would become’ (A BA'D %”D H'6). Note that 1 and 4
were not mentioned in this right half and were therefore deleted from
the workspace. Also 3 and 2 were in reverse order, and thus these
referenced’ parts were inserted in the workspace in an order opposite

to that in which they had appeared. 2 1s referenceﬁ twice' i%' this right
half and therefore two copies of ‘this referenced substrihgiﬁ"(n)" ap-““
pear in the workspace The elements(u and Wi ehi “right half refer-
ence only themselves, and are therefbre inserted directly into’ the

ETACNN R EPRVES B TT s o T LR e

workspace.
: i
Using the right=half elements" descrihed that is, numhers
referencing matched substrings and constants (eiements referencing
'themselves), one can express transformations of the workspace in
which elements have been added’ to, deieted from,%upiicated in, and

rearranged in the workspace. Elements t6 ‘be’ added to ‘the workspace

4.9




thus far can only be. .gonstants. Let us consider some other possible o
right-half elements.r They are all indi;ated by lisps which s;art with ;

specia}_flagpt'

. - SRR AN e sy
L The contenta of  any. shelf (gemporary{ptoragep}ist) ¢an be o
referenced by a two element list with first. elemept either *A (fer‘éll)

or *N (for Next), and a second element the shelf name. For example,
(*A EQT). references thetentire contents of a ahelf pa EQT 1f this
element appeared in a right half the entire contenta of that phelf
would be placed in the corresponding plpce in the uorkspace. Ihe )

first element of a, shelf named SBHIENGES could be}puf into the work- ».
space by using the element (*N SEHTERCES) inva right,half.

RA gy

DR LT

The flag FN as the first member of a list serving as_ a right-:ijmv
half element indicq;es thgt the _hext member of this list is a function
name, , and ghg following ongs are. the arguments of tpis function.ﬁ The _;
value of thezfunction for this.set of ar;pments is,placeg in the e
workspacef In this way,_aqy LISP function cenjbe u?ed within a HETEQR

rule.

I

t

, The flag *K indicates that the rest of the liat following is to |
be evaluated as a right-half rule, and then is to, be "com?xessed" )
into_ a lis; which yill he a single elewept of the wo;kspace., ;hue?
chunks which are longer, and have more complex gtructure than a"“'
single word can be treated as a siqgle uuit within the METEO$ V
workspace string The inverse operation is the expauaion of a chunk

so that all its components appear as individual constituents in the

,,,,,,

A ¥y EeE R Pel0h Sals

We have thus far ﬂiscupsed hon the q:ansformation of anstring. ‘
in terms of s left half which o

called the workspgce, cqn be expresstmm
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is a.pattern for 4 desired input format, and:aizight half which is a
pattern for the,deaited output format. There 18 no.reaséon:to:limit to -
one the number of outputs from a single left half match. In fact, a
third section of a METEOR rule; ¢alled:the-Yreuting:sectiof® (for.
historiral reasons), allows the programmér te :giwe.eny number:of oth+.: -
er right halves, and place these referemced :2istsxat the beginning. ov?- :
end of any shelf (temporary storage list). The storage of such a

"right half" is {ndicated {ia t:hé:z'routiuméetiénzfiye{agliitjiml“tting
‘with a *S or a *Q, followed by the shelf name, and followed by a

right half-pattern..  The %5 indicates~that. therveferenced material is .
to be Stored on the-beginning of the:nsmed sbalfy  *Q indicates :that -
it should be Queued-on the end .of :the shelf: -Wsed:with a *N.for re«
trieval, :a-shelf -built up by #:%§:is-a:pushdotm list, (a lest-in-
firat-out list); and-a shelf built: up‘byga>tq~s. asquene; (fixut ine:, . -
first-out list). © . <. o chue o0 Bosoagh ‘

The only-other significant: fegtuve-of:a METBOB progrem that we
have not yet touched-on. .is the contxql.atructure:in:g-set of rules.. - -
A METEQR rule has 8 namey.-and has .a:ligovte" sectiom.- Ordinarily; if -
the left<half match fails, control: is antomatically psesed ‘tocthe
next rule in sequence.. If the: keft-balfi-match :succeeds ;the right half .
and routing gections .are interpreted;. asnd then control..is passed to':
‘the rule named -in the:'go-to'. -However, by insertifon.of sa :'™Y oo
immediately :after the rule name.in the fule,,the méthod Of transfer of.:.
contrel .is: switched, and;only on: left=half faibuve-wkll:-contrvaql pass °
to the ruyle nawed im:the.go=to™. -~ - .+ 1 temoa e

Routing control can also be changed by a 1ist of the form
"(*D namel name2)" in the routing section of a rule. After this list
is interpreted, any occurrence of namel in a "go-to" will be .interw . .
preted 3s a 'go-to" contsining‘mamé2'. - This:latter-feature allows
easy return from.subroutines. :The use.of-left-half success or failurpe.
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as a switch for the transfer of control makes it :possible to write sigs:

nificant one rule loops.

A METEOR program is a sequence (1ist) .of rules. -Each rule is
a list of up to six elements. The:following is an' example of a METEOR

rule containing all six-elemehts:
(NAME * - ($:BOY) (2 1) (.4 (%8 5172 2) (*D P1'P2)) Pl)

We shall briefly review the :function of .each of these six elements.
The first element of a MRETEOR rule: is a neme, and mast Be present

in any rule. If no name is needed, the dummy name: '*''.can. be used.

The second element is-a '"®" and. is optionai. 'When it 1s present it
reverses the:switch.on flow of centrol, and transfer of coatrol to the

rule named in the "go-to" is made on left-half failure.

The third elemént is mandatory, and is:a left-half pattern
which is to be matched in?theﬁworkipaée.\ The fourth'element is
optional, and ‘is ‘a right-half pattern specifying the result in the -
workspace of the striﬁg;tnansformattonrdesined..‘Thé fifth {optional)
element ‘is called the routing section, and-is a'list flagged with:

a "/" as a first element. The remaindér qf the routing dection is -a
sequence of ‘lists which specify operations which placé¢ ftems on
shelves or set “go-to" values. The final-element is c¢alled the "go-
to" -and spacified ‘where control is to be passed if a match succeeds
(in the normal case). A '"*" in this position: speciftes the next rule '

in sequence.

C. Summary.

-In-this chapter, we have bricfly summarized:the features of a
language for string manipulation which has been:embedded (by building
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the METEOR interpreter) in the general 1ist{processing language LISP,
The ability to describe eésily in METEOR the:string transfbrmations
needed to process English sentences, and -also use, where appropriate,
the functional notation of the general list-~ progessihg 1anguage, LISP,
was a great advantage in the programming effort invalved in thls study.
As a final illustration of the power of the cogbined,METEORrLISP
language, we include a pregram for Wang 3 algorithm for- pnoving
theorems in the propositional calculus. This algorithm is’ described
on pages 44-45 of the LISP manual (31), and a LISP program for the al-
gorithm appears on pages 48-50. Figure 3 below contains 'the complete
METEOR program for the algorlthm, including“dgfinitions of four
small auxiliary’ LISP‘functipns used within thg METEOR program.

In addition, the figure contains a>tracé”of“th6“program as it
proves the theoremfgiven»after the first line cdhxaaﬁfhgi"(THEOREM)"
The other lines give the theorems that. are proventby the algorithm as
steps in the proof of this theoren. This‘ME&EOR.program compares
quite favorably im both size and understandability to the one given in
the LISP manual, and to' the one COMIT program’which I have seen which
performs the Wang algarithm
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CHAPTER IV:

The STUDENT system comsists:of two main swbprograms, called -
STUDENT and REMEMBER. - The program called REMEMRER -accepts and pro-.
cesses statements which contain global informatien;: that is, in- .
formation which is dot specific to-any'one story problem. We shall.
discuss the processing and information ‘storage .techniques used
in REMFMBER in the next chapter. A ‘listing of the global .informa-
tion given to the STUDENT system may.be fourd in Appendix C.

In this chapter, we shall describe the techniques embedded in -
the STUDENT program which are used to trane foxm -an English statement -
of an algebra stery problem to expressions inithe STUDENT deductive
model. - By implication we are -also defining the subset of English

which is "understood" by the SPUDENT ;programés A more explieit des-.:.: .-

cription of this input language is given at the end of the chapter. .-

A. Outline of the Operation of STUDENT.

To provide perspective by which to wiew the detailed heuristic
techniques used in -the STUDENT program, we shall first give -an out-
line of the operation of the STUDENT program when given a problem to-
solve. This outline is a verbal description . of the flow chart of
the program found in Appendix A.- ’

STUDENT is asked to .solve a particular problem. We assume that -
all necessary global information has been stored Ppreviously. STUDENT
will now transform the English input statement of .this -problem into .
expressions in its limited deductive model, and: through appropriate
deductive procedures attempt to find a solution. More specifically,

STUDENT finds the kernel sentences of the input discourse, and trans-
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forms this sequence of kernels intc a set of simult@mneous equations,
keeping a list of the answers required, a list of the units involved

in the problem (e.g. dollars, pounds) and a list of all the variables
(simple ‘names) in the equations. Then STUBENT invokeés the SOLVE program
to solve this set of equations for the dasired unknowris. If a solu-
tion is found, STUDENT prints the valueés of the unknowns requested in

a fixed format, substituting in ''(variable IS wvalueé)" the appropfiate

phrases for variable and value. If a solution: cansmot be found,

various heuristics are used to identify two wsriables (i.e. find two
slightly different phrases that refer to the samé 6bject in the model).
If two variables, A and B, are identified, the equation A = B is added
to the set of equations. 1In addition,:the store of :global information

is searched to find any equations that msy be useful in finding the solu-
tion to this problem. STUDENT prints out any assamptions it makes about
the identity of two variables, and also-any equations ‘that it retrieves
because it thinks they may be relevant.” If the use of global equa-

tions or equations from idemtifications leads to a ‘seélution, the an-

swers are printed out in the format described above.

If a solution was not found, and certailn idioms are present in
the problem (a result of a definitional transformstion used in the
generation of the problem), a substitution 'ig‘mdde /for ‘each of these.
idioms in turn and the transformation and ‘solution process is re-
peated. If the substitutions for these idioms do :not enable ‘the prob-
lem to be solved by STUDENT, then STUDENT requests additional informa-
tion from the questioner, showing him the variables being used in the
problem. If any information is givenm, STUDENT tries:to solve the prob-
lem again. I1f none is given, it reports: its inability to solve this
problem @nd terminates. If the problem is ever solved, the solution
is printed ‘and the program terminates. :
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B. Categories of Uords in a Transforga;ion;:

The words and -phrases (strings of“uords) in the English 1nput
can be classified into three distinct categories on the basis of how |
they are handled in the transformation to. the deductive model.v The
first category consists of strinss of . words which name,objects 1n the
model; I callrsuch strings,:variabiesfz Variablesmare 1denti£ieduop1y
by the string of‘words”inbthem, and if two strings differ at all,,they
define distinct variables, ' One 1mportant problemjc9h§idered below

is how to determine when two_ distinct variables refer to the same ob-,

ject.

The second class of wordsﬂand,phrases are‘yhatlI call "substitufi
tors". Each substitutor‘nay‘be‘replaced hy another string. Some.suh-
stitutions are mandatory;»fothers are optional and are only made if the
problem cannot be solved w1thout such substitutions. An example of
a mandatory substitution is "2 times" for the word, "twlce". "Tw1ce"l
always means "2 times" in the context of the model, and therefore this
substitution is mandatory.: One optional "idiomatic" ubstitution is
"twice the sum of the length and width of the rectangle" for "the peri-
meter of the rectangle'". The use of these substitutions in the trans-
formation process is discussed below. These substitutions are inverses

of definitional transformations as defined'inhghapter_ilfr

Hembers of the third class of words indicate the _presence, of .
functional 11nguistic forms which Tepresent functions in the deductive t
model. I call members of this third class gperatorsﬁ,v Operators -
may indicate operations which are complex conhinations of the basic
functions of the deductive model. One simple operator is the word
"plus'", which indicates that thevobjecgsqgaggdehxithe:gyo‘variables
surrounding it are to be added. An example of a more complex operator
is the phrase "percent less than", as. in "10 percent less.than the
marked price’, whlch indicates that the numher immediately preceding
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the "percent" is to be subtracted from 100, this -result divided by 100,
and then this quotient multiplied by the variable following the "than".

Operators may be classified according t6 where their arguments
are found. A prefix operator,‘such as "the square of. .. precedes
its argument. An operator like ", ....percent™ is a suffix operator,
and follows its argument. Infix operatore:such as{".....plus....."
or "..;..less‘tﬁan...;."'appear betwéen their two arguments. “In a
split prefix operator such as “difference between.;...and.....",
pagt of the operator precedes, and part appears between the two
arguments. ''The sum of.....and ..... and....." is a split prefix

operator with an indefinite number of arguments.

Some words may act as operators'conditionallv,'depending'on
their context. For example, "of" ia equivalent to ‘"times" if there
is a fraction immediately preceding it; ‘e. g., 5 of the profit" is
equivalent to ".5 times the profit" ' however, "Queen of England"
does not imply a multiplicative relatiOnship between tﬁe Queen and

her country.

C. .Transformational Procedures.

Let us now consider in detail the transformation procedure used
by STUDENT, and see how these diffetent categories ‘of phrases interact.
To make the process more concrete, 1et us consider the following example
which has been solved by STUDENT ' S R .

N

(THE PROBLEM TO BE SOLVED IS)

(IF THE NUMBER OF CUSTOMERS TOM GETS IS IWICE THE SQUARE OF

20 PER CENT OF 'THE NUMBER OF mmnmmnm ‘dnp HE'
" NOMBER OF ADVERTISEMENTS HE RUNS IS 45, WHAT 1S THE NOMBER -

OF CUSTOMERS TOM GETS Q.)
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Shown below are copies of actual printout from the STUDENT pro-
gram, illustrating stages in the transformation and the solution of the
problem. The parentheses are an artifact of the LISP programming lan-’
guage, and "Q " is a replacement for the question mark not available

on the key punch.

The first stage in ‘the transformation is to perform all manda-
tory substitutions. In this problem only ‘the three phrases underlined
(by the author, not the program) are substitutors: "twice" becomes
"2 times", "per cent" becomes the single word “percent", ‘and "square
of" is truncated to "square" Vo Having made these substitutions, STUDENT

prints:

(WITH MANDATORY SUBSTITUTTONS TRE PROBLEM IS)

(IF THE NUMBER OF CUSTOMERS mxczrs 132 'mms 'THE SQUARE

20 PEECENT OF TE mnx oF Ahvss TSRMENT: nz RUNS, AND THE
' NUMBEE OF ADVERTTSEMENTS HE xmis Is 45 WHAT 1§ 'mx Nw:BER

orcusm"‘micmsq) - s

From dictionary entries for each word the words in the problem

o

and STUDENT prints'sy

(WITH WORDS TAGGED. BY. FUNCTION, THE 1 18)

t¥L

(IF THE NMBER (O lor)mmsmuem /' VERB) 1S
2 (TIMES / OP 1) THE (SQUARE / OF 1) 20 (PERCENT / OP 2)(OF/OP)
THE NUMBER (OF / OP) ADVERTISEMENTS (HE / PRO) RUNS, AND THE
' NGMBER {OF/ ‘OF) ADVERTISRMENTS (WE o/ PRO) RUNS IS 45,
(WHAT: /. QWORD) ‘IS THE NUMBER (OF / OP¥ CUSTOMERS ~
TOM (GETS / VERB) (QMARK / DLM))
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If a word has a tag, or tags, the word followed by "/" followed by
the tags, becomes a single unit, and is enclosed in parentheses. Some
typical taggings are shown above. "(OF/OP)" indicates that "OF" is

an operator and other taggings show that "GETS" is a verb "TIMES"

is an operator of level 1 (operator levels will be explained below),
""SQUARE" is an. operator of level 1, "PERCENT" is an operator of level
2, "HE" is a pronoun, “WHAT" is a question word, and "QMARK" (replac-k
ing Q.) is a delimiter of a sentence. These tagged words will play
the principal role in the remaining transformation to the set of

equations implicit in this problem statement.‘

The next stage in the transformation is to break the input sen-
tences into ""kernel sentences'. As in the example, a problem may
be stated using sentences of great gnmumatical complexity, however,
the final stage of the transformation is only defined on a set of
kernel sentences. The simplification to kernel sentences as done in
STUDENT depends on the recursive use of format matching." If ‘an in-
put sentence is of the form "IF" followed by a substring, followed by
a comna, a question word and a second substring (i.e. it matches the
METEOR left half "(IF $ , ($1/ QWORD( $)'" ) then the first substring
(between the IF and the comma) is made an independent sentence, and
everything following the comma is made into a second sentence. In
the example, this means that the input is resolved into the fol-

lowing two sentences, (where tags are omitted for the sake of brevity)

"The number of customers Tom gets is 2 times the
square 20 percent of the number of advertisements
he runs, and the number of -advertisements he runs
is 45." and "What is the number of customers Tom gets?"

This last procedure effectively resolves a ‘problem into declara-

tive assumptions and a question sentence. A second:-cemplexity resolved
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by STUDENT is illustrated in the fiF@t gentemce 6£: wir. ‘A-gg- L
ordinate Sentence consisting Gf twd' 'sénténrcés foined By ‘a ‘comna i~
mediately ‘foIlowed by an "and™ (i.e:] dfiy sefitelicé @atehing the ~
METEOR 'left haif *(§, AND $)" ) wfll ‘be rédslvéd intd these “two 'fn- "
dependent""'s‘éﬁtéﬁéés;. The 'first ’éenteﬁce abové ﬁ’fﬁer&féretuolvéd A

v .y
R AN BRGNS 5 5 TE SR

into ‘tws dimpler sentences

e

G TNy

Using theése two idverse ‘syntactic frandformations, this prob- =
lem statement 1s resolved 1nt6’"dthpt£”ﬁ@rﬁel déntdﬁééa. Fot ‘the T
example, m'r priﬁt§ R : Lo Diiw SRS RS & I

(THE :'Sm smm“sAn) AESELTN g 1 SRR S B SR

(THE NUMBER (OF/OP) CUSTOMERS TOM (GETS / VERB) Is ~ ~ '~
2 (TIMES /OP 1) THE (SQUARE / OP 1) 20 (PEICENT / 0P 2)
(0P / "OF) 'THE NOMBER tor )“d?) XDVERTTSENRNTS m /m)
o RUNS (’fm f mm R T ST O .

ST

(THE NUMSER (OF /0?) Ammmrs (En‘f?m) m 15 45
(mm fnuf)) L

w(m 7““) (M i mx)) SRR ;

4 s T

Each simple sentence 18 a separate 1ist, 1., is énclosed 1 pfren-
theses, and each ends with a delimiter ‘(a per'fod oY ‘question Havk). ™
Each of these sentences can now be tran¥forned diredtly td Tty fnter-
pretation in the model.
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.The transformation from the g},mp‘&% kernel ysqnt_gnces to equa-
tions uses three levels of precedence for operatoxs,, Qperators of
higher grecedénce level are used eailiqr’inmghe -trangformation, ;.Be.;,, .t
fore. utilizing the .operators, STngl 1qolgs for unguistic ﬁorms
-associated with the equality relation. These formg inglude the Qopulav
"is" and transitive verbs in certain contexts. In the example we are
considgring, only the copula "is" ig uged.to indicate equality, The
use of transitive verbs s indicaters, of-equalicy, that 19, ge rela-
tional lir;guistic forms, will be diséussed in coméqug;Qn.}%&@:gﬁnqtber
example. When the relational linguistic form is identified, thek
names which are the arguments of the form are broken down into
variables and operators (functionalggﬂg%ggggg.ifg%rﬁ)ﬂ; :In, the present
problem, the two names are those on \either side of the "is" in each

sentence. o e Ny

le _;flt;hi{l\ a];ggbra

ol 194

The word "Ls" may 4180 I;e qsed meanj__})
story problems as an auxiliary verb (mot megai.ng gqg&u,cy) An such
verbal phrases as "is multiplied by" or "is divided by". A special
check is made for.the. ~occurrencs -of these phrases hefere praceeding
on to the main transformation procedure. The transfermgtien of sen-
tences containing these special verbal phrases will Be discussed later.
If "is" does not appear as anp auxilisryim such a.verhal phrase, a
d aqv,“i,n;lx,ieating -the

sentence of the form "P1 is P2" is intexpxgtes
equality of the objects named by phrases Pl and P2. No equality

relation will be recognized within these phrases, even if an appro-
priate transitive verb occurs within either of them. 1If P1* and

P2% represent the srithmetic transformations of Pl apd P2, then "P1
is P2" is trgns_ﬁgtngéd into tbe‘,,&qqgﬁipnj oo

"(EQUAL Pl* P2%)",
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The. transformation of Pl and P2 to give“%ﬁem'saﬂipteipretatiOn’
in the model is performed recursively using a program eqﬁi&alent to
the table in Figure 4. . This table shows iir“fhéﬂoperators and for-
mats currently recogniZed by the STUDENT pr_ n.

easily be added to the program equivalent o£ thig table.

In performing the transformation of a phrase P, a left to

right search is made ﬁor an operator of level %§(indicated by sub~ Hliu<

scripts of "OP" and 2) If there is none, a:leftto right search ig -
made for a level 1 operator (indicated by subscripts "OP" and 1), )
and f1na11y another left ‘to ‘right seareﬂ ;s Qe,eafor an operator of
1eve1 0 (1nd1catedibyva subccript "OP" and:mo: ﬁunerlcal subscript).

The first operator found in this ordered déafch'determines the first”

step in the transformation of the phrase “Tﬁis ogerator and  its con-':‘

text are transformed as. indicated in co}aun 4 ,19..the table. If no
operator is presesit; delimiters and: nr@itl@iv“

?;an and the) are dew«"

leted, and the phrage is treated as an indivisgbke entity, a variable. .

In the example, the f1rst simple sentence 1s ;

>>>>>>

' (THE NUMBER (OF/OP) CUSTOMERS' TOM *(GETS /VERE) IS

2 (TIMES/OP 1)- THE CSUHARE /OP-1Y)-20° (PE‘RCENT/UP 2)

(OF/0P) THE NUMBER: (OF/OP) Amﬂm
- (HE/PRO)- RONS *(FERIOD/DIM))

This is of the form "P1 is P2", and is transformed to (EQUAL P1%* p2%),"

Pl is '"(THE NUMBER (OF/OP) CUSTOMERS “1OM’ (GETS/WERE))".  The occur-
rence of the verb "gets" is ignored because of the presence of the
"is" in the sentence, meaning "equals". The only operator found

is "(OF/OP)". From the table we see that if "OF" is fmmediately pre-
ceded by a number (not the word "number') it is treated as if it

were the infix "TIMES". In this case, however, "OF" is not preceded
by a number; the subscript OP, indigcating that "OF" is am operator, is
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Operator

PLUS
PLUSS
MINUS

Level

0

N

L PLMWE R oo el

P1 FLUSS P2 .
nmn o

' uwos P2

Pl MINUSS P2

T TRES P2

Pl nm P2

77 Interpritation: {n the dModel

© CRLUR PIR P2%): . - -

L mmramy
(PLUS Pl* (m m))

Coh mgﬁiﬁ s Ry

(PLUS Pl* (MINUS P2%))

. ATpms m1x x2e).

(QuoTIRNT Pi* ) '

(OIS
™

(»)

E E
A
~N N

O N O O pmm O

sl © T (bt AR ) ‘ @)
PUBQUARED - . ¢ o (EREERIER)CC o
ORI B2 Ehad *(W;RPQZ'); o
rlussrnurzA_ L l*))
Pl MR X fz © T T QUOTTRRT P (R P2)%) (@ (B
L UL PER P2 LT D (e Wi PRy SN
.. PL K.PERCERY, P2 ... . : (P1:(R/MOGY:PRIX: .. - <A A&y
. Pl K PENESS P ”o (91((100-9[1001 n)* A
mnmnmn (mnt(mrzmu)t)
omePE AR T ¢ (otus pEE pRwy

DIVFERENCE ° oD GR BESEEN ., - {PLEE PM; QEOWS #2%))

or

(a)
(»)

@
(o)

(€3]
o

r ” ; ) ‘ &
0o - iy i la‘n‘ Tl Vi ) (m_‘ ﬁ.’,j EREEE I R
Pl OF P2 (r1 OF P2)*

If Pl is a phrase, l'l-* 1néiclt;; 1;:l intcrpr-tation i.|'l’ %ﬂ;o -;dcl.
Woan two- possible contexts: sry:indicateds they aT shecked ig the order shown.
SQUARE P}-end SUM Bl ere. idiomatic shoxtenings of SQUARE.OF 21 and SUM OF P1.

* outside & parenthesiszed mom Andicates it/ the: wulgeed phrase is
to be transformed.

!/ -ul - hply mq thl Lllltund crgr,lpocu omm&uu arn mllgxwtomh

Figure 4: Operators ""‘Reé'dgn_iiéd“liz' “STUDENT




stripped away,: and the: transforhaticn process: is wepested: o the'’
phrase with "OF'" no longer -actirg ms: h opevatoti : TLrbth i depeatit:suy -
tion, no operators are £bund; and B1* i the varkable 100 oyoy sisciz o

P KRR ¥
k1Al H’;‘f

et isaps edl Gor bBegewid al
(num OF: mm M(GW R AR
sabdeupe add o of Lenosotanid ol sl
To the right of "IS" in the sentence is P2:
Uhab a0 AdAmGE Y FOQDUE TAUGD

(2 (mn:s/or 1) mn(smmns/or 1) 20 (PERCENT/OP 2) (OF/OP)
THE - NUMBER: (DF./0F)- mmsm{wm (mmn
e leey wicdd Cwold Lnodlev e bl ood el PHAGIIA [ T ()

.. The; £1m operator: foumdi in: P2 1 sh PRRCENT;  dw operator £ lewel :
2. From the taklyrin Figure 4, we: see thetithis wperetor: has. thezeffeét
of dividing the sumber: imiediately;pregedidg it dy(100s- The! TPEROENI™::
is.zemoved and the trspeformation:ds: t-ppnad on: thio remtindng: pmm
In the exsmple,: the ":..20 (szaﬂ(ﬂlmgraxy bécomed TITILUTE vd
Mt (2000€0F/OR) .. ieMizi i L0 fauil tig sr BEILEYD anotingo dmo

Continuing the transformation, the operators found are, in
order, TIMES, SQUARE, OF and OF::;Eegl./28 Wién@led es duficitiéd in
the table. The "OF" in the context "... .2000 (OF/OP) THE ...."
is treated: 2s.av.infix TIMES, whilé a¥ tHéMiKer  066GErdAGeisf "OF",
the operator mirking. is: rdiavad.:ﬁ!ﬁ‘“ﬁﬁ!ﬂlt!ﬁgﬁﬂiﬁﬁifotﬂgﬁ3éxpres-

sien for P2 TEET oo ey D RgEG oy B "“"’T") Aum)
: LT T S OGU0S. BEMTTS

(TIME 2 (EXPT (TIMES .2 (NUMBER OF ADVERTISEMENTS
(MEAPRQ) RUNS)):<2) PAHMOTRUD w0 IU@MON] THY)

The transformation of the second sentence of the example is
done in-a similar-manmer;-and: ytelds ‘checequst iome (o i - o sl nd

el crovyeien gvaled mwoda e idogg wdld gy JTaDT i

(wm. (mm OF ADVERTISEMANTS (HE/PROY RUNS) 48) -~ :iiul ar
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The third sentence is of the form "What is P12'". It starts with
a question word and:is therefore treated specially. A unique wvatiable,
a single word consisting of an X of G followed by five tntegers,
is created, and the equation (EQUAL Xnnnnn P1%) is stored. For this
example, the variable X00001 . wasg: created, and this' laét simple sen-

tence is transformed to the equation:

(EQUAL X00001 (NUMBER OF CUSTOMERS TOM (GETS/VERB))
In- addition, the created: wariable 1is: placed on ' the!1igt of variables
for which STUDENT is to find a value. Also, this vériable is stored,
paired with Pl,:the. untranaformed: right side; for:twe in printing out
the apswer. If a value is found: fer: this. variabld,:STEDENT prints the
sentence: (Pl is value) with the appropriate substitution for value.
Below we- show. the full:set bof:equations:; and:the:priated solution given
by STUDENT for the éxample: belng: congideéred.: Por- ease in solution, the-
last equations created are put first in the list’'of equatioms.

(THE EQUATIONS TO::BE SOLVED:ARE)

{EQUAL -X00001 . (NUMBER .OF : CUSTOMERS - 0M ¢GETS /VERB)))
(EQUAL. (NIMBER OF :ADVERTISEMENYS -(HE/PRO) :RONS)45)

(EQUAL (NUMBER OF CUSTOMERS TOM (GETS/VERB)) (TIMES 2 (EXPT
(TIMES .2000 (NUMBER OF ADVERTISEMENTS (HE/PRO) RUNS)) 2)))

Saten - e PETE S LT It S

(THE NUMBER OF CUSTOMERS TOM GETS I16-162) -

In the example just shown, the equality relation was: indicated by the
copula "is". 1In the problem shown below, solved by STUDENT, equality
1s indicated by the occurrence of & transieive véfd in the proper context.
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(THE PROBLEM TO BE SOLVED IS) . I R AP
(TOM HAS TWICE AS MANY FISH AS MARY HAS GUPPIES. IF MARY HAS
3 GUPPIES, WHAT IS THE NUMBER OF FEISH, TOM #AS. Q.) -

(THE EQUATIONS TO BE SOLVED ARE) .

(EQUAL‘. xoodol (nmmsn OF FISH:DOM (}IASJVERB))) : :
(EQUAL (NIMBER OF GUPRIES .(MARY/PERSQN). (HAS/VERB)) 3)

(EQUAL (NUMBER OF FISH TOM (HAS/VERE)) £TIMES 2. (mmm OF ,
GUPPIES (MARY/PERSON) (HAS/VERB))))

(THE NUMBER OF FISH TOM HAS IS 6)

SRR

The verb in this case is "has". The simple”sentence "Mary'hés"3
gupples" is transformed to the "equ1va1ent" sentence "The number of
guppies Mary has is 3" and the processing of this 1atter sentence is

done as previously discussed.

The general format for this type of sentence, and the format
of the intermediate sentence to which it is transformed is best ex-
pressed by the follow1ng METEOR rule o o

(* ($($1/VERB) ($1/NUMBER) §) (THE NUMBER OF 4 }1'2ii\sv 3 *)

This rule may be read: anything (a subject)yfolloWEd’b;ne'werb;fole |
lowed by a number followed by anythlng (the unit) 1is transformed to

a sentence starting with "THE NUMBER OF" followed by the unlt, fol-
lowed by the subject and the verb, followed by "IS" end then the
number. In "Mary has 3 guppies" the subject is "Hary", the verb "has"

and the units "guppies'". Similarly, the sentence "The witches of

63




Firth brew 3 magic potions" would be tranéfofmed to =

ety T okl il - PR S
o ool ik ohd TR

u LR 5 \! W

"Thé fumbét of wWaglc potiohs the ‘witélies ‘6f Firth brew is 3."

In addition to a declaration of nimber, 'a single-object tran-
sitive verb may be uaed in a comparative structure, such ag exhibited

)

The METEOR rule Which sivestheeffec
type bf sentence structure gs: 1 7 o0 100

(* (§ ($1/VERB) § AS MANY § AS § ($1/VERB) 3

(THE NUHBER OF 61218 3 THE NUHBER OF 10 8 9) %)
For the example, the transformed sentence is:

"The number of fish Tom has is twice the:number of,guppies:
" Mary has! ’ i ' '

Transformation of new sentence formata to formats previously
"understood" by the program can he easily added to the program, thus “
extending the subset of English "understood" hy STUDENT In the pro-
cessing that actually takes place within STUDENT the intermediate “
santences shown never exist. It was eaaier to go directly to the
model from the format, utilizing aubroutinea previously defined in

terms of the semantics of the model.

The word "is" indicates equality only if it is not used as
an auxiliary. The example below ahows how verbal phraaes containing
"is", such as "is multiglied by",‘and "ia increased by" are handled

in the transformation.‘
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(THE PROBLEM TO BE SOLVED I8) =~ ™
o «-(A m IS mmm Bt G'Aij I' Is n’ SED BY 44.

(THE EQUATIONS TO BE SOLVED ARE) =~ - =
(EQUAL X00001 (NUMBER)) ~ =~ =~ ;
- (EQUAL (PLUS' (TIMES (NUMBER) 6) 44) ee)

(THE NUMBER 1S 4)

The sentence "A number is multiplied by 6" only indicates that
two objects in the model are related multiplicatively, und does ﬁot
indicate expli€itly any eéquality relation. The ‘interpretation of
this sentence in the model is the prefix ubtution product‘ h

H RS

(TIMES (NUMBER) 6)

This latter phrase is stored in a temporary location for possible

later reférence: In this probiem, it'is referenced ‘in the hext sem-
tence, with the phrase '"THIS PRODUCT". ‘The important ‘word in this last
phrase is "FHIS" — STUBENT ignores &1l other words {n a variable cén-
taining the key word "THISY. The'lastﬁtemﬁbrarily'stdfed phrase is
substituted for the phirdse containing "MHIS". ‘Thus, the first three
sentences in the problem shown above yield only ‘one equation, after
two substitutions for "this'" phrases. The last sentence "Find the
number.* is transformed as if i¢ were “What is the numbet Q." '

and yields the first equation shown. R

The word "this'" may occur in a context ‘where it is not
referring to a previcusly stored phrase. Below is an example of

e

such a corntext. ' Rt
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(THE PROBLEM TO BE SOLVED 1IS)..
. (THE PRICE OF A RADIO IS 69.70 mms IF. THIS PRICE IS
15 PERCENT LESS THAN THE MARKED PRICE, FIND:THE MARKED PRICE.)

(THE EQUATIONS TO BE SOLVED. ARE) .-

(EQUAL X00001 (MARKED PRICE)).- G
(EQUAL (PRIGE OF RADIO): (m ,8169 (HAWD PRICE)))
(EQUAL (PRICE OF RADIO) (TIMES 69.70 (DOLLARS)))

s T
ALY

(THE MARKED PRICE IS 82 DOLLARS)

In such contexts, the phrase containing !'THIS" is.replaced by the: lefit
half of the“1ast,equationwereated.,vIn,this;@xggpke» STUDENT  breaks

the last sentence into fwo.simple sentences,. deleting the "IF".. Then
the phrase "THIS PRICE" is replaced by the variable "PRICE OF RADIO",
which is the left half of the previous equations . . -

This problem illustrates two, other featuyres of the. STUDENT pro-
gram. The first is the action of the couwplex operater "pergest less -
than". It causes the number immediately preceding it, i.e., 15,
to Be subtracted from 100, this result divided;by 100, to give .85
(printed as .8499 due to a rounding.error in floating:point conversion) .
Then thig operator becomes the infix operator 'TIMES". . This is in- -
dicatedwin the table in Figure4 .

This problem also illustrates how units such as "dellars" are
handled by the STUDENT prograﬁ. Any word .which . .immediately follows a
number is labeled as a special type of variable called a unit. A
number followed by a unit is treated in :the equation .as:a product of
the number and the unit, e.g.,'69.70 DOLLARS'..becomes '(TIMES
69.70 (DOLLARS))". Units are treated as special variables in solving
the set of equations; a unit may appear in the answer though other

variables cannot. If the value for a variable found by the solver is
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the product of a number and a unit, STUDENT concatenates the number
and the unit. For example, the solution for "(MARKED PRICE)" in =
the problem above was (TIMES 82 (DOLLARS)) and STUDENT printed out:

(THE MARKED PRICE IS 82 DOLLARS)

There is an exception to the fact that any unlt may appear in

the answer, as illustrated in the problem below.

(THE PROBLEM TO BE SOLVED IS)
(IF 1. SPAN EQUALS 9 INGHES, AND:l PATHOM EQUALS 6 FEET,
HOW MANY SPANS EQUALS 1 EATHOM Q.)

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (TIMES l(EATHOHs)))

(EQUAL (TIMES 1(FATHOMS)) (TIMES 6 (FEET)))
, (EQUAL (TIMES 1 (SPANS)) (TIHES 9 (IRCHES)))

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

(USING THE FOLLOWING KNOWN RELATIONSHIPS)
((EQUAL (TIMES 1 (YARDS)) (TIMES 3 (FEET))) (EQUAL (TIMES 1
(FEET)) (TIMES 12 (INCHES))))

(1 FATHOM IS 8 SPANS)
If the unit of the answer is specified, in this problem by the phrase
"how many spans' — then only that unit, in this problem "spans',
may appear in the answer. Without this restriction, STUBENT would -

blithely answer this problem with "( 1 FATHOM IS 1 FATHOM)'".

In the transformation from the English statement of the problem
to the equations, "9 INCHES" became (TIMES 9 (INCHES)). However,
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"1 FATHOM" became '"(TIMES 1 ﬁF%T§9§S))"- _The plural form for fathom
has been used. inatead of the singular form. SEUDENT always uses the o
plural form if known, to emsure that all unita agpear in only one
form. Since '"fathom" and "fathoms' are different, if both were used
STUDENT would treat them as distino&,,untelggeitugigatﬁ;gge plural

. form is part of the global information that oan be made‘anailable

to STUDENT, and the plural form .of a word is sub%tituted for any
singular form appearing after,"l" in any ghrase. ?Ine?inveree opera-

tion is carried out for correct printout of the solution.

Notice that the!? infonmatian gtven in thenpﬁobUGM'was insufficient
to allow solution of the set of equations to be aolved Tﬁerefore,
STUDENT looked in its glossary for information concerning each of the
units in this set of equations. It”found the relationéhipw”l foot
equals 12 inches." and "1 yard equals 3 feet." ﬁsing only the first

g then aﬁfe €o solve the

fact, and the equation it implies,
problem. Thus, in certain cases where a proﬁlem fs nOt analxtic,
in the sense that it does ~not contain, explic1tly stated, all the
information needed for its solution, STﬂﬂENf is aﬁle to draw on a
body of facts, picking out relevant ones, and use them to obtain a
solution. LU A e s BT

In certain problems, the transformation process does not yield
a set of solvable equations. However, withifi-thisisét Jf equations
there exists a pair of variables (or more than one pair) such that
the two variables are only "slightly differemt";-snd:reslly mname the
same objeet in the model. When a set of ‘equations ‘is unselvable, -
STUDENT ‘searches for relevant global equstions. Fmraddition; it - ..
uses several hegrisdtic .techhiqueés fon”idﬁnwifying:Qwoiﬂtlightly
different" variables in the equations. The problem below illustrates
the ‘identification of two wvariables where:-in omé rvariable :a pronoun

has been :substituted for a nounm plirase. in:the sthi¢r variable. This & -~




identifjcation is made by checking,all,vgrg.gplgq @pearing .peforeone
containing the pronoun, and finding.ogye ﬁéigh i,sq:ljﬂggt}ca], ta. t;his g
pronoun phrase, with a. substitution of a atring gf apy;lensth for- i
the pronoun.

(THE PROBLEM TO BE sowgn &S};
: 05 J,ogz,} nALF OF THE

._§P§E‘.,,; ) Ve Is
- ae W ey ” Aiae ey ity s £ { MBE.L

(THE EQUATIONS TO BE SOLVED ARE)

(EQUAL X00001 (NUMBER:-OR-SGLDIESRSCTTREP/¥AUY  (RAVE/VERB)))
. ¢RQUAL- {NUMBER OP m‘ (mﬂ PPRDYCHA ‘vt?g,m);‘am ) '
(EQUAL (NUMBER OF somﬁxé h’g 1A m(’%ﬁ ﬁlvxiﬁ)) (mms .5000
- CNUNBER"OF GUNS" CYREUTIN0) CRAVEJVERK))FIC) Tou i)

((fd'{t

x .,;.

THE' EQUATIONS WERE  TH$VRR1G

CASSTRETNG, TRAT), . |
(e e Sovtkns” thumd Wil &

(NUMBER OF SOLDIERS RUSSIANS (RAV!/VBIB)))
A S “*(}JG-‘ EHY onTE )

If two variables match in this fashion, STUDENT assumes the :two
CAUT »”“
variables are gqual, Prints oyt 4 stakqmept Gf;f

skt eal QQ“’ as
shown, and 'adds an equation expressing this eqn&}iﬁ.yﬁgg,qbeget
to be 301’&6&4 "Thii!sd&iiﬁioﬁi ptdd&duﬂéi‘ii’}tﬁlﬁlitaalﬁ,ﬂiiuﬁi?‘i&ﬁis
additional equzéi)ég\. in the éxampie, tﬁe ala itigﬁa;heéﬁgtio; was

sufficient to allow determination of the solution.
3 i PUOJIAD Y0 HIEY

RRCICT SO B B 0 N SN
) ?.T ,fi{}’f:'j,lf_ "-’L'f




‘The-éxample below is again a "non-analytie" problem. The first
set of equations developed by STUBENT 1s tfsoYvablé. ‘Therefore,
STUDENT tries to find some relevant ‘equations in its store of glo-

bal information.

~ (THE PROBLEM TO BE SOLVED 18) =~ ' =
 (THE GAS éommmormw;g ‘15 MI
| THE DYSYANCE BEWH ﬁﬁsmxﬂbﬁﬁ' YORK
WHAT IS THE NOMBRR OF GALE
BETWEEN NEW YORK AND BOSTON Q.)

LLON .
LES .

- (THE EQUATTIONS TO BE SOLVED ARE)::

. (BQUAL %00001 (NUMBER:-OF :GALLONS OF GAS:U/SED ON TRIP
‘BE'I‘WEEN NEW YORK AND nosmu))

 (EQUAL (nxswms BRIWEEN - maw ﬂ!D m 'zom (:mﬂzs
250 (MILES)))

(EQUAL (GAS CONSUMPTION QF MY CAR) (QUOTIENT (mms
15 (MILES)) (TIMES 1’ (CALLONS)Y))"

THE EQUATIONS WERE INSUFFICIENT TO FIND' A SOLUTION

(USING THE FOLLOWING KNOWN RELATIONSHIPS)

( (EQUAL msm TIMES (SPEED) (TIME EQUAL (DISTANCE)
(TIMES (( GXS* UihéiON) “{NDMBRR-DF GXL !5%@01‘ "GAS USED))))

(ASSUMING THAT)
((DISTANCE) IS EQUAL TO (DISTANCE BETWEEN BOSTON AND NEW
~ YORK)) |

(ASSUMING 'fHAT)
- ((CAS CONSUMPTION) IS EQUAL m (GAS coﬁsmnon or MY CAR))

 [ASSUMING THAT)" |
- ((NUMBER QF GALLONS OF GAS usan) IS EQUAL 0 (NIMBER OF
GALLONS OF GAS USED ON TRIP BEIWEEN NEW YORK AND BOSTON))

(THE NUMBER OF GALLONS OF GAS USED ON A TRIP BETWEEN
NEW YORK AND BOSTON IS 16.66 GALLONS)

It uses the first word of each variable string as a key to its
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glossary.  The ome exception to this rule is that.the words 'number

of' are ignored if they. are the first tvo: words ef a.yariable string, ::

Thus, in this problem,. STUDENT. retrieved equations.which:were stored. -
under the key words digtance, - 2allons, gas, and miles, Two facts .-
about distancsjhad,beenhatdiaéxaarlieggg.?dis;apcgheguais speed times
time" and. "distance equals gas consumption times. sumber of gallons = . .
of gas used'". The equations implicit in these sentences were stored...
and retrieved now — as possibly useful for the solution of this

problem. In fact, only the second is relevant.

Before any attempt.is made to solve this:avgmented set of

equations, the variabies;in;che‘augmgp;gdwgg;bageqmqtgped,zto identi- .

fy "slightly different! variables which:refer-to.the ssme object in.
the model. In this example "(DISTANCE)",''(GAS GONSUMBTION)" and.
"(NUMBER OF GALLONS OF GAS USED)", are .all.ideotified with "similar"
variables. The following conditions must be satisfied for this type

of identification of variables Pl;gndtvggu nEfy

. _A.\m)

1) Pl must qppear later in &heﬁnxnblengthgn P2.

2) Pl is completely cortziféd ' th Pi‘in“tﬁe“ﬁénSé“that Pl
is a contiguous substring within P2.

This identificatien reflects:a synea;cic‘phénomgnqnwwhere a
truncated phrase, with ope:.or more modifying;pkrases drgpped, is
often used in place of the original phrase. For exaﬁﬁféj“{fythe phrase
"the length of a rectangle has occurred, thé phrase athe 1ength"
may be used to mean the same thing. This type of identiflcatlon is

distinct from that made using pronoun substitution, =

In the example above, a stored schema was used by identifying
the varlables in the schema with the variables tha? occur 1n the prob-

lem. Thls problem is solvable because the key phrases "dlstance"

Ygas consumptlon" and "number of gallons of gas used" accur as
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substrings ofttkeﬂviflableé ih the problem. 'Siiée’ STUDENT identi-

fieé' ench: generic key phresé of ‘the’ sthemd with’ a'patticular-vari=’
able of the problem; any schema cari be used/ ¥8Iy orige d87a problém.
Because STUDENT handles schema:in m@»@m aakhibn’ it ¢apnot’ '
solve problems in which 'a telationship’ such” s’ ¥distante equals '~

speed times time' isinéeded fo¥ two: diTT%r%h& valleg 3 distance"

speed; and timeé. el m e b it snnbienps T A
.. L ; 20N B o ‘i s
: beer oy ! o

E. Possible Idiomatic Substitutions.

There are soive phrasésiwhich have a dual’ ch#Fiéter; depending
on the context. ‘1n'the"ekaibple below; the 'phrase 'peiimeter of-a" '’
rectangle” becomes a variable with-nd/refereaéevto’its meaning, or -
definition; in tétms o€ ¢he length andwidth of%ﬁh&«“réﬁéangle.‘

This definition:is uaneededbfor Bolation, 13l 74D TG ZUfai o oo s

t

(THE PROBLEM TO BE SQLVED¥S)“ el
(msmormrxmmoraucnmxmmzrmmx
OF A TRIANGLE IS 24 INCHES. IF THE PERIMETER OF THE RECTANGLE
Ismmm:!ﬁlorm»mmismn

~Pm°rmm&) Siaalemes =iy (4
(THE EQUATIONS TO BE SOLVED ARE)
' (RQUAL-X0000% : (PERIMETER OF TREANGEE)) - :
. (BQUAL" (mmm Es) mcmm.zﬁ fmm g’ emm'm‘n or
.. . TRIANGEE))) . T £0 8Ll

_f_,cmm (PLUS. smgwm 0F RECTANGLE). &mwmfoz TRIANGLE)
TDIES 24 (m ) )

(THE PERIMETER OF THE TRIANGLE IS 8 INCHES)

G Srres i

However, tﬁe following problem is stat;ed fﬁ te;ﬁs of the peri- '
meter, length and width of the rectangle. Heogfgming the English into

O 51 Frpvin
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" (THE :PROBLEM TO- 8E SOLVED 15) -

(THE LENGTH OF A BECTANGLE 1S 8 INCHES o
OF ‘THE RECYANGLE . ONE ‘HALF OF THE PEN ﬁuigfugus!i;gil!e1iudlt»a &
IS 18 INCHES . FIND THE LENGTH AND THE WIPTH OF THE RECTANGLE

. LR THRI04

(THE EQUArlons T BE SOLVED ARE)
(EQUAL 602516 (wloru oF RECTANGLE))
(EQUAL 602515 (LEN@TH))

(EQUAL (TIMES ;.sooo (renlueren oF RECTANGLE)) (Tlu:s 1s (lncues))) 77,

‘ 367 ;z 5 :‘-.',

Vf(EQUAL (LENGTH OF RECTANGLE) (PLUS (TIHES . (l“ﬂﬂl‘)) (HIDTN '

OF RECTANGKE))) Lnatost oail

™E EQUATIONS ﬂERE lNSUFFlClENT T0 FIND A SOLUTIOH o

(USING THE FOLLOWING KNOWN RELATIONSHIPS)
(CEQUAL (TLMES:} (FEET)) (TINES 12 (IMGHES)))) .

(ASSUMING THAT) . . . T T T
((LGcfz) lgAEQUlL YO (LENGTH OF RECTANGLE))

THE EQUATIONS WERE lusurrlccenr‘fo FIND A’ tdtvttod

N 4

TRY ING POSSIBLE 1DIOMS. G e

(THE PROBLEM WITH AN IDIOMATIC SUBSTUTION IS)

(THE LENGTH OF A RECTANGLE IS 8 INCHES MORE THAN “TME WiOTH

OF THE RECTANGLE . ONE HALF OF TWICE THE SUM OF THE LENGTH
AND WIDTH OF THE RECTANGLE 15 18 INCHES . Ftua THE LENGTH AND
THE WIDTH QF THE RECTANGLE .) Lo o

rereg |

A rrep ad R

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL GOZSII (NIDTH OF RECTANGLE))
(EQUAL 602517 (LENGTH))

(EQUAL (TIMES (TIMES .5000 2) (PLUS (LENGTH) (WIDTH OF RECTANGLE)))

(TIMES 18 (INCHES)))

(EQUAL (LENGTH.OF RECTANGLE) (PLYS (TIMES 8- (INCHESI) AWIDTH
OF RECTANGLE)))

. v,,:"")”:‘fli't';m:__; SERR LTI 7:*4_»;‘

THE EQUATIONS WERE INSUFFICLENT TO.FEND: A° SOLUTION: > .. . 0ile 4o

(USING THE FOLLQWING KNOWN RELATIONSHIRS) - i SF
(CEQUAL (‘NMES (FEET)) (TIHES 12 (IHCHES))))

(ASSUMING THAT)
(C(LENGTH) . IS EQUAL TO {LENGTHIQF RECTANGLE)) -

(THE LENGTH 1S 13 INCHES)
(THE WIDTH OF THE RECTANGLE Is s INCHES)
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equations is not sufficient for solution.; Netther retrieving and us-
ing an equationsgheut "xnehesﬂ -the unit Ln the problemf nor identi-
fying "length" with a longer phrase serve to ‘make the problem sol-
vable. Therefore, STUDENT looks in its dictionary of possible idioms,
and finds one which it can try in the problem.‘ STUDENT actually

had two possible idiomatic substitutions which it could have made

for ' perimeter of‘a reftangle"'“ one wasiin terms of the length and
width of the rectangle and the other was in terms of the shortest and
longest sides of the rectangle. When there are two possiblé~subst1tu-
tions for a given phrase, .one is tried first, namely the one STUDENT
has been told about most recently. In this problem, the correct one
was fortunately first. If! the~ocher had ‘Bebn first, the réviged
problem would not have been any more salvable than the priginal;’

and eventually the se°Q94*§¢9???§§)-sﬁbétét?t§9nuwoﬁ;§ have .

been made. Only one non-man&atory idiomatic substitution is ever
made at one time, although the substitution is made’ for all oceur-

. S e

rences of the phrase chosen. .

In this problem, the idiomatic substitution made allows the
problem to be solved, after identification of the variables "length"
and "length of rectangle'. The retrieved equation about inches was
not needed. However, its presence in the set of equations “to be

solved did not sidetrack the solver in any way.

This use of:possible, but non-mandatory idiomatic substitutions
can also be used to give STUDENT a way to solve problenswin.which two
phrases denoting one particular‘variable‘aré°qu£te different. For
 example, the phrase, "students who passed,the a&miSaiens test" and

"successful candidates" might be descrlbing the same set of people.
However, since STUDENT knows:nothing of the:"real vofld" and its -
value system for success, it would never identiﬁy‘thesevtwo:phrases.

However, if told that'"successful candidates" sometime means "students
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who passed the admissions test", it would be ablé td solve @ problem
using these two phrases to identify the e Vir'fabte g pos-'

sible idiomatic substitutions serve the dual purpose of providing ten-

:::::

SRR YL »“::{’,’;

mous phrases

F. Special Heuristics.

The methods thus far disciussed have beéen’ applicable to the
entire range of algebra problems. However, for special dlasses of
problems, additional heuristics may be used which are needed for
members of the cldss, but not ‘applicable ‘to ofher prdblems. YA
example is thie cldss of age problems, as typiff@d‘by ‘the prdblem

TP LW iy 4 i@ el VL ST 2

below.

(THE PROBLEM TO BE SOLVED 18) "~ =~ =~ =~ = = %
{BELL S~EAE!ﬂﬂk§iJnuﬂﬁiIﬁilnﬁﬂﬂbdﬁbiﬂﬂiqu&:llﬁk.stARHERu 20
YEARS FROM NOW BILL S FATHER _BE 3 TIMES AS OLD AS BILL. .,
THE 'StM O ’THEIR AGBS TB 'ﬁ&%L‘% b

(EE- 24 3\« SRR RER ]

2

(EQUAL xoooo1 ((BILL / Pngson) s AGE))

S8 r("i

(EQUAL<LPLDS ((BILL / PERSON. )‘sﬁ FA s{ UNCLE
/ PERSON) 5 ‘AGE) (PLUS" tRsp ?éﬁs§§¥§h gﬁgggg)/ Q‘ 1)
S AGE) ((BILL / PERSON) S AGE))) 92) L

(EQUAL (PLUS ((BILL / PERSON) S (FATHER / PERSON) S AGE) 2)
(TIMES 3 (PLUS ((BILL / PERSON) S AGE 7,mg)) -

(BILL S AGE IS 8)

Before the age problem heurlstlcs are ueed, 8 p;eblem must be
1dent1f1ed as belonging to that class of problems.ggglqugl,igepglfles
age problems by any occurrence of one of,the folloq;ng!phraseq,j"as old.
as", 'years old" and "a ge" Thls 1dentificetion is, made immediately

after all words are 1ooked up in the dictzonary and tagged by function.
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After the special heyristics are used the .modified problem is trans-
formed to equations as. described previously.

The need for apecial pethpdshfor;age problems arisea’beeauSe ‘
of the conventions used for denoting the variables, all of which are
ages. The word age is usually not used explicitly, but is implicit

in such phrases as "as old as'". People's names are used where their
ages are really the implicit variables. In the example, for instance,

the phraserﬁnilllsxfather'sAunplg:iis_qggdhiqstgad“ﬁﬁ}ﬁhﬁ:}hrasel
"Bill's fatherﬂs‘unelefs age".

STUDENT uses a special heuristic to make all these ages ex-::
plicit. Tq do this,_it must knpw whieh mords are_"persqn words" and
therefore, may be associated with an age. For this problem STUDENT
has been told that Bill, father, and 2&2&2 are person words. They
can be seen tagged as such in the equatigns.. The " " following a
word: is: thHa: BIEHIBIE’nﬁptaientaﬁiunufanuﬁbﬂﬂildivu, usedéinb£23d of
"apostrophe'- d" for pro&ramming convenienge i:~, ' 1

"S AGE" after every person word not followed by a "s" (because this

"S" indicates that the person word is‘being used in a ﬁosaessive
sense, not as an independent age variable) i&hus, as indicated
the phirase "BILL 5 FA) 8 wqw:' 'mms hm;s_ meE s
AGE"

o

In addition to changing pk¥ases‘namiﬁg’pédpié to onés;naming
ages, STUDENT makes certain special idiomatic substitutions. For
the phrase "their ages", STUDENT substitutes & confunction of.all
the age variables encountered in the problem. In the example, for
"THEIK ‘AGES™ STUDERT substitutea "BILL' S FATHER '§ UNCLE S AGE AND
BILL' S FATHER S AGE AND HTiL' s AGﬁ" * e phrases'“as old as" and
"years ola" are’ ‘the#l’ deleted as dummy phrases not having any meaning,’
and "will be" and "was"’are changed to "id" There is no need to'
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preserve the tense of the copula, 'aimdthe»egerreiﬂggm future or
past tense is préﬁ“ervé& i fucﬁ prefixﬁpﬂr%es;ﬁ*ﬁ yeaj

r "3 years ago"

. . N ,::.v,_. R TR
) i -

The remaining special age problem heuristics are used to process

the phrases "in 2 years", "5 years ago" an 1 "now"A '(hxeqphrase "2
AT SR I

years from now is transformed to "'in 2 years" beforé Processing.

These three time phrases may occur imediate];y @ﬂtgr th’ﬂ mrd "age",
(e.g+y "Bill's age 3 years ago'") or st m,m&nMIof ehe:aentence.

If a time phrase occurs at the begiﬂning of the é:é\{l‘ééﬁcé it “{mplic-
itly modifies all ages mentioned in the sentence, except those
followed by their own time phrase. For example, “It‘% §e§%‘j’3111's
father's age will be 3 times Bill's age" is equivalent to '"Bill's
father's age in 2 years witl be 3 timés “BLfi*s age #n 2 Véars™’ How-
ever, "3 years ago Mary's age wés 2 ‘times Ana''s' dfe now"™ ‘i ‘équivalént
to "Mary's age 3 yéars égo was 2 tiifies ‘Ann*# ‘age nov*. ‘THus prefix
time phrases are handled by dtétf’i;but’fx‘& thaﬁ ove)r ali ages‘ hot e
modified by 'arother time phrase. =7 onle s sd afuoe’ o

“After theseé prefix phrases Wave been distribated. each time
phras’é" is t*z"am‘s I'af:ed ‘éﬁﬁ‘t‘éﬁ?ﬁt’?ﬂ"}v; . 'ﬁi"e ‘—bhr‘fﬁé ":61&- Esggiéhfsﬁ é‘a”iils ag o
to be subtracted from the age prece&ing’ this phrase. " Ite w::rd “now" 1
is deletéd. =~ 7 e gn e ot e R g )

SUHE AR D x4 st

Only the special heuristics described thus far were mecdssary to
solve the first age problem. The second age problem, given below,
requires one additional heuristic not previously mntioned. This
is a substitution for the phrase "was when" which g tl—y des.
couples the two facts ‘Combined i the “Ffrst sedCindd. @ For "was *
when", STUDENT ‘subét itutes "“was K yea¥¥ ‘ago . ¥ yei‘r‘a maigb" Whé‘re
K is a new variable creéted for th‘t’s‘“ ﬁtx‘l’p&ﬁe. puirais of oldariiiod

et P ARSI -u RS S S RN LE: s IRHETI
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(THE PROBLEM TO BE SOLVED IS)

(MARY IS TWICE AS QLD AS ANN WAS WHEN ngx WAS AS OLD AS ANN
IS NOW . IF MARY IS 24 YEARS OLD, HOW OLD IS ANN Q )

(THE EQUATIONS TO BE SOLVED ARE)
(EQUAL x00008 ((ANN / PERSON) S AGE))
(EQUAL (( MARY / PERSON) s AGE) 24)

‘(EQUAL (PLUS ( (MARY / PERSON) S AGE) (MINUS (X00007))) ((ANNV
/ PERSON) S AGE)) =~

" (EQUAL ((MARY / PERSON) S AGE) (ms 2 (PLUS (CANN / PERSON)
S AGR) (MINUS (X00007)))))

(ANN S AGE IS 18)

In the example, the first sentence becomes. the two sentences:
"Mary is twice as old as Ann X00007 years ago. X00007 years ago
Mary was as old as Ann is now." 5Ihe§g?tgpaggcurrgnqeq,of time
phrases are handled as discyssed previously., Similarly the phrase

"will be when" would be transformed to "in K vears . In K years',

These decoupling heuristics are useful not only for the STUDENT
program but for people .trying to solve age problems. 7ihe classic age
problem about Mary and Ann, given, above, took an . MIT graduate student
over 5 minutes to solve because he didan; know thig heuristic. With
the heuristic he was able to set ﬁp the appropriate equations much
more rapidly. As a crude measure of STUDENT's relative speed, note

that STUDENT took less than one minute to .solve this problem.

o

G. When All Else Fails. o o
For all the problems discussed thus far, STUDENT was able to

find a solution eventually. In some casesﬁipowevexwupeggssagygglo-
bal information is missing from its store of information, or vari-

ables which name the same object cannot be identified by the heuris-
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tics of the -program. Whenever STUDENT canmot fimd a solution for any
reason, :it tuvrns to the questiomer for help. As}ig;the-h;obkem,~.
below, it prints out "(BQ YOU KNOW ANY MORE RELATIONSHIPS BETWEEN
THESE VARIABLES)' .fellowed by.a list ofithe wariables .in.the problem.
The questioner can answer '"yes'" or "no'". If he says "yes",

STUDENT -says "TELL ME", and the questioner can append another sen-
tence to the statement of ‘the problem.

(THE -PROBLEM TO BE SOLVED. IS) ,

(THE GROSS WEIGHT OF A SHIP IS 20000 TONS . IF ITS NET
WEIGHT IS 15060 ‘I'ONS , “wmu: is’ 'rmz wnmwor 'rﬁz snzrs
CARGO Q.). - . S e e e

THE EQUATIONS WERE INSUFFICIENT TO FIND A SOLUTION

TRYING POSSIBLE vxnma':s‘

(DO YOU KNOW ANY MORE marmﬂsuﬁs msne Tﬁnsn VARIABLES)
(GROSS WEIGHT OF snir) :
(TONS) :
(ITS NET WEIGHT) T
(WEIGHT OF SHIPS CARGO)

v 'I A

yes
TELL ME

(the weight of a ships cargo is the difference between
the gross weight and the net welght)
THE EQUATIONS WERE INSUFFICIENT TU Flﬂn A SOLUTION

(ASSUMING THAT)
((NET WEIGHT) IS EQUAL TO (ITS NET WEIGHT))

(ASSUMING THAT)
((GROSS WEIGHT) IS EQUAL TO (GROSS WEIGHT OF S$HIP))

(THE WEIGHT OF THE SHIPS CARGO IS 5000 TONS)
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In this problem, the addfitional information typed inm:(in lower -
case letters) wis sufficient to solve the preblem. ‘If:it/was dot, . -
the question would e repested ‘wiitil the''qudstionier satd 'no%; or
provides safficiént -tnformatior for solutfon of the problem. ' '. 74y .

" In'the probiem below; ‘the solutidn. te the“sétiof equa-77'
tions involves solving a quadratic=équdei§nyﬁﬁhichiilﬂbéydndJﬁhe*
mathematical ability of the present STUDENT system. Note that in
this case STUDENT reports that the equations were unsolvable, not
-~ simply 1nsufficient for solution.™" Sm itii@ uqudltslid{litional
informatien from therquescioncr.i In che ;xqppié, tﬁg ugéi}éner says
"no", and STUDENT states that "I CANT SOLVE THIS PROBLEM" and terminates.

(THE PROBLEM TO BE SOLVED IS)
(THE SQUARE OF THE DIFFRRNWCE BRIVEEN.THE NIMBER OF
APPLES AND THE NUMBER OF ORANGES O TAE TABLE IS EQUAL
™ 9 . ummorarrusrs7 , FIND THE NUMBER
. OFORANGES.ON, THE: TABEE ) o
(THE EQUATIONS TO BE SOLVER. ,u;;)T
(EQUAL GO2515 (NUMBER OF ORANGES ON msm))
(EQUAL (NUMBER OF APPLES) 7) . . . -

(EQUAL (EXPT (PLUS ( . QF. urwsa (Hmus (NUMBER
OF ORANGES ON TABLE)) ) 2y 9)

UNABLE TO SOLVE THIS SET OF EQUATIONS

TRYTHG. POSSIBLE. In;u;us U

ot

(D0 YOU mmw ANY MORE RELATIONSHIPS Auonc THESE
VARTABLEE) = " VHTDUTIIS L Gn@u T oL o
(NUMBER OF APPLES) L
(NUMBER OF ORANGES' ON TABLE)

RO ga o TADST B

I CANT SOLVE THIS PROBLEM




H. Summary.of the: T Sk of ; .
The subset.of English,understandable by srupxur is built

around a core of,sentence.and,phrase;fggmatt, yhdch;can be-txaggigrmedn

into expressions in the STUPENT.deductive.model. .Om this basic .

core is built a larger set of formats. Each of these are first .trans~ -
formed into a string built on formats in this basic set and then this
string is transformed inte an expression.in the deductive model, :For
example; .the format (§.IS:EQUAL TO.§) is changed te the basic for- .

mat ($ IS §), and the phrase "IS CONSEGUTIVE.TO' is.¢hanged to . -
"IS 1 PLUS". The.constructions discussed garlier inyolvingﬁsingle
object transitive verbs could have been hamdled.this. way, theugh ... .

for programming convenience they were.mot.. -« .. ... . ... e

The complete list of the basic formats.accepted by the present
STUDENT system can be determined. by exsminipg.(in..the pregram-iist-
ing in the Appendix) the rules from the one labeled OPFORM to the one
labeled QSET. The MEYEOR tules of the STUDENT ‘ftogram’precfsely
specify the acceptable formats, and their transiatgpnsftovthe model,

but I shall try to summarize the basic and extended formats here.

vu\ ' s

Implicitly assumed in the syntax is that any operator appears only
within one of the contexts specified in the~taBle-§i¢éﬁ“1ﬁ“ﬁhapter II,
and only the operators given in the table appear. The listing of
STUDENT starting at the rule labeled IDIOMS glves translations of

s T
LR SRR S

additonal operators to those in the table._‘d

The basic llnguistic form which is transformed 1nto an
equatlon is one containlng "is" as a copula.; The phrases»"is equal L
to" and "equals" are both changed to the copulavﬁis"“i The» o
auxiliary verbal constructions Mg multiplied by", "is d1v1ded by"
and "is 1ncreased by" are also acceptable as prlncipal verbs in a
sentence. As discussed in deta11 earller, a sentence with no -

e ?"'

occurrence of "ig'" can have as a main verb a transitive verb immedi-
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ately followed by a number. This number mudt bé an:element of the
phrase which is the direct object of the verb, as i "Mary‘has

three guppies'. This type of transitive verb can also have a compera-:
tive strueture as direct- object; e.g.,“Hery ‘has twice as many

uh i SR

guppies as Tom has fish". ' : j e L

"This eompletes the repertoire of ‘déclarative sentence formats.
Any numbeir of declarative sentences may bé conjéined, with ";and"
between each pair, to form a new (complex) declarativé sentence.
A declarative sentence (even a complex declarative):ican be made
a presuppesition ' for a question by preceding~it ﬁith "IF" and fol-

lowing it with a comma and the question.”

Questions, that is, requests for information from STUDENT, will
be understood if they match any of the- patterns°‘J‘

(WHAT ARE,$ AND.§) (WHAT is $).

2 (FIND ‘$ AND ‘%) (PIND $) '~
(oW MANY $ DO $ HAVE) | (HOW MANY $ DOES $ HAVE)

(HOW MANY $1 IS §)

This completes the summary of the set of input formats present-_
ly understood by STUDENT. This set can be enlarged in two distinct
ways. One is to enlarge the set of basic formats, using standard
subroutines to aid in defining, for each new basic format, its inter-
pretation in the deductive model. The othet method of extending the
range of STUDENT input is to define transformations from new input
formats to previously understood basxc or extension formats. In the
next chapter we discuss how this latter type of extension can be
performed at run time, using the STUDENT global information storage
facility. A combination of English and MET!OR elementary pattern
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elements can be used to define the inpet format .and transformation. . = -

Even if a story problem-is:stated within -the subset :0f English
acceptable to STUDENT, this is.not a guarantee -that this ;problem can-
be solved by STUDENT (assumingcit to be solvable)s .Two phrases des< -
cribing ;the object must :be at worst .only "alightly different" by
the criteris prescribed earlier:.. Appropriate global informatton . -
must be available to .STUDENT, and the algebra involved sust not .ex+ -
ceed -the abilities of the solver. Howewver, .though wmogt algebra story
problems found in the. standard texts -cannot be-salved by STUBENT exacttly
as written, the author ‘has uswally been ahle.to £ind some (pacaphrase ...
of almost all such problems, which.is -S0lvahle by .STUDENT. :-Appendix D:-
contains a fair sample of the range of problems that can be handled
by the STUDENT system.. ... ..., . . BT RVY: R

1. Limitatiggns Subgedt: En. o
- The-technigues presented. in ‘this; Mn iave gemeral and can

be used to enable.a computer program to iaccept -and modérstand a

fairly extensive subset of English for a fixed semantic base. How+

ever, the current STUDENT system is experimental and has a number of

STUDENT's interpretation of the imput.:i# based on format .0 ., Vo

matching. - If each format is used to expresa the: meaning understood : - ..
by STUDENT, no misimterpretation will occur. . Howevdr, these foxmats .
occur. in English discourse even in algebra story problems, in: semantic: .

‘'mats. For example, a sentence matching the format "($ ,AND $H"

is always interpreted by STIDENT as. the conjunction iof two: declarative
statements. : Therefore, the sentence "Fom ha&&applﬁiiﬁ 3 bunbnay,’ mﬂ
4 pears.! would be .inegrrectly divided into: the ts:MEentences':

Ea i e



"Tom has 2 apples, 3 bananas." and "4 pears.":

"Each of the operator words showri-in Figure 4 must be used as
an operator in the context as showa or -a misimterpretation will
result. For examplé, the phrase "the ‘number of ‘tfmes T went to
the movies" which should be interpteted ‘as a vatidble string will be
interpreted incorrectly as the proddct of the two vériables "mumber of"
and "I went to the movies", ‘bécause “times" is alwsys considered to
be an operator. Similarly, in the currert implesientation of -STUDENT,
Yof" is comsidered to be an operator if it is'precedeéd by any number.
However, the phrase "2 of the boys who passed” ‘will be misinterpreted
as the product of "2" and “the boys who passed". = A o

These examples obviously do not constitute a éomplete list of
misinterpretations and errors STUDENT will make, but it should give
the reader an idea of limitations on the STUDENT subset of English.
In principle, all of these restrictioms €ould be removed. However,
removing ;some of them would require -only minor changes-to the program,
while others would require techuniques not wsed An €he ‘current
system. SR T I T L

For example, to correct the error in interpreting "2 of the
boys who passed', one can simply check to see if the number before the
"of" is less than 1, and if 'so; only then intie¥pret “of" ds am’ -
operator. '‘times’.  However, a much more ‘sophisticated grammar and
parsing program would be necessary to distinguish different occur-
rences of the format '($, AND $)', and correctly extract simpler sen-
tences from complex coordinate and sibbedinate senterces. '

Because of limitations of the sort described’ above, and the

fact that the STUDENT system currently occupies’ almowt ati of the
computer memory, STUDENT serves principally as -a demonstration of ~
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the power of the techniques utilized in its construction. However,
I believe that on a larger computer one could use these techniques
to construct a system of practical value which would communicate
well with people in English over the limited range of material

understood by the program.
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_CHAPTER V: STORAGE OF GLOBAL, INFORMATION .

This algebra problem-solying system contains two programs ...
which process English 1hput. One is the problem thus far discussed,
STUDENT, which accepts the statement of an algebr§ stéry préblem and
attempts to find the solution to the particular problem. STUDENT does
not store any information, nor "remember" anything from problem to
problem. The information obtained by STUDENT is the local context
of the question.

The other program is called REMEMBER and it processes and stores
facts not specific to any one problem. These facts make up STUDENT's
store of "global information" as opposed to "local information"
specific to the problem. This information is accepted in a subset of
English which overlaps but is different from the subset of English
accepted by STUDENT. REMEMBER accepts statements in certain fixed
formats, and for each format the information is stored in a way that
makes it convenient for retrieval and use within the STUDENT program.
Some information is stored by actually adding METEOR rules to the
STUDENT program, and other information is stored on property lists

 of individual words, which are unique atoms in the LISP system.

The following are the formats currently understood by REMEMBER,
and the processing and information storage techniques used for

each one:

1. Format: Pl EQUALS P2. : o
Example: DISTANCE EQUALS SPEED TIMES TIME
. Processing: The sentence is transformed into an equation in
the same way it is done in STUDENT. This equation is stored on the
property lists of the atoms which are the first words in each
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variable. 1In the example, the equation .-

"(EQUAL (DISTANCE) (TIMES (SPEED) -(TIME)))"

is stored on the property lists of “DISTANCE", “ﬁﬁxﬁﬂ"*énd "TIME" .
If any one of these words appears as the initial word of“a variabIe

in a problem, and gIobaI equations are needed to solve ‘this problem,

this equation will be ‘retrieved.’

2.  Format: Pl IS AN OPERAIOR OF vant K
Example: TIHES IS AN’ OPERATGR OF ‘LEVEL 1
Processing: A dictionary entry ‘for P1 {8 creatéd, with sub-

scripts of OP éﬁd K. For IEHES the dicffonary entry (TIHES ] OP I)%T*J

is created. The dictlonary entry for any word is placed on the
property list of that word (atom), and Y& retrieved and used in

place of any occurrence of that word in a problem.'“:

3. Format: Pl IS AN OPERATOR

Example: OF IS AN OPERATOR

Processing: A dictionary erntry ia created for Pl with ‘the sub-
script OP. The entry for OF 18" (OFIU?) B o

4.  Format: riirs*A P2

Exdmple: BILL IS A PERSON

Processing' A dictionary entry is created’ for’ PI with sub-
. scriptvPZ The entry for BILL is (BILL/PERSON) ' o

5.  Format: Pl IS THE PLURAL OF P2

Example: FEET IS THE PLURAL OF FOOT

ProceSSing°z ‘P2 1s stored on the property list “of Pl, after -
the flag SING; the ‘word Pl is’ dtored“oﬁ the property list of B2
after the flag PLURAL. Thus FEET is stored after PLURAL on ‘the
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property list of the atom FOOT.

6. Format: Pl SOMETIMES MEANS ‘P2

Example: TWO NUMBERS SOMETIMES MEANS ONE NUHBER AND THE
OTHER NUMBER.

Processing: The STUDENT program 1s modlfied 80 that an 1d10mat1c.

substltutlon of P2 for Pl w111 be made in A problem if it is other—
wise unsolvable. All such "possible 1d10matic substltutlons" are
tried when necessary, with the last one entered being the first one
tried. The STUDENT program ig mgd%fiqd BXﬁEEQ gdg;thn qf qur new
METEOR rules. Since P1 and P2 are igggﬁ&gqjag‘letteigd right halves
of a METEOR rule, they need not contain only words, but can use the
METEQOR elementary patterns to spec1fy a format change iustead of
just a phrase change. For the example shown, the rules added to the
STUDENT program, as listed in Append1x B, are the rule 1abeled _
C02510, the rule folhmwlngvthat one,fthe rule labglgd GQZSll and the

rule following it.

7. Format: Pl1 ALWAYS MEANS P2 ,
Example: ONE HALF ALWAYS MEANS 0 5
Processing: The program STUDENT is modlfied so that if Pl

occurs, a mandatory substitution of P2 for Pl will be made in any prob-
lem. The last sentence in this format processed by REMEMBER will

be the first mandatory substitution made., Ihus "one always means A
followed by '"one half always means 0. 5"'w111 cause, the desired sub-
stitutioﬁs to be made; 1f‘thesgrgentgnqes‘qe;e:teverged no occurrence
of "one half" would ever be’f0un& sincelitlﬁéuld have‘been changéd

o "1 half", by mandatory substitution of 1 for one.

For each sentence in this format processed by REMEMBER, a
new METEOR rule is added to the STUDENT _program, meedlately fol-
lowing the rule named IDIOMS. The format of the METEOR .rule added




is (* (P1) (P2) IDIOMS) . whe¥e' Pl and \B{ gt x £dgB i WHE sen-
tence processed. Thus by using a combination of English and METEOR
elementary patterns and reference numbers in Pl and P2, one can add
a new format of gentencé to the FINUENT Yepertdire” For éndmple, the
following statement ‘wWes processed by HEMEMBER o ‘@1 Ivw STOMNT ko - * -
"understand” {préper-‘!y tﬁ%my«@%&tém&-iﬁ mﬁwrt:h@ﬁam verb

was "excieeds"s ceomeng wbly e bme sy te sy

sloossd grom sdd o) bod s ed

This permanently extended the STUDENT input subset of English,
while aveiding the necnmy of wtuﬂW’ediww ichvariging the
smm\prmm ( ol dawrtsoan et gk TEE b fedal Jan( Liarwn

bt

The global ‘informetion ‘stored-for FTUDENT rangéd from equd- -~ - -
tions to 'format charpes to Plurel forme,  Agein, WM Wodpwetble vse =5
of the MEYEOR prototype notsticn and’ the use 'of EWé gendWal Mot 1 =
processiug operatiohs' i TISF Faciliteted Programiidg of Processing; ~ -
storage and retrieval of this wide fange Of linformdl¥od. *d Appen-:. 2
dix C is a listing of the global informatiow: mmrm g oae
the STUDENT system.
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This chapter contains a desmcription of the LISP program
used by STUDENT to salve sets; of eimultanequs, squations.. The, de-~ .
finitions of .the three top. level functions SOLME, SOLVER and SOLVEL
are shown in the figure at the end of this chapter. This descrip-.
tion of these functions is essentially independent of a detailed
knowledge of LISB; sithough:occagional parenthetical comments. will
be directed to the more knowlédgeable.

The, top level funetion, SOLVE, is a function of three, argu-
ments. One, labeled EQT in the definition of SOLVE, is the set. of
equations to be solved. The argument labeled WANTED in the defini-
tion is a list.of vaxiables whose values axe wanted. The third
argument, -labeled -TERMS:, is anoth%t»liasfz o Npriables. which  is dis~
joint from WANIED, . SOLWE will find the value of any variaple which
is wanted in terms of apy or. all.of the warishles. on the list TERMS.
In use,..the list TEAMS.:is 8 liet -of .unitis, such: as pounds, or feet,
which may appear in the answer. -

The output of SOLVE is dependent on whether the set of equa-
tions given can be solved for the variables wanted. If no solution
can be found because the solution involves nonlinear processes, SOLVE
returns with the value UNSOLVABLE. If no solution is foun& because
not enough equations are given, SOLVE returns with the value INSUF-
FICIENT. If however, a solution is found, SOLVE returns with a list
of pairs. The first element of each pair is a variable, either on the
wanted list, or a variable whose value was found while solving for the
desired unknowns. The second element of each pair is an arithmetic ex-
pression (in the prefix notation shown in Figure 2), which contains
only numbers and variables on the list TERMS. Thus, the answer found
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by SOLVE is an "a”asociaticn ”li‘ét" “6f Vatiaﬁ'leé ’ﬂﬂ‘ ’thei’f" va’Iues ’
in the proper terms. ot SR S

For example, Iét“ub*COhsidéf”ghé”éét‘dfiié%eﬂ'sfﬁhffﬁhebug '
equations shown below, and suppose SUYVE Were ‘dgked ‘to soTve this
set of equations for x and z. These are giveh in infix notation

R S i B

for ease of reading.

(D x+w=9 sy kdyeE T
(2) »xz -C=0p R LR (&). )’,ﬂ': _3y+2 = zQ

(3) C+3D=6 R ¢ S TR SRS A AR

W X -p=5" O P PPy

“The list TERMS is empty, and thus the Values imust 411 be num-
bers. 1In this case SOLVE would return with the 1ist oF pairs = ©77
"((y, 1)(x, 2)(z, 0))," which indicates that the values x = 2 and
z = 0 satisfy tﬁiﬁ‘éét’bf‘eﬁuéfibﬁﬁ’?B?Wtﬁu%éimeﬁﬁgf% &t this set
which were used ‘to determine the valué8§ e valbd Y e s

R AN

found during the solving proeess. o SRR S
. . E-T0 i

Most of the work of SOLVE is’ @bne’'by the funétion’ SOLVER.
SOLVE transmits to”SOLVER the list of WANTED variabids) ene 115t of "~
TERMS, and a null aksociétiéﬁiiiszi(caii%égAiiS$§&iiéﬁgiswéécﬁr? -
sively built up’to”give the answer: 'Thé*valué 6f SOLVER is this as- '~
sociation 1ist of pairs, with thé titst d1dment of?8ach paty’ ~~ = 7
. being a variable whose value ha$ beeii tound.” The”sédofd elemenit of '
each is an afithmetic expressisdh ﬁﬁiéﬁgﬁaﬁIagﬂtﬁinjﬁnyﬁééfiaﬁié g%*}‘i”“
on the lisdt TERMS (as‘was' the case for*éﬁ@'ﬂﬁ!S“df‘%OtVE) ' Howsver,

it may also contain vatiables which afe fitsf“éieﬂﬁﬂté of“péirs‘: o
later on the associatfon list. ¥ 'valuds Pot“artdBiés given by -

later pairs are substituteéed into Ehféféfitﬁﬁééféré%ﬁrggsi3ﬁ,ﬁéﬁé
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gets the arithmetic, expression.given by -SOLVE sontaining.only .
variables on the list TERMS. In the example, SOLVER would res. ..
turn with the association list ((y, (4x-7)) (x,2)‘ (z,0)) which
gives y in terms of x, SQLVE makes the ’AWt%;lo,qp and gimplifica-
tion on thg asqoqiation Alst retuxned Wm S s
SOLVER is a program which solves for a list of w:ngted . ,
variables. It does this by choosing one of these vari‘ables, adding
the others to the list of terms and calling SOLVEL tp salve for this
one variable %pj,tq}:;;nsﬁ of th,é\_i other wanted varigbles, and;}g':hg original
TERMS. If" SOLVEL xs‘_(uc,ceje;ds 1\n solving for this varisble, SOLVER
pairs this one variéble with )the expression found, @q}:yj:hi,g;pair
on the end of the ALIS, and using this substitution in every equa-

tion it tries to solve, attempts to solve for the remaining wanted
variables. ,If there are no more, SOLVER is f;,x;.i,ghpd Angd. returns the

Ry

association list built up. L e s bliuw

SOLVEL selves for.a single wented yarisble by finding ap -
equation contsining this varisble, after all syhatitucions of _ . . _
values for variables listed on the ALIS have been made. It then . ..
makes a list of all the other variables in the éq:xation, and checks
to see if there are apy not on the list TERMS.. If so it galls .
SOLVER to solve . for,these new vasisbles.in, teyms, of she wanted
variable and the vaxiebles.in TERMS. If SOLVER is upsuccegsfyl, .
SOLVEL tries to, find apother equation coptaipipg.the wapted variable, .. .

and repeats the process, If there.is none, SOLVEL hes. the value . ; - .

INSUFFICIENT, 1f SOLVER is successful, apd values fox these new
variables arg found, or if there.were ng nev.variables,.SOLVEl .
finally calls SOLVEQ which.ptkewnts to sglve this gquation:for the -
wanted variable. If the equation is linear in thig.vaxiable,
SOLVEQ will be. successfyl and give a solytion, SQLVEL:will add

a pair COégtstinéaofwgh% wanted varigble and;this value to the.end .
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of ALIS, and return with this augmented AEYSUds:its valué:: TE
SOLVEQ is unauccessful,/SOLVEl tries.andtlidblequition, bat.then £f :o: v
no solution.ean be:faund SOLVEl:retuvis theivalud UMSOLWABLES - " . )}

T T T T S P I TV N ST TR 1
; i PR S T S 5 N t:

This description has been a:-rather longewinded:attempt to- o -
explain;the ene :page .af LISE.programnst 'thé erd of sthis chapter. o i .
To make it more-spe¢ific;:let:us considet memppuim«ﬂmnnnf
tries to solve the :set af- oqaatim Helbv.ifthe 'same (énes shown: i: nroll

earlier); . .~ .~ .| LU a e o ey ey Bi0A elds o omuonea P

. =(1) xvﬁ-w-Q TR cofB) bRy malia o ey
(2) x2 -C=0D (6) « :ﬁz.sd, 3yp 2 .mdg o0 :
(3) ¢c+3D=5 (7) 4x - y=7
(4).  2C.~ D=5 . . R S T L L AP AT SR

Lhnoo A TS T AN £ 5% TV £ A I 3 B P

SOLVER 'is asked to Solve for x.and z: . Jt aske SOINElL to = "= -
solve for x:in tewms .of z. ..SOLVEl picks :équation (L), sfinds that = 1
@ new variable; W has appeared ami .asks SOLVER ‘to .solve ‘for . R T
in terms of x -and z.::Since there is nd othiew cceurresce of w in @ -
this set, ‘SGLVER 1g :bnsuccessful -and ‘SOLVE L :sberidots wequation (1),
and goes to equation {2). Here it calls SOLNER to ldolvé fo¥ the . ... o7
two new variables C and D in terms of x and 2. In this case
SOLVER is. successful,. using equat fns (3} and: i(4):, But when these
values are. substituted 4n -equation (2);, 'SOLVEQ cennot solve for X
because. the .aqnatiomiit: not: - linear oo sen sosxisgabo wan b S

T CesonmL T aoaod wmn e wnimlloups L dta oo ot

SOLVEl. npow abandons equation: (2) and the results it cbtained
as subgoals. for.selving (2) .- It: finds an occuvtenbe bf x-agein o oo
in (3). Agein it: calls- on:SOLVER, to solve for the mew variablie ..V
Y in terms of x and z. ' SOLVER tries to use’ (B but: SOLVEQwannot
solve thisiequation: for:y.: . ¥eing (7) SOLVER Feturns: with an ALIS'
of ((y,(4x - 7))). Using this ALIS, substituting this value for y: -

o
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into (5), SOLVEl..caills -on. SOLVEQ te soive:.thig equation for x,
which it dods, :and finalily-SQEVEL:returns & SOLVER:«the ALIS '

((y, (4x - 7)), {x;2)) whith does give‘'the.wdlue Of %x:initerms

of z. Having found x in terms of z, SOLVER will now call SOLVEl
to find the value .of 2.  SOLVEl finds:an oceurrence-ofz in -
equation.(6), and: after sebstitution ef termaidd theALIS; SOEVEQ '
is able.t@(@olve this equation for: z; becsuse it is. tinear in . i
Adding the pair (2;0) to.the ALIS, SOLVEl reterns it:-to SOLVER,
which passes on this ALIS ((y, (4x - 7)), (x,2), (z,0)) to SOLVE.
SOLVE, using the function SUBORD, which substitutes in order

pairs on an ALIS into .an expression and simpliffes, finally returns
the ALIS ((y,1)(x,2)(z,0)). | :

This example shows the rather tortuous recursions that these
functions use to solve a set of equations. Why should we use this
type of solving program indtead of:a more straightforward matrix
method? - The principal redson is that, .as shown; nenlinesar equations :
may appear in the get.. In this case, if dppropriate values can be
found from other equations which when substituted dntc this .non-
linear equation make it . limear inthe variable .for:which %we winht to
solve, then SOLVE will find the¢ value of this variable. -

The method of operation of :SOLVER vequires that if n wvari-
ables appear in :any equation, and that requation ‘{s .used, then at

least n-1 other independent equations containing these wvariables must = -

be in the set of equations, or the actual mechanics of solving will
not be started. : This .eliminates. much work: if. there wre extraneous
equations in the set which .contain omne oritwo of the wanted variables. -
However, it precludes solving a set of equations: which: is homo~ -
geneous in one unwanted vafriable, and would therefore cancel out

in the solution process.. Thif is.the principal reason why: problems

such as:
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"Spigot A fills a tub in 1 hour, and spigot B in 2

hours. How long do they take together?"

cannot be solved by STUDENT.

This solving subroutine set is an independent package in the
STUDENT program. Therefore, improvements can be made to it without
disturbing the rest of the processing. The routine described
here was designed to handle most of the problems that can be found in

first year algebra texts.
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The purpose of the research reported here-was-te develap ... ...
techniques which facilitate natural language communication with
a computer.- -A,semantic theoxy-of:cehexenk.disceurse waa proposed.
as a basis for the design and .understanding.of .such man-machine.. . .. -
systems. This theory was only:.eutlined,;and mughiadditianal wexk ... ::
remains to -be .deme. . Hawever, .in its present. rough .farm; the. .- .
theory served -4s a.guide for gonstrwotien:of ithe STUDBNT .system,
which can gomumicate in a limited subset of Englishs - .-

The la,nzuase mlyaia in- smmzpss -an. 1np1¢emt;anen of the .
analytic portion of this theory. The STUDENT :aystem-has a veryi
narfow semantic base. From the theory it is clear that by utilizing
this knowledge of :the.limited range-of meawing :of -the input discourse,
the parsing problem becomes .greatly simplified, since 'the.number of .
linguistic forme that -must be recognized is very :small.  Ifia
parsing system were based on any small semantiq 'base; this same aim~ ... .
plification would occur. - -This _suggests that -iw 2 ;general: language. -
processor, some time might be spent putting the .input.inte.a sm&e
context before going ahead with the syntactic analysise-., - - .. .

L i N . e s
PR AR T3 T i, JCREE) ’ ot B LR

The —ﬁemaz;tiC«:<baserpf .the. STUDENT. L,anma&e rﬁﬂa,;l,&ﬁi..ﬂ.af‘zis delimited: - -
by the characteristics of the problem sqlwing ;syatgﬁ embedded .in dt. ... -
STUDENT is a question-answering system which answers questions posed
in the context of "algebra story prabiems:’ . In-the :intzoduetion,
we used four criteria for evaluating seweral questionrapswering sys- . .
tems. . Let us compare the STUDENT .system to. these .othexs in the light

of these criteria.. . .. e v ordne iy a7

-
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1) Extent of Understandingy * A1l ‘the6¢]

swering systems discussed analyze input sentence by sentence.

iy ‘question-an-

Although a representation of the meaning of all input sentences
may be placed in some common store, no syntactic connection is ‘10 7

ever made bétween geéntencés.
In ‘the STUDBNT “Sy#fPer; “an acceptableIRput is s ‘Séqueénce of

sentences, “adeh that thége Lgeﬁﬁéﬁéés":?em m and éF !Lt vod by Just

finding ‘the meanirgs of ‘the individual senténices| -ignoriig their

local context.- Inte¥-génténcé depéndenciés aidet be determined, and

inter-sentence syntHotic rdlationslitpd tist Beé luseéd :in this casé for

solution of the problem given: 'Phfs ‘extension of (the dymeastic *
dimension of understanding is important because such inter-sentence

dependencies (&.gi,the was of pmn@iﬁﬁ) 81 € very’ éaﬁonﬁy tased in-

natural laﬂguage -eommaritcation, i TU L orount eond
The ‘sémantic model "in the STUDENE systen &s based ‘on one
relat ionship (equal tE¥) “andfivé Mésia Fstthmérte “fanévions. Com- " -

position of -these -func®ions ‘yidldother Pindtione wiviely sre elso ©
expressed -as -indivVideal <l Dageistic fottis In tie bput langusge. >
The input langudge ‘1¢ Ticker 'in epresging “fulict iond €han Lindsay's
or Raphael's system.: THe -Togheal isyis tiéme 'd tdcsded may have more
relationships (predicates) allowable in the 'thput ;i ‘bue do: not allow
any composition of these predicates. The logical combinations
of predicates used “are dnly ‘those expréssed in ﬁﬁhe"iﬂput dg Ioigiclﬂ
combinations (using #nd; or; @te.). 7000 sad Lo 2niriiuenet

The deductive system 'in STUDENE, “as n Lindsay's and Raphael's
programg, is degigued -for:thd 'type ‘of questiots to be asked. It

can ‘only deduce answers of @ certain dypélfebm the iupur information, '

that is, arithmetic values satisfying a set of equations.  In per= '~
forming its deductions it is reasonably sophisticated in avoiding
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irrelevant information, as. are:the other -two Wentivhed. . Lt lacks ' .
the general power of a -logical.system; but is; much more .efficient
in obtaining its particular class .of ‘deductions: tham -would be-a .
general deductive system utilizing the axions 0f avithmetic. .

v
wot

2) Facility for Exteading Abilities.. Extenddmg ‘the syntactic
abilities ‘of any of the other. question-answering systems discussed

would require reprogramming. In the STUDENT system new definitional
transformations can be introduced at run time without any reprogram-
ming. The information conéérning these ramsformations can be in-
put in English, or in & ¢ombination of ‘Engliwiy mwd METEOR, if that is
more appropriate. ‘New syntactic transformatioms jynest' be added-by . - v
extending the program. : TR R 1 b En

The -semantic base of ‘the STUDENT 'systeni ican be extended only
by adding new program; as is true af :‘t;.ae: other :questien+answering : .
systems discussed. .However STUBENT is orgamized it fdcilitate . . . .-
such extengions, by minimizing ‘the idtervactions wof different parts
of the program. The necessary information need .owly, be adddd.to the
program equivalent of the table of operators in Figure 4, in Chap-
ter IV.

“Similarly, the deductive portion of SEUDENT; which solves the - ..
derived set of equations, is.an independent: package: Therefore, a.. 7.
new extended solwer can be added to the system by just replacing.
the package, and mainteining the input-output characteristics of

this subroutine. - : . : R T RSN £ SL TR

Knowledge of Internal Structure Neaded .. Very.
little if any intermal knowledge of the worleingd of tihe STUBENT

system need be known by the user.: He must have .a ifirm.grasp of the
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type of problem that ‘STUDENT -can solve, and a knowledge -of the input .-

grammar .:~:For ‘exemple, -he must be aware that the sameé phrase must,: - i,

always be ‘used to :reprebert the game varislile +in a problew, within : .

the limits of similarity defimed earliex. : He must realize that . . -

even within these limits STUDENT will not recognize more than one

variation on a phrase. But if the user does forget any of these

facts, he:caw still useé the-system, for ithe intevaction didcussed :

in the next section allows him to make :amenda: for -almast any mistake.
S IR TR N S R T ; EPRNETS SRR IR S SIS Y B O N T AR
4) - Interaction Mith the {Usex.:: The STHDENT systemis embedded .. ..

in a timersharing e¢nwiremment (the MIT Poaject MAG Gime~shawirg ..

system (13)): and thia: grestly facilitates rinteraction with ithe . .-

user. STUDENT differentiates between its failure toagbwre a. : -

problem because of its mathematical limitations and failure from

lack of :sufficient -imformation. I.¢ede of faflure it dsks the -uer

for additiomal infermetion; weund suggests:the nature;of the meeded .. .

informatiom relationsiyips amoug varidkled f the.pibblém): It -

can go :back to the user repeatedly 'for :tnformatitom wntil it has -

enough ‘to s¢lve the probleém; or-until €he oser:gives up. ..~ .1 7.
STUDENT also reports when it does not recognize the format of:

an input sentence. Using this information as a guide, the user is

in a teaching-machine typ& afituation, ‘and; can qudielly. learn to ispeak

STUDENT's cbrédnd of input English. . By minitoring tie ssqmptions . .

that STUDENT nakes ‘about the sinput;i and theiglobal infosmation'it . - . -

uses, the user ein- setop -the system and rewiord & grcoblem to. aveid - . -

an unwanted ambiguity, or add new general information to.the ;.- . - .

global information store.
The crucial paint inithis user.interacticn 'is thatSTUDENT is

embedded fiha&ion<lime time~sharing system; -dnd can thus grovide more
interaction than any .af -the other systems mentioned. -
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B. Extensions. _ e o . 7 .

The present STUDENT system has reached the maximum size allow-
able in the LISP system on a thirty-two thousand word IBM 7094. There-
fore, vgry:;;qtle can beﬂadde@,dé;egglyfgé,qge present system. All
the programming extensions mentioned here are predicated on the

existence of a much larger memory machine,

Mithout inventing any new techniques, I .think that the STUDENT
system could be made to understand most of the algebra story prob-
lems that appear in first year high school text books. If new
operators, new combinations.of arithmetic operationg occur, they
can easily be added to OPFOGRM, the subroutine which maps the kernel
English sentences into equations. The pumber of formats recog- .
nizable in the system can be increased without reprogramming
through the machigery. available for stering .globgl information
(this was discussed in more detail in Chgpter V).  The problems-it .
would not handle gre these having excessive verblage or implied
information about the world not expressible. in a single-sentence.

As mentiomed earlier, the system can new make use of any given
schema only-once in solving a problem. This ig -becaupe the schema .
equation is added to,;he;get‘pf‘eguaﬁibns.go,ke gglvgq,fand the vari- .
ables .in the schema only identified with one ather set of vari-
ables appearing in the problem.  For example, if "distance egquals
speed times time' were the schema, then '"distance", as a variable
in the schema might be set equal to .''distance trayeled by train"
or "distance traveled by plahe", but not both in the same problem.
This problem could be resolved by not adding the schema equation
directly to .the set of equatigns to be solved, byt by locking for
consistent .sets of variables to identify with the schema variables.
Then STUDENT could add an instance of the schema equatipns, with the
appropriate substitutions, for each consistent set of variables
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found which are "similar" to the schema variables.

At the moment the solving subroutine of STUDENT c¢an only per-
form linear operatfons on literal equations, and substitutions of
numbers in polynomials and exponentials. Tt would ‘be relstively
easy to add the facility for solving ‘quadratic or ‘even higher order
solvable equations. One could even add, quite easily, sufficient
mechanisms to allow the solver to pérform the ‘differentiation needed
to do related rate problems in the differential caltculus. ;

The semantic base of the STUDENT system could be expanded. 1In.
order to add the relations recognized by ‘the $TK system of Raphael,
for example, one would have to add on the lowest “level of the STUDENT
program the set of kernel sentences understood in SIR, their mapping
to the SIR model, and the question-dnswering routine to retrieve
facts. Then the apparatus of the STUDENT systeu would procéss much
more complicated input statements ‘for ‘the SIR modeT.  One serious
problem which arises when the semantic base is extended 13 based on
the fact that one kernel may have an interpretation in terms of two
different semantic bases. For example, *Tém has '3 fisH:" can
be interpreted in both SIKR and the pféééﬁﬁ STEDENT “System. To
resolve ‘this semantic ambiguity, the program can check the context
of the ambiguous statement to see if there has beer one consistent
model into which all the other statements have been processed. If
the latter condition does not determine ‘a single preferred inter-

pretation for the statement, then bbth”intefpretatidns“éan be stored.

In addition to these immediate extensions of the STUDENT system,
our semantic theory of discourse caif be used as a basis for -a much
more general langudge processing system. As. & start, one could "~
implement the generative grammar described in Appendix E to produce
coherent discourse-~problems solvable by the STUDENT system.
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. Another more‘wxkciting poseibility ig teo wtilize: this type of speak-

er's model of the world to attack Yngve's "baseball announcer" prob-

lem. The baseball announcer has certain propositf ons “added to his

world model from the events he perceives, i.e. tﬁh baéeball game he
is watching. Mandatory application of certoin,gmjtig :ules add

W AT s T

other propositions, and delete some that are. M"M@ these
changes are éoi’né on, the announcer is ’cB"g'ene'r};iZ”; runnigg cormi-
mentary (coherent discourse) describing thiq MH"W baeis watch-
ing. By making the proper dssumptions aboub.uhaxe* th&attentlon
of the announcer is focused, that is, whichtm ‘

going to ‘use as a base of his diwouzse at any tim,o; I feel that a

reasonable facsimile of an annom‘er

of course, an empirically testabié_f}ryp;otl;_xetrs.W

Another use for this model for generation anHi ariéiiféﬁ of
discourse is as a hypothesis about the lin@ﬂ miwr of
people. Psychologists have built reasonable'compufpr iﬁodets for
human bekaviour in decision making (17), vek&ul e 6F
syllables (15), and Frres yrobfmmhiugm‘ Z34) 'STUDENT
may be a good predri:otlve model for. the behaviour of* people when con-
fronted with an B‘ig’ébfa grohlm to snlive.‘ This oatg‘t“}g tested, and
such a study may lead to a better ﬂunéérétending of> !man behaviour,

and/or a fbetter réformulation vof this theory of Iaguage processing.
I think we' ‘are fat from- witing“a program Hhi.ch can understand
all, or even a very large segment of English. llow‘ze.n within its

narrow field of competence, STUB&IT has demonstipat i ;
standing" machinég ban be bullt. Endeed I bel'Ieves th‘a‘t using the

techniques develo 'filt t'ﬁh remtek,,one could ccmstruct a system
of practical vaihig: ghiéh would cemmunicate well witz‘h people in En-
glish over the range of material” mdagetm&by _t}re,hi’g_rogram.

e
¥ |4 P
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REMEMBER( (

(PEOPLE 1S THE PLURAL OF PERSON)

(FEET IS THE PLURAL OF FOOT)

(YARDS IS THE PLURAL OF YARD)

(FATHOMS IS THE PLMRAL OF FATHOM)

(INCHES IS THE PLURAL OF INCH) ‘

(SPANS. IS THE PLURAL OF SPAN)

(ONE HALF AL vs ANS 0.5 ) =

( THREE: NUMBE YS MEANS THE nnsr uuunsa Aab ms szcom

NUMBER. AND THE mmo NUMBER) o

(FIRST TWO NUNBERS  ALWAYS MEANS = rEL

THE FIRST NUMBER AND THE SECOND meax I

(MORE THAN ALWAYS MEANS PLUS) - -

(THESE ALWAYS_MEANS THE)

(TWO NUMB soueﬂ MEANS ONE xunam AND mt

OTHER: NUMBER):
(TWO NiMB S SOMETIMES MEANS ONE OF THE
uuuasns AND . TRE o'mew mmita;

(HAS 1S A -VERB) - :

(GETS IS A& VE a) S .

{HAVE %S A VE : Sl e

{LESS THAN Auyws MEANS: LESSTHAN), -

(LESSTHAN 1S AN OPERATOR QF EEVEL. 2)

{PERCENT £5 AN onnmwos L!VEL

{PERCENT l.-ESS WH“vA g s s%awsm
VEL

TPERLERE IS:

{PLUS 1§ ME0 R OF LEV 2 © ff::

tSUM 18:AN: BP mm TTE

(TIMES S AN GPERATOR’ ol: s,tvﬁt. 1) DR

(SQUARE IS _AN DPERATOR OF LEVEL 1) = ..

(DIVBY 1S AN OPERATOR OF LEVEL«I

(OF 1S AN-QPERATOR) T

(DI FFERENCE 1S AN OPERATOR) .

(SQUARED gs’ AN OPERATOR):

(MINUS 1S:AN OPERATOR OF, LEV‘EL 2)

(PER IS AN:OPERATOR) : ,

(SQUARED 1S AN GPERATOR).

(YEARS OLBER JHAN ALWAYS: MEANS. PLUS) R

(YEARS YOUMGER THAN ALWAYS nma ~LESS THAN)

(IS EQUAL:TO .ALBAYS ME o

(PLUSS 1S~ AN DPERATOR) .

(umuss 1§ AN OPERATOR) . = =

(I AR MR oF R s s seine

THE PER} 1R L

TWICE THE SUM OF THE LEMATH: AND- WIDTH eﬁm chumzu)
(GALLONS 1§ THE-PEURAL OF wli ‘
(HOURS 1S THE PLURAL OF mu )

(MARY 1S A" PERSON)

(ANN. 1S A PERSON)

(BiLE 1S A Pﬂtsbn

(A FATHERE ]S A PER:

(AN DNCLEE TS A PE om ,

( POUNDS u;x_n;t eugm. es muuot o ;
gv;emus I$A Y sae T i
REMEMBER (( _ '

(DI STANCE: ; Qau; svezn tm:s TIME) .

(DISTANCE: t%wrgmr TIMES™

NUMBER OF GALLONS or GAS’

(1 FOOT EQUALS 12 INCHES)

S YARD EQUALS 3 FEET)
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APPENDIX E: A SMALL SEMANTIC GENERATIVE GRAMMAR
' B

The grammar outlined here will generate only word problems
solvable by SiUDENT,ithéugh not the seﬁfof alg ;ﬁih problems.

RULES |

Create aisetvofis;multane-
ous equat;ons;whfph can be
solved by strictly lineqr tech-
niques, egcepé that substitu-;
tion of n@éericai value; in
higher order géuﬁtidnsfwhich E
reduce them thlingai équa—
tions is éllqw;d.f~Tﬁesé are -
the propoéitfg;sﬂof'fhé'spiakF
er's model. o

Choose unknowns for which
STUDENT is to solve. .This is
the question.

Choose unique naﬁes for
variables without articles "a",
"an", or '"the'". 1In the prob-
lem any of these articles may
be used at any occurrence of
a name. In a cogplete model.
these names youl& be associ-
ated with thé objects in the
chosen propoBitiéﬁs; | ‘

Write ohe kgrnel sen~

tence for eath equation. Use

any appropriate linguistic form °

given in the table below to

2¢ + 3y = 7

y= 1/2x.
W 2

y+z=%x -

“
L]

first aumber

secomd number Tom chose

N
]

thié&ﬁnumber

"2 timegkthé first number
plus three times the second
number Tom chose is 7. The

gsecond number Tom chose




represent the arithmetic

functions in the equa~ -« ' - o .0

tion. RRES

For each unknown whose T

value i8 to be found, use
a kernel sentence of the
form:
Find ____
What is ___
or Find:  -and

What are: . amd -

for more than one such un-

N 3

known.

If a name appears more
than once in a problem, some
(or all) occurrences after
the first may be replaced
Simi-
lar names are wobtained. by .-
transformations which:

by a "similar" name.

a) insert a pronoun. .
- for.a.moun: phrase:
in the name. ~..:. . .
b). delete: imitial:-end/ = - -
. ox- texminal sub~
. strings of: the pame,.
Only one guch-.!'similar! string:
can be used;to”réplggeﬁag;oc».;ﬁg,
currence of a-pawme, .though:
any numbey:of replacements -

can be made. TR

121

S R A R R R ey

L ;.% equals .5h0f the:Eirstooc ;o !t

n‘mber. e Y 1 .?_ 5% U ;\éu:-’

€

P &g H

1ion0 poivdedes
The sum of the sucondinuge . '=i" i«
ber Tom chose:and-a-thizd’ "o
number 1is:equdlige 1;];_&3 o1 poirsadua
square of the firstodumes .

ber. Whatizigthé thted ;orio i

number? * STalnlT baw

2 .
] V.1
e < Z
3
....... siig
LGP £ 1 €1 A A irL

Similar mamesds: tic nuso o T
"first" foRMY¥EIvet mumber? . i
"second mumber lié' chuse’: - SRR
for "second:mmber Tom ‘¢ ' inom

" A B
chose T e
.
Sitla 2 Ehe B
i s - % 3¢ :
5 43 g"*' 1 1
sy K
I ¢ g 3 ERR ]
todoganan a8 gan I
: o i al
sl he e o1 p
3 TR
s T E
Fuo broITrae o g iy
wil coagsdase onld ! i1
1 iS4
.
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If Ni.occuzsiinuaj«andf, RN

SJ+1, and in Sj it is the -
entire substring to the left
of "is", "equals! or-"ia

equal to" (eor.the.-eantire: -
substring to the :right) then
in Sj+1’Ni may: be replaced

by any phrase qomtaining ithe::’
word "this", ‘

Any phrase P1 may be

replaced by another phrase

P2 which means the same
thing. This would mean that
STUDENT had been told af this-
equivalence -using REMEMBER
and the sentgnge;“iavalugys‘
means P1" or»?k2'anmnkines
means Pl" .

Two consecutive sen-
tences may be connected by
replacing the period after
the first by ", and". A
sentence can be connected
to a question by preceding
the sentence by "If" and
replacing the period at
the end of the sentence by

fron
b ] L]

122

. tence.

. Replace "the:s@eond ‘numbet
-+ Tom -chose" by Ythis second

choice" in the third sen-

Replace "2 times' by "twice' "
and ".5" by "owe half".

Connect sentences 1 and 2, and
sentence 3 and the final quess = -

tion to givas -

"Twice tﬁeﬁﬁﬁer"ﬁamber‘plus
three times the second
number-Tom' ehéwe 187, and
the second aumber he chose
is one halfief the Ffirst.
If the sdim of this*second -
choice and" a~thi¥d number -
is equal'to the square of
the first- nusber, what is
the third number?"




Summary of Linguistic Forms to Express Arithmetic Functions

and the Equality Relation

X =y x is y; X equals y; x is equal to y
X+ y x plus y; the sum of x and y; X more than y
X -y x minus y; the difference between x and y;

y less than x

X * vy X times y; x multiplied by y; x of y (if x

is a number)

x /vy x divided by y; x per y
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