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I. Introduction

A multi-access computer (MAC) system consists of processing units
and directly addressable main memory in which procedure information is
interpreted as sequences of operations on data, a system of terminal devices
through which users may communicate with procedures operating for them, and

mass memory where procedures and data may be held when not required for

- immediate reference. One fundamental attraction of the MAC concept is the

increased productivity of "computer catalyzed research"* that results from
close man-machine interaction. Another attraction is wealth of data and
procedures that are accessible to a large user community through the file

memory of a MAC system.

The practicality of the MAC concepf depends on the idea that the
power of a large computer system should be a better match to the union of
many diverse tasks than it is to any particular one. The amount of main
memory actually required for efficient execution of a procedure varies from
a few hundred words to many times the size of memories in existing machines,
depending on the nature of the procedure. Moreover, the memory requirement
of a procedure typically varies over a wide range during its execution. If

a number of diverse procedures can share a large main memory, the total

memory requirement will be subject to less fluctuation with time in conse-

quence of the statistics of sums. Procedures also differ in the frequeacy
with which interactions with the machine environment interrupt processes
in execution, and the length of pauses that result. If many processes are

‘available for execution in a machine structure, the statistics will insure

that the processing units of the system will be kept more fully occupied
than would otherwise be possible.

* with apologies to E.E. David



-2-

For a computer system that places particular emphasis on strong inter-
action with a user community, it is evident that memory and processing capacity
must be freely reassignable among the active processgs. The time écale
desirable for reallocation events to take place in a MAC system is certain
to be several orders of magnitude beyond what has been accomplished or con-

templated with existing systems.

The formulation of ‘a computer system organization and operating
philosophy raises many important questions. Two broad issues concern us
Al

in this paper:

1. What features of machine design are necessary or desirable to
facilitate dynamic allocation of computation resources among many concurrent

processes?

2. What are appropriate policies for governing the allocation of
machine resources to insure their effective utilization, and through what

techniques should these policies be implemented?

For evaluation of machine organization and features, and for realistic
study of the resource allocation problem, a suitable model of program struc-
ture is required. It is no longer adequate to consider a program as occupying
a single block of memory and requiring a specifie length of time for execution,
The varying demand of a program for space in main memory, the referencing of
common procedures, data, and files by several programs, the possibilities of
parallel processing, and the rate of interaction with environment in a MAC

system require a more sophisticated view of program atructure.

In the following paragraphs some thoughts are developed that may form
a reasonably adequate model of program structure. These concepts have grown
out of many discussions with colleagues in Project MAC*, and our experience
to date in the design and operation of multi-access computer systems.l’2 The
work on dynamic storage allocation reported by the Atlas group3 at Manchester
and the Rice University group are pioneering steps toward the objective of
our research. The formulation of the storage allocation problem in terms of
segments of memory and phases of execution by Holt5 has been very influential

on our thinking. At this writing, the ideas do not form a consistent whole,

* and E, Van Horn in particular
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for an excessive time. In normal operation, it would not appear unreasonable
for a user to retain some associations of effective names for an extended

period, perhaps many months, were this required By the nature of his work.

Spheres of Protection » _
One cardinal principle in the design of a MAC system is that a computa-

tion proceeding for one user muat not interfere with correct execution of any
other computation. Each ongoing process in the computer system is concerned

at any time with a certain group of procedure and data segments and with certain
input/output devices., The process must be denied access to segments and devices
that’iS'not properly authorized. This is necessary so that possibly faulty
programs may be run in the system without endangering other computations.
On-line program debugging would not otherwise be practical. It is convenient

to think of each process as operating within a sphere of protection* contain-
ing all segments that may be legally referenced and input/output devices with
which the process is permitted to communicate. References by a process to
segments or devices not within the sphere of protection are illegal and result

in termination of the process.

It is helpful to think of a sphere of protection B as having been
egtablished through the action of a process operating in a distinct sphere of
protection A. In this connection, we shall refer to A as the immediate
superior of B, and B as an immediate inferior of A. We suépoae there is
exactly one sphere of protection that has no immediate superior and is called

the master sphere.

“The set of all spheres of protection together witﬁ the superior-inferior
relation form in general, a tree in which the master sphere is the vertex. In
this tree a sphere A is superior (inferiox) to a sphere B if there is a down-
ward'(upvard) path in the tree from A fo B. In later paragraphs we discuss
reasons for permitting the hierarchy of spheres of protection to have many
levels., 1In relation to the hierarchy of spheres of pfotection, processes must
have further powers realiged through meta-instructions. If sphere B {s an
immédiate inferior to spheré A, & proceas ir A’mnlt be able to: - -

K0T |

% After E. Van Horn
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1) create B.

:2) enter a segmeat valid in sphere A as valid in sphére B,
3) initiate a process in aphnre B o ‘
4) terminate all processes in sphere B. ,
5) delete sphere B, and in consequence all spheres inferior :o l. :

o The relation between spheres of protection. would"aot be: mhtnly_,
specified without mention of W mm. ‘A-progedure step . l B
encountered by a proceu that is mmmlng 4n its sphere of. proue:m:g“
causes an exceptional condition, Emlu AT & n:eroneo to an- !.uv.i“f,
segment or device name, & non-existent address within a segment; or &s -

terminates that pmceu and 1n1t1a:el A~ Opecui.c process in the- Mimly

’

superior sphere of protection.

Program Development

The ._tjee; ‘of a MAC system developa s new ms:- by e’mieaiia& with
a programming language system. Suppose the processes performed by the mnﬁ-
ming system on behalf of one user are carried out in a dlltimt sphere of
protection we shall label A for short. -These pmnm crmc s nusber of
segmant:s which are reforcnced as data in sphers A and-constitute the coding
of the user's procedure. To perform the user’s preésdure; sphare A crsates

an ingerior sphere of protection B in which the segiients ‘of the user's pro-

grain appear as procedure or data, accovding eomm.uounm:om ,
programming systm, And uhm initistes & process in’ nphm ‘B i“uip‘timi
conditions ariains in sphere B terminate ‘the precess and nnmunh & proceas
in sphere A. Exceptional conditioms should not octuw fn the nieutton of the
language system procedures in sphere A as they are pr2sumably debugged programs.
If one does occur a process is created in the sphete C that is Mnly

superior to A, o - . : RN

. The reasons for phcin. :phcu B taiuim' to-A rather than directly
under C are several, Pirat, it is umni mt the progrumming mm in A
should have the power. of creating, dehuag. and cnout.!.ag resourves to

ksphere B. Second, the programming system 1:\ A is eware of the i.ntmnuttu
. to be mede for excepttoncl condi&ionl mmumw & process me‘ll in
B, whereas exceptiml cOML:mI ]
'reauw re sction bv a higher avatem.

Ang wmwmmﬂ
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Clearly, it could readily be desirable to extend the superior-inferior
relationship to more levels: A user may be debugging a programming language
system; a teaching program may run under a programming system, and interact

with many students whose data must be held confidential.

Allocation and Scheduling

We assume that it is essential for successful operation of a MAC system
that the effect of a malfunction (due to either a programming error or a
transient hardware fault) of a process operating in a sphere of protection
be confined to itself and processes operating in inferior spheres. Thus,
modification of segments containing the current allocation of devices,main
memory, effective segment names and other system resources, must be disallowed
for any process except one operating in the master sphere. Thus, a process
wishing to have a system resource assigned or released from its domain must

communicate with the master sphere (by means of meta-instructions).

It is envisioned that processes in the master sphere serve the following

functipns:

.1) Maintain allocation tables and prevent conflicts in assignments.

2) Maintain queues of processes available for execution and waiting
for input/output events.

3) Take appropriate action upon exceptional conditions arising in
immediately inferior spheres.

4) Establish and delete spheres of protection inferior to itself in
response to commands given by staff personnel through a suitable

private terminal.

_ Inferior to the master sphere, several executive systems could exist,
each within its own sphere of protection. Each system would authorize alloca-
tion of system resources to spheres inferior to itself, and execute allocation
and scheduling acts by communicating with the master sphere. One or more of
the executive systems could be in operation while another was being debugged
or modified.

Carrying these thoughts a step further, it is attractive to arrange a

supervisor in a MAC system so that executive functions are done by modules of



procedure opeuting in separate spheres "dl’ﬁrotocéian. On- line Mbminj of
supervisory modules would: then be possible in parallel ‘with normal systont
operation. Furthermore, the effects of hardware or program failures neeurle;
in supervisory operation could be confined to a limited part of t.he aupct.ivuory
system - only master sphere failures would be catastrophic.

III. Machine _Featurea

Memory References gy a Proceuinﬁ Un:l.t

"To exploit the aegment structure of progtm, it is evident thlr.
processing unit muat: supply the nm of the i,ntended nesnent as well a8 the
address whenever reference is made to mln nenory. Includ&ng l:he mt
name as an extension of the conventionnl addteu in 1upract1ca1 for mcul
reasons: For any reasonable leusth of eﬁfective ugyent nawe, the c!!&ctﬂwy
of procedure representatiou in memory vould quifer badly. 8ec0nd1y. ‘since
effective segment names are not auigned until execution thu. 1a¢1ndiu them
directly in the instruction format would tequire violation of pure p!ocodute

Toding

A solution is to include several special registers cl.lhd w
regigters in the procening unit as in ngre la. The mm Iagisters
can be loaded with segment names by inltructionl open to all processes. The
typical single address i.nstructiou code format is then expanded .uum, as
shown in Figure 1lb.to ‘include a field that nehctl :he data uttuhmt regleter
containing the segment name pertinent to :he deta refcrence of the imstruction,
Procedure references by a processing unit are ude to the segment named i.n the
~ procedure attachment register. The procedure attachunt register could be’
automatically loaded from one of the data ettachunt registers when a traasfer
of control or a subroutine entry inatruction 1: execul:ed. ‘

Storage Mapping lardware
The storage mapping hardware discussed below m deviged with the follow-

ing objectives
'1) - It should be possible to redistribute msin memory when working - S
~reference to new segments is required without having to move seguent
coritent between physical memory locations. : ‘
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2) Modification of segment content should not be necessary to preserve
effective references among segments when the allocation of memory

is changed.

These objectives are accomplished by interposing two control memories
called the segment index and the page index, and some control logic, between
the processing unit and main memory, as shown in Figure 2. For simplicity
only one processing unit is presumed, though the principle is equally valid
for a multiprocessor gystem. The segment index contains entries, each
consisting of a sphere name-segment name pair and a code that indicates the
nature of references to the segment that are legal within the associated
‘ spheie of protection. Wheﬁever the process in execution attempts to load
an attachment register with a new effective segment name, the segment name
and the sphere of protection are presented to the segment index. This pair
413 associatively matched against the corresponding fields in the segment
index. If a match is found, the new segment name is legal—~ the class code
is placed in a class indicator associated with the attachment register, and
- exécution of the process is continued. 'If no match is found, reference ta
the segment is not valid in the current sphere of protection. This is an
exceptional condition that terminates the process. From the forgoing, it is
evident that the attachment registers will only contain segment names to
. which valid references may be made within the current sphere of protection.

The page index is used to rename equal-size blocks of main memory, and
‘contains one entry for each block of main memory. Each segment conaists of
an integral number of block-sized pages. Therefore, an address within a
éegment is.broken into the concatenation of a 2535 number and a line number

within the page. Each entry in the page index memory contains an effective

E segment name, a page number and a block number. The block number gives the

block in main memory where the indicated page of the named segment is to be
found. When the processing unit makes a reference to main memory, it
supplies to the page index the name of a segment from one of its attachment
registers, and the effective address within the segment generated by normal
techniques. The effective address is split into page number and line, and
the segment name and page number are used in an associative look up in the
page index to find the block number to be used for accessing main memory.

- The page number and block number are loaded into an extention of the attach-

ment register so further references to the same page do not require use of
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the page index. If no match is obtained in the page index, the referpgnce was
to an address outside the current bounds of the segment and an exceptional
condition exists. ' ’

The equality searches i’cquired in the segment index and page index
could be performed by hardware asspciative memories. However, pseudo-associa-
tive memory realized through conventi;mql_ location addressed memory and hash
addressing 1is presently more economical md ptobgﬁly faster on the average.
The page index memory must be ‘m'y fast, u ' rtfci."chce to it is needed for
a sizable fraction of main memory references. Its size is rather small,

e.g. 1024 entries for a main memory of '239’ words partitioned into iMmd

blocks. The segment index memory does not have to be so fast, but r.qutr-n‘
a number of entries that is dependent of the mtﬁre of the processes active
at any time. The segment index might, itself, be one of the segaents sharing
the main memory. ‘ v -
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