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ECONOMIES OF SCALE IN COMPUTER USE:
INITIAL TESTS AND IMPLICATIONS FOR THE COMPUTER UTILITY*

Abstract

This study is concerned with the existence of economies
of scale in the production of data processing and other
computing services, and the possible regulatory and public
policy implications of such economies.

The rapid development of the technology of computation
since the Second World War has raised many questions as to
the supervision by public authorities of the use and
progress of this technology. A study was initiated by the
Federal Communications Commission in 1966 in an effort to
consider that Commission's role in the production and
distribution of computing services where the use of
communications facilities, supplied by regulated carriers,
forms an integral part of the computing system. The present
investigation is concerned with the production of computing
services per se; the direction that public policy takes will
be greatly dependent upon the nature of the production of
computing services, and perhaps secondarily upon the
interdependence between computer systems and the
communications suppliers.

The relative economies of the use of large computing
systems have been known for some time, in terms of the
relationship between some measure of the quantity of output
of a machine and its cost. 1Indeed, it is demonstrated here
that, when one considers, in addition to the cost of the
computer hardware itself, the various categories of
operating expenses associated with a computer installation,
the relative advantages of large facilities become even more
significant.

*This report reproduces a thesis of the same title
submitted to the Alfred P. Sloan School of Management,
Massachusetts -Institute of Technology, in partial-
fulfillment of the requirements for the degree of
Doctor of Philosophy, June 1969.
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Yet the evidence would seem to indicate that, despite
- these apparent efficiencies of large systems, the
overwhelming majority of installed computers were generally
fairly small operations. In an attempt to-determine whether
actual experience of users was ‘that, ‘all thlngs -considered,
there were no true economies of large size, an analysis was
made of data on nearly 10,000 computexrs installed at firms
in manufacturing industries, using the survival technique,
which uses market experience as a basis for studying levels
of optimum plant size. The results of this -analysis
suggested that -users d4did operdte : ‘Gomputers as if there were
significant economles of scale 1n ﬁhexr use.

None of the ev1dence, in fact,‘suggested that even the
largest size system available today is the most efficient
possible size of "plant"; hence, the key 1mp11cat10n for the
formulation of regulatory policy toward the computer is that
such policy should encourage, to the yreatest possible
extent, the shared use of large4sysfems by thcse who require
computlng services. Those barriers thét do exlst whlch tend
 to mitigate such shared use ahculd b@ re Jucde

G d or elzm;nated.
Public utility status would be-Lnd&cated,only if the costs
associated with shared computer use - -distxibution, software
development, system overhead and admlnlstratlon - are less
than the potential direot savingd resulting ‘from use of
“large systems. This is at least as ‘much a ‘technological
problem as it is regulatcry‘ the futufe of*the computer
utility concept will thus be dependent npon thg degree to
which technology can reduce costs Ain these categorles.
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CHAPTER ONE
COMPUTERS AND PUBLIC POLICY

INTRODUCTION

Much discussion is presently taking place regarding the
issue of possible regulation of computer services as a
"public utility" itn a manner similar to that characteristic
of the electric power, gas, transportation and
communications industries. This study is concerned with one
posstbie basis for such regulation - the existence of
significant economies of scale in the production of
computing services.

A general background of the various issues involved is
presented in this chapter. Chapter two examines the direct
operating cost side of the production of computing services,
and concludes that there are definite economies In the use
of large size facilities, although various institutional and
technological factors may prevent end-users from taking full
advantage of them,

In an attempt to determine the extent of economies of
scale in practice, an analysis was made of computer usage
patterns in manufacturing industries. The results of this
study, which are reported in Chapter three, do indeed
suggest the existence of noticable economies of scale in the

production of computing services. lIndeed, it is concluded
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that the optimum size of computer plant may be greater than
even the largest machines in use today, Hence, Chapter four
concludes the study by suggesting that public policy should
be directed toward reduction of the barrlers that tend to
prevent use of larger more efficient systems by groups of
individual users, However, it is pointed out that there are
costs associated with multi-user sharfng of a‘\arge sistem
that may not be present when such a sYstém ls operated by
and for only one dser’organfzation. These costs must be
less than the adVantéges assoclétéd with the large éystems
in order not to merely offset an eéoﬁ&ﬁQ with a diseconomy

in the use of large faclilities.

BACKGROUND OF THE PROBLEM

‘In November, 1966 the Federal Gommunications .Commission
announced that its Common Carrier Bureau was undertaking an
extensive inquiry aimed at determining what, If any,
interdependencies. exist betﬁeen the computer. and .
communications .industries, and to what extent, if any, such
interdependence warrants regulatory action by the Commission
or some other regulatory body, (1)

The "Computer inquiry," as it Is . commonly called, was
given impetus as a result of several significant
developments in the technology of information processing in
recent years. Since the Secand World War, when military
requirements resulted in the first really Important

innovations in the development of~cgmpu;lng machinery, the
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extent to which such devices have taken up key positions in
the economic, social and political 1ife of this country has
been quite remarkable, espécially when one considers that
all of this happened In less than two decades.

As the computer's role in the nation's -1ife has assumed
greater import, so too has the need for sound public policy
toward§ the machine, and Its implementation on a fairly
general level, become more urgent. Although there is,
today, a considerable amount of interest in the problem of
public policy formulation covering the technology of data
processing, much of it has been stimulated by the
aforementioned FCC study., As a resg}t, the questions
currently being considered by those studying the overall
issues of public policy toward data processing have been
those raised by the Commission. (2~6)

The intrinsic importance of the questions raised by the

Commission cannot be underrated; however, in a sense they do
stem from perhaps the wrong direction. The regulatory
implications of the interdependence between computer systems
and communications companies forms but one aspect of the
overall issue of public policy toward the computer.
(Another issue Af at least equal importance is the matter of
personal privacy protection from potentially uncontrollable
computer-based data banks of the Orwellian variety.) Others
include such anti-trust matters as company slze, market

share and marketing practlces; such technlcal issues as
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programming language standardizatlon, machine specification
and design standardization; and of course the Issue of
privacy raised by the possibility of the Federal Government
installing and maintaining a "National Data Bank" covering
all individuals and organizations. The communication
issues, as raised by the FCC, do have some particular
significance Insofar as one key development in compute;
technology is concerned: the remote access, time-shared
computer system, Such facilities provide for simultaneous
usage of large computing systems by a number of individual
users, often doing a number of individual, and different,
things, all connected dirgctly to the computer by
telecommunications facilities usually supplied by a
communications common carrier.

The intrinsic importance of the time-shared computer Is
that (a) it has the potential for making available to users
of modest means a (possibly) large computer system at a éost
that is based upon the quantity of service actually obtalned
(7); (b) to the extent that there are economies of scale In
the production of computing services, the_shared use of
computing facilities may bring down the average cost of
computer usage; (c) extensive use of such syséems can
replace and to some extent render obsolete some portions of
the installed communications plant now operated under
exclusive franchise by communications carriers; and (d)

because the computer's services may be '"piped in" to the end
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"user's location via communications lines, the limit of
possible application areas for such systems becomes bound
only by man's imagination,

In a sense, none of these attributes of -time~-shared
computer systems are new to . the computer field. A user of
modest means could always purchase computing services from a
firm specifically established to pnov%de;themvhor from
another user who did maintain:-his own .in~house computing
facility. Shared use of targe machines might have enabled
many individual users to obtain the benefits of -the scale ..
economies: In the operation of machines iof thls sjize. -
Computers have been slowly replacling many ‘conventional forms
of communlication, replacling written notes and spoken words
with specially deslgned messages that modlfy a data base or
cause some speclflc actlon to be taken. Flnally, wlth the
increased experlence ln the use of computers, there would
seem to be virtually no llmlt, even wlthout remote access,'
time- shared systems, to whlch this technology could be |
applied. | _ o o

Hence the tlme-sharlng development has not really
created any new problems and ralsed any new questlons -1t
has served to brlng several dormant Issues out lnto the
open, Tlme-sharlng malnly Increases the axgllahlll;x of

4

computing machlnery, and as the computer becomes more

"‘"‘a

available, as it enters more areas of llfe, the concerns

over how lt should be controlled and rezulated multlply.'
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There are, in fact, two categorles of regulatory Issues
that have been raised. One concerns various operating
practices of the computer Iindustry and computer end-users,
and includes such issues as technical stardardization,
personal privacy, sales practices of computer manufacturers,
etc. The second set of issues, certalnly not unretated to.
the first but nonetheless ildentiflable as a distinct problem
area, is the question of posstblevpubrhc utllity status for
suppliers of computing services, along:similar lines as
practiced In the natural gas, electric power, transportation
and communications industries, The study reported here was

principally concerned with the latter group ‘of issues.

NATURAL MONOPOLY AND THE PUBLIC UT!LITY CONCEPT
John Stuart Mi1l1} observed in 18&8 that (a) gas and

water service in London could be suppl!ed at lower ‘cost if
the dupllcation of factlitles by competttlve flrms were
avolded, and (b) that ln such clrcumstances, competltion was
unstable and lnevltably replaced by monopoly (8).: Mill thus
noted that, under certaln condtttons, the forces of market
competitlon would not result in either the lowest posslble
cost or the best service to the communlty.ﬁ The condlttons
may be met when the production functlon for a g!ven Industry
is characterlzed by slgnlflcant long-run decreaslng average
costs, | ., economtes of scale. Nhere productlon of goods

Sy

or services may be accomp\Ished at substant!ally lower cost

&

if done In large quanttties, it is Inevitable that larger B
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sized firms will be able to produce and sell their output at
lower cost, thereby driving out smaller producers. |If,
instead of operating under a competitive environment, the
industries characterized by economies of scale were forced
to operate under conditlions of monopoly, then the potentlial
duplication and waste resulting from competition might be
avoided. ‘In its place, however, would be a monepolist who
could exact monopoly prices from the communlty and engage in
other monopoly practices. Hence, some substitute for the
forces of competition I's In order. :Such :a substltute has
historically taken the form of some government regulatory
body charged with the responsibility of safeguarding ‘the
public interest. Generally, such bodies ‘have permitted the
"natural monopoly" to earn only a "“reasonable return” on-its
investment, In exchange for an exclusive framchise to serve
the public with whatever type of service [t provides.

The existence of substantial economies of scale is not
a sufficient condition for regulation, however. One
additional test that must be met I's that of necessity ~ the
output of the firms in the Industry must be necessary to the
public good. (An Industry that has a decreaslng cost
production function but does not produce a necessary good or
service is, ln effect, competing wlth other Industries that
produce non-necessary goods or servlces for the buyers
money, and, as a result, the publ!c does not need to be

protected from possible monopoltstlc practlces ) (8 9)
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This study has, as its primary objective, the
determination of the extent to which the tradittonal concept
of public utility regulation may be applied. to the provision
of computer services, To this end, the primary emphasis Is
placed upon the question of ‘the existence of significant
economies of scale.

it would be difficult for anyone to deny the fact that
computing services are necessary serviceés; they have
attained this status over the past two decades by the extent:
to which computers have taken up important positions in so
many aspects of soclal and business life,:  Lf computing
services may be more efficiently supplied by a regulated,
“"natural monopoly" than by free competition, as Is the
practice today, then public policy must he dlrected toward
the creation of a nmatural monopoly status.-for computer
services. However, If such economies cannot be
demonstrated, than public policy must safeguard the freedom
of competition in the provision of such services by
preventing any monopoly In part or all of -the computer

industry from beling formed.

THE COMPUTER SERVICE INDUSTRY 7

The "Computer Servlce lndustry“ Is deflned, for the
present study, as consisting of all “plants" that produce‘bi
computing servlces. Such plants need not be independent .
computer servlce ftrms, such as servlce bureaus or o

%

datacenters, although these flirms certalnly form part of the
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industry as defined here. All computers, whether operated
as in-house facilities by the'enqih5§f7brg§ﬂfiatlon‘br'by
firms specifically ortani:edﬁfd_sdbﬁ1y'suéﬁf§érvices to
others, constitute the computer service iﬁ&§§try;

This "Industry" is considered as including all computer
service*ptdducingfplaﬁts'béqausgvin éffeét“iﬁy;ehd;QsQr of
such services has, avallable to him, the optiéh ofléithér
purchasing the required services from an oui$l&§'sUpp1!er'oi
producing them with an In-house faciltty. Under this
definltion, at the end of 1968 there wgre some 56,000 plants

producing computing services in the United States. (10)
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CHAPTER TWO
ECONOMICS OF COMPUTER SYSTEM OPERATION

INTRODUCTION

It has generally been asserted that tKere are certain
economies associated with the use of large silze data
processing systems. The pufpose of the présent chapter Is
to examine the relative validity of the various contentlons
made, and to provide a basis for an examination of the
patterns of computer use In manufacturing industries, the
subject of Chapter three. o | )

We consider first the previous work in this field «
Grosch's Law and the research by Krlght 6n the subject of
computer performance vs. cost. Next, ‘the results of an
analysis of cost patterns of computer [nstallatfons tn the
Federal Government is presented, with the conclusian that,
when one includes in the cost of operating & computing
center all cost categories, not jusf‘mééhfﬁeﬁ?ent, the
magnitude of the economies of scale become even more
pronounced, Finally, this éﬁapéeé'éonsfﬁirs several
possible bases for (short-run) diseconomies that may exist
in the provision of cdﬁputiné Sef9fées;;wﬁf3h may minimize
the impact of the scale economies as reflected in the

pattern of direct costs.

19
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ECONOMIES OF SCALE IN COMPUTER HARDWARE

In the late 1940's, Herbert GFosch proposed a
relationship between hardware cost. and quantify of
computation that could be provided by the hardware. This
relationship, which has slncgmbggome&knownlgg_Grosch's<Law,
states that v » |

Computing Power = C * ( System cost )f?k o ,J(l)r
where C is a qogs;gnt>4etqrmlned by the lgyel of
technolgglqal deyelopmgnt%i » .
Thus, according to Grqsch's:Law{,lt yggqubéﬁgggslblé to
obtain a‘computer with four times the tB?"gQ"wﬁS«PQIY:QbQ%Ea
twice the cost. . e ;» , ,

Kenneth E. Knight sought to consider the implications
of this relationship in light of changes in technology.
(1,2) " Certainly, It was true that newer computer models
were oftenzmgrg_gqstlx,,qu sqpsgagg[glly @gggwpqwqrful,
than their predecessors. hKnighgf;fng@iggsx@grg_thag indeed
Grosch:swLaw.gas&sg!II valid, even under conditions of
changing technology, By h,_,oiqd,incFec’g!‘giesxé@estant by.
considering all quels intrq¢g§gd [Qfany;oneﬁygar
seperately, Knight determined that the exponent was more
like 2.5 for,scieh;(fic applications and }&i%for ;ommeréla{
applications, (ZQ_D.A35). * _ u

It is not clear, of course, whetheyigrcqqt4§hgtprices-}
of computers reflect costs of developﬁent»an& production, of

whether or not the computer manufacturers consciously
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establish prices for their products in accordance with some
relatlonshlp of this type. However, to- the extent that.
there are now a falrly~large number. of hardware system -
suppliers, one might be willing to discount any overt
prlclng decision based upon performance rather than cost.
(Although it ls certalnly valld that, wlthln aﬂslngle
manufacturer s product llne prlce ls based upon relative
performance, to at least some extent.) ‘; ‘ |

Besides the dlrect, somewhat measurable economles

proposed by Knlght, there mav be certaln other economles

= b

assoclated wlth relatlvely large systems that are not

generally avallable ln the smaller models. Thls ls F:] result

w7

of the development of the technlques of multlprogrammlng and ,

RIS R W |

multlprocesslng. Any zlven program belng executed on a

-

computer wlll, at varlous tlmes, requlre use of dlfferent

N e Vr.t;aée”k. R S R O N

components assoclated wlth the computer system.

Tradltlonally, when one component was ln use by the prozram,

N

the others would remaln ldle. (The computer had a e

"one-track" mlnd, concernlng ltself wlth but one thlng at a

:t&.

Tyt L

tlme.) However, lt ls now posslble for several programs to

.,«

i

be run on a machlne slmultaneously, elther vla a batch
processlng or remoteqaccess tlme-sharlng opera;lon. Under
such a procedure, when any one program ls uslng onefg ‘
component and leavlng the others ldle, these mlght be made
available to other prozrams, thereby lncreaslnz overall

system throughput. Of course, there are costs assoclated
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with thils procedure; and these must be-weigzhed-against the - - -

benefits., In general, the larger. the machine, the greater
the opportunity for savings_ under a multiprogramming

environment.

ECONOMIES OF SYSTEM OPERATION

Hardware costs represent, however, oniy one part of
total costs incurred In the course of running a computer
instaiiation. Other cost categories inciude peripherai

devices, keypunching and other data coiiection activities,

SR

programming support personnei, system management personnei

physicai site facilities, air conditioning, maintenance,

magnetic tapes and disk packs, and expendabie supplies such

as punched cards, continuous forms, and the iike.' in

oy #

generai, these costs wiii rise as hardware cost rises, ince B

. ,‘-.u,»_‘
ESATAI S

a larger operation is needed to support a iarger size

machxne. To determine the exact nature of the reiationship

between computer system rentai and totai operating costs, we

o L2 ind o mlamns 5

analyzed cost data on 1 039 computer instaiiations in

a; L AL

service within the Federai Government, in both civiiian and

XA o ingy o =g

military estabiishments. interestingiy (and somewhat |
surprisingiy) |t was discoveredythat, at ieast within the
Federal Government, the rate of increase in overaii |
operating expenses Is slgug; than the rate of increase in
hardware system rent.{ This wouid sugzest that, despite the
increased staff and operating faciiities required to support o

a large system, and deSplte the exponentiaiiy increasing
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capabilities of larger systems, the average total cost per
unit of computation decreases even faster when all expenses
are considered than when only hardware- rent is considered.

The analysis revealed the following relatlionship
between rent (R) and total operating expenses (X):

In (X) = 1.9016 + ,7657 In (R) : - €2)

Table 1i-1 presents a summary of average rent and
operating expenses for Federal Govermment installations
divided into eight size classes. Some of these
installations may contain several different computer
systems. The curve that was tttted to these data is
plotted, along with the actual data points, in Chart !l-l.

The same analysls was made for Federal Government
nnstallations with two or fewer computer systems, in an
attempt to lsolate the operatlng costs of runnlng a slngle
|nstallation. (ln lnstallatlons wlth two systems, one Is
most often operated as a sate]llte of the other, usually
larger, system ) Here the rate of decllne of total
operating expenses versus harfdware system rent was even
faster than in the previous case, suggesting azain that the |
number of systems may be of just as much signif!cance as the
size of the system in determin!ng the amount of operating
expenses requlred. These results are presented fn Tahle
11-2 and Chart ll-2. (Details of both regresslon analyses

are presented in Table 11-3,)
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The direct applicability of the data on computer
installations in the Federal .Government to commercial,
non-government operation may be subject to some ‘question.
Indeed, there are several differences in Federal! Government
accounting practices vis-a=vis commerclial - practices that may-
alter the magnitudes of the costs reported: These are’
considered-in somewhat more detail  in the: Appendix.

However, it Is quite unlikely that any:differences are other
than in the magnitudes of the flguECSZInvotved,tand the
basic trend that was uncoveéred from this data is probably

quite valid generally,

KNOWN DISECONOMIES IN COMPUTER OPERATION
The cost flgures presented by Knlght and by the author \
are deficlent in that they generallv refer to dtrectly | o
applicable cost categorles that are charged dlrectly to‘
computing center operatlon, and wtthln that to routlne
operation, ln fact, this ls not suff!ctent because the‘
computer directly affects many other categorles of costs
within an organlzatlon. 7 T ;_ -
Certannly, some of these other cost categorles ought to;
have very llttIe to do wIth the relatlve slze of the ,
comput!ng system, but may be affected by the results, or
output, of the computer s operatlon.‘ However, certain other

costs are more dlrectly affected, and these are consldered

here,
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- Many” end~users of-

computer systemns consider it essential that they be. able to
control the activities of the computer Installiation; hence
they demand that the computer they use be an in-house -

facility. There may be several reasons for-this feeling, :

some of which may have greater valldity than others: Fflirst,

to the extent that the computer 13 still a novelty in many

facets of Industrial activity, there is-en important- element -

of prestige associated with having onels own:system, without- -

having to deal with some outside: supplier. Then there is ' . .-

the concern over: securlity of the data- ftles maintained by
the machine, and the bellef: that such- security tould not:be.
guaranteed were the organization to contract with: some other..

source for computing: services. There:ls also the desire to-

have the computer avaidable on a: priority basis when needed, . -

something which a service bureauw might not:be abie to
guarantee, In any event, whatever:the: validity. of these
reasons, many end-users have deen of the view that, since -
the cost of the computer was ‘such a shall part of:total
company expenses, and, since the cost of:the:machine: was
possibly justified on:the basis ef perhaps only one - -
application, there was ne reason to be concerned: about
saving some money and sharing-a larger inachine with other

firms, some of whom might even: be competitors. -

General use of large size; more efficlent inachines is
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mitigated by the existence of certain technological and
institutional factors In the computer service industry.
First, virtually every computer application in existence,
and there are perhaps over 100,000 distinct applications iIn
operation, is unique to at least some degree, Even the most
common, pedestrian applications, such-as payroll accounting,
accounts receivable billing and accounts payable processing,
are usually designed especially for the end-user firm.
Moreover, once a user has committed resources to the
development of an appllcation program. package for one
machine type, he often must amortize this Investment over 2
certain time period, irrespective of other economies of
routine operation that he might realize by-a switch to some
other model. Such. a process is often cestly and Is not done
without considerable justification in most: instances.

Two opposing forces have been developing that might
perhaps modify this situation in time., One is. the fact that
newly developed applications are often far more complex, and
hence far more expensive to implgmeng,‘thanqpreviously
existing uses. However, at the same time, new developments
in software may make the development of new applications,
and the conversion of old ones to different machines, a less
arduous task. A new software industry is only now beginning
to pass along economies of software development to its
clients by, in effect, sharing development costs of 23

package among several of them. The software firm writes the
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basic programs in a fairly machine-independent format, and
then implements the program individually on each client's
system. In the past, end-users usually wrote their own
applications programs from scratch, since there was no easy
means of modifying a preexisting program witheout, in many
cases, pirating the programmers from the organization where
it was written.

Standardization. There is relatively little of
significance In the way of standardization within the
computer manufacturing Industry. Programs written on one
machine will usually not run on a machine of some other
type;: indeed the program may not .even run on another machine
of the same type! On the software side, programming
languages have achleved some degree of standardization, but
the standard is rarely implemented on a widespread basis. A
case in point Is the. ASA Standard FORTRAN: tV language
specifications, which seek to provide a uniform language for
all FORTRAN programs. This standard has, in practice, been .
used as a minimum, rather than an optimum, by the
manufacturers and users., Many have developed their own
versions of FORTRAN 1V that include additional capabilities.
The effect of this Is that a program written in:the expanded
version.cannot be run on another system:that does nat use.
the same expanded version; the adoption.of a:standard here

has been virtually worthless, s C L s
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It does not follow, hOWever,'thatmthjs~ls neceSsérily
undesirable., Adoption of a firm standard by the computer:
field would necessarily act as an impediment to innovation
and development, - In the FORTRAN example just cited, many of
the "added" features are qutte;usefui,and»lﬁbortant; they.
might not have been Introduced at all |f the standard was
firmly adhered to. The value of setting standards must-be
weighed against the value of innovative freedom. - In an .
industry so characterlzed by lﬁnovaxiena adoption-of firm
standards would seem to be premature at:-this time. Hence,
the diseconomies associated with the necessity for a user to-
adhere to his present machine as long:as possiblie - will stitl
be present for some: -time to eome.: L e

Diseconomies of Sharing. 1t was suggested earlier that
there were advantages, as well as:costs, assoclated with the
technique of multiprogramming a large computer. These
"costs of sharing" arise in both technical and operational
ways, some of which may nmever actually show up.on any user's
books. Technically, additional hardware-isvredui:ed to
support a multiprogramming environment. The. cost of such
hardware may often exceed the cost of the basic processing
capability. In another study-(3) It was learned, for
example, that the "sharing overhead" . components in.one major

time-sharing system then under development: would be about

65% of total hardware cost, not to mentiom:suah .additional .. .

cost factors as communications facilities, and the cost of
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writing the software for the system, perhaps.as. high as $6.
million, -

From the operational standpaint, the user of a remotely
located computing facility must lneua‘certata;eosts'ln;oréer
to gain access to the machine. IIf it is-a time-shared,
remote .access system, he must contract for communications
services from a common carrier, and lease a remote access
terminal device. If the service involved is a batch
processing system, the user must arrange for plckup and
delivery of his jobs, and must bear the cost of any

inconvenicnce that may result from some delay in transit,

CONCLUSION

From the foregoing, we conclude that although there are
certain obvious and significant economies in the operation
of a computing facility that would tend to make large
systems far more efficient than small ones. We have also
observed that there are certaln factors that may negate any
such efficiencies,

Thus we must ascertain the extent of actual economies
of scale jn practice. To accomplish this, an analysis was
made of acquisition practices of firms in the manufacturing
‘industries to determine whether they were acting as if the
economies did outweligh the diseconomies, or vice versa.
Although few of the installations studied operate in a
time-sharing type of environment, the analysis does present

a basls for assessing the nature of demand for computing
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services In manufacturing industries, based upon the
presently existing structure of costs for such services. |If
economies of scale exist under the present technology, then
the more widespread use of shared facilities will serve to
increase the efficiency with which this equipment Is used.

The results of this analysis are the subject of the next

chapter,
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NOBS .G.RENT.LE.

113
227
126
185
134

96

38
120

RENT AND EXPENSEa FOR INSTALLATIONS WITH 2 OR FEWER COMPUTERS s

0 2 1,373
2 5 3.291
5 10 7.365
10 20 14,065
20 40 28.433
40 70 52,745
70 100 85,125
100 9999 268,226
+G.RENT,LE.
0 2 1.381
2 5 3.270
5 10 7.386
10 20 13,201
20 40 28,751
40 70 52,213
70 100 86,287
100 9999 227,367

TABLE [1-1
RENT AND EXPENSES FOR ALL FEDERAL GOVERNMENT INSTALLATIONS

«527 8.232
.859 17.904
1.471 30,749
2,746 45,795
5.459 97.422
8.252 135,200
8.110 198,998
240,941 485,989
TABLE 11-2

.522
.838
l1.414
2.416
5.682
7.231
7.683
204,001

7.383
17.263
29,659
45,643
76.501

109.929
179,861
271,767

MFAN RFNT S!GMA RENT MFAN TOTEXP SI6 TOTEXP

10,547
15,831
43.469
31,790
92,618
57.117
91,045
353,124

MEAN RENT SIGMA RENT MFAN TOTEXP SI1G TOTEXP

7.215
13.008
46.166
37.088
37.759
40,550

105,705
190,158

Mwu RNT/EXP

317
.295

381
.385

408
450

.50k

.568

munmvgp

319
. 299
.381
.386

43

.523
.605
785

S1G RNT/EXP

.220
.213
. 227
.169
.195
177
.190
178

S16 RNT/EXP

.219
214
.205
177
174
.156
0226
.182

41
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TABLE 11=-3
RESULTS OF REGRESSION ANALYSES

1. LOGR(SYSTOT) = AO+Al+LOG(SYSRNT) §,

NOB = 8 - NOVAR = 2

RANGE 1 1 8 1

REGR4

RSQ = 0.9975 SER = 0.0718 SSR = 0.0309
F(1/6) = 2437,8990 DW(Q) = 3.0744

COEF VALUE ST FR T-STAT

Al 0.7657 0,0155 49,3751

AQ 1,9016 0.0521 36.4693

a. All Federal Government Installations

1, LOR(SYSTOT) = AO+A1~LOG(SYSRNT) §,

NOB = 8 NOVAR = 2

RANGE 1 1 8 1

REGRY

RSQ = 0.9924 SER = 0.1143  SSR = 0.0784
F(1/6) = 784,3572 DW(0) = 1,9961

COEF VALUE ST ER T-STAT

Al 0.7050 0.0252 28.0064

A0 1.9344 0.0837 23_.1157

b. installations with 2 or Fewer Computers -
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CHAPTER THREE
OPTIMUM PLANT SIZE IN THE COMPUTER SERVICE INDUSTRY

THE SURVIVAL PRINCIPLE
The last chapter considered the determination of
relative economies of scale in the provision of computing
_ services by an analysis of relevant cost areas and by
consideration of known short-run diseconomies which might
act as detriments to obtaining the fullest cost advantages
of the use of large scale computer systems. The present
chapter considers the question of economies of scale by
attempting to determine the optimum plant size In the
-computer service industry. A plant Is defined as a srhgle
computer system, although severél;such systems might be in
operation within a single iInstallation,
in considering the question of optimum planﬁ size,
Stigler (1) noted that:
An efficient size of firm . . . Is 6he that meets any
and all problems the entrepreneur actually faces:
strained labor relations, rapid Innovation, government
regulation, unstable foreign markets, and what not.
This Is, of course, the decisive meaning of efficiency
from the viewpoint of the enterprise. . . .
The survivor technique proceeds to solve the problem of
determining the optimum plant slze as ‘f’o!‘logs:
Classify the firms in an industry by size, and
calcylate the share of Industry output coming from each
. class over time. I|f the share of a given class falls,
it Is relatively inefficlent, and In general Is more

inefficient the more rapidly the share falls, (1, p.
56.)

36
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Under this view, It should be possible to determine the
relative efflicliency of plants of varlous slzes merely by
studying the existence and survival patterns .of plants of
various slzes In an industry. in the toang run, only the
most efficient firms, which presumably are those of |
relatively optimum size (assuming a contlnuous production.
function) would survive in a -competitive market. .indeed, -
Stigler observes that
Not only is the survivor technique more: direct and
simpler than the alternative techniques for the
determination of the optimum size of flrm, it 1Is also
more authoritative, Suppose that the cost, rate of
return, and technologlcal studies:allt €ind:that within
a given industry the optimum size of firm is one which
produces 500 to 600 units per-day, and. thdt costs per
unit are much higher If one goes outside this range.
Suppose also that most of the-fierms:in:the industry are.
three times as large, and that those firms which are in
the 500 to 600-umit class are-raphkdly fatling.or = - -
growing to a larger size. Would we bellieve that the
optimum-size was ‘500 to 600-units? _Clearly-not: an
optimum size that cannot survive In rivalry with other
sizes Is :a contradietion . . .(1l,p.:86), - R
In another study, Simon and Boninl (2) used this
principle to disclose the fact that In general, Industry
cost curves were "J'" shaped, that is, above a certain
minimum size of firm, cxpanélon would take place: along a
constant cost portion of the long-run average cost curve and
that, for most .relevant slze magnltudes, the thearetical
upturn in what is considered to be.a “U" shaped curve will
not ocecur. The:Simon+Boninl model was based -upon the ..
observation that over time there was no greater

p_roportionate change in size among firms at various points

T P A Mok ST B e P T e T e e s S el et T sy
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in the spectrum of firm sizes., If an industry were

experliencing economies of scale (i.e., expansion.was taking.

place along the decreasing c¢cost portion of - the industry cost -

curve) then firms of relatively large size would have. an
increased probability of survivalt than thelr smailler
competitors., Hence, under such cost conditions, we would
expect, over time, to observe a greater proportionate change
in size of large firms than of small firms,

T. R. Saving, In yet another applieatlon of the
survival technique (3) suggested tbat there was some value
in cons!dering only" the slze dlstrlbutioa af plants at some
single instant tn ttme, thus, in effcct,. aktng the (perhaps
heroic) assumptlon ehat the exts%las élstrfbut!on Qf plants
is optimum (3,“D‘ 578). ceﬁtain!y, &h!s Imp%ies that any
movements or trends touard opttnum p!ant stze ln an industry..
are reflected in the existing structure of that tndus:ry,

that a "snapshot" is sufficient to Indicate some direction

of movement. The survlvai_techntdue;is used, In the present - .

study, in this manner, since the rapid.rate of technological
change in the computer field would render comparisons of
plant sizes In different periods of little:value.

Saving also concluded that "the greater: the.size of the
market, the larger will be the optimum size:(of plant)
because it Is the size of -the market:which allows ‘a ptant to:
be large enough to take advantage of all the economies of

production which are available." He further notes that '"by
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size of market we refer to the size of the market in which
the plant competes, and not the Industry,.  since &E is the
market for the individual plaat's output which determines
the extent to which that plant-may take adwantage of
existing economies of scale." (3, p. 587). Welss (5, p.
253), came to a similar conclusion by demonstrating that for
any given industry'theipercentazeaofxtotei cepacitx“wlthln:»
any market (region) that was in plants of at least mlnlmum
efficient size increased wlth the size of the market.
(t.e., the larger the market, the more the pctentlal
economies of scale were rea!lied y '

in the computer service Industry, as we have defined
it, the "market" that ls served by an indlvldual'"plant"
(i.e., computer) is most often restrlcted to the flrm whlch
uses the computer s servlces as an Input to lts productlon
process. Hence, by segmentlng the computer servlce Industry :
into its indlvldual markets, we may examine the relatlve ?
economles of scale in the lndustry as a whole by determlnlng
the nature of the effect upon optimum computer slze of the
specific market In which it operates. | B o

This was accompllshed by classlfylnz the lndlvldual
plants in the computer serv!ce tndustry lnto groups
accordlng to the speclflc (manufacturlnx) lndustry that each |
machine serves.4 Thls, of course, assumes thet all flrms in
a manufacturlng lndustry possess essentlally ldentlcal

productlon functions. Further, if we assume, as Baln (k)




40

and Simon and Boninl (2, op, clt,) have suggested, that
industry cost curves are usually J-shaped such that in
general constant costs exist above: some minimum critical
point, then by assumption the gquantity of computing service
demanded by a2 firm In any one industry should vary in direct
proportion to its size, along a linear homogeneous

production function for the (manufacturing) firm, -

THE SURVIVAL PRINCIPLE APPLlEb‘Td cdﬁéUTtk SERVtCES

The operattng‘costvdatavconsldered {n‘thapter two might
lead one to expect that no computer Save for'the'very) |
largest Is efflclent, and that the prudent user will always
obtain the largest system he can. However, thls does not
seem to be true in practlce. ln an attempt to determlne
what does occur iIn practlce, the survlval technlque was
applied to data on nearly 10 000 computer systems in A
manufacturlng Industrles. Stlgler suzgests that survlval

over time is the key variable to be observed. However, as
already observed, with the rapId rate of technologlcal
change in the computer !ndustry, tlme serles would not
indicate any meaningful pattern, slnce the productlon‘
functions in different years mlght not be strlctly
comparable (or even remotely slmllar!).j As an alternatlve
to studytng survtval patterns over tlme, usage patterns

across a number of Industrles, each of whlch has Its own

characterlstlc structure, were analvzed.
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If there were no actual economies of scale in the
production of computer services, then we might expect the
size pattern of systems serving flrms‘w}thiq‘a particular
industry to reflect the structure of that Industry.

Further, proportionate changes in Industry characteristics
should result in a change of like proportion in the typlcal
size of a computer installed within a firm in the industry.
If economies of scale do exist, thgn the_re]ationshlp
between Industry structure and computgr size pattern.would
be less definite. Also, changes in Industry structure
should result In less than proportjonal chanres in computer
size, indicatl ng that because smaller Imtallations are less
efficient to operatg, re]atiyg}y{jaﬁgn_systems{arevreguired
to serve industries characterized by small firms,

Assuming linear homogeneous prgductiop,fuqctténs.for
firms in manufacturi ng Industr}pig thgn _ |

d = Ws;
where d is the quantity of compg;lhg#servjqe dgmanded by a

i
Bain and Simon-B onini findings lend credibility to this

firm of size s: in Industry [, and@ Is a constant, The

function for outputs as rela;gd to dfggct Inpu}s;_LOQtpufs
here are giyen by firm size s;, slggg we measure size In
values of product shlpments; but‘ghe input here, d , is very
indirect; computer serylce s partrofiaﬁminiétra;iveﬂ

research, and process control functions, none of which

approach. "labor™ as a direct input. But all three of these
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indirect services are used to explain the gxlstence of
firms; that Is, analysts of organizations place -
responsibility for limits on O?zanTZatioﬁ'(or firm) size on
the decreasing returns to scale of services in these three
categories. We assume only constant returns, as a cautious
first step In our analysis; decreasing returns would add to
the strength of the findings beTow.

Thus, If p; Is the aVeragél§1ze’of‘a computing plant
in industry i, then |

d = ‘d‘Pfy

where «£ Is a constant and 3’=’}.0 If no economies of
scale exist and ¥ > 1.0 if they do. That is, 1f economies
of scale exist, then a less than proportionate change in
average size of computing plant will be required for any
“changé:ih quantity of computing services demanded, d. This

relationship may be rewritten as -

/8 J
p; = i d -Aqﬁ hrﬁa%

where 4 < 1.0 under conditions of economies of scale.
Thus, if firm size Is increased by some factor k,

. then kp < kd;ﬁJWé~Woula‘eXbéé;Jéip;bésrt%Onate'éh;ngé

in power as a result of a change 1nh Firm size only if no

economies of 5ca1é érefpreﬁénflyiwaé;é?: where such

economies dbyeXT§f, tﬁenwthe;gm;ffe}.flrﬁ§”are élréadQ'using

larger machlneéufhah'theyfmlgﬁirse'dainiwﬁhdé} conditions of

constant costs, such fﬁ%t'tHé?ﬁéiﬁifdﬁgyb??the Increase in

computer size Is not as great as that In firm size.
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MEASURES OF PLANT SIZE IN THE -COMPUTER SERVICE INDUSTRY

In order to test this ﬁypothests, It was necessary to
find a sét of variables ‘that would characterize the .
structure of the user [ndustry and another:group to
characterize the structure of .installed -computer systems
within the user industry.

Six variables were selected to describe -the user
industry: Industry size, industry growth, industry
concentration -in the four largest firms, number of
establishments in the four largest (and most Important)
firms, labor intensiveness, and caplital Intensiveness. (The
appendix describes éach of these more fully and presents, in
Table A-1, a summary of these variables for ‘the 119
industries studied.)

The variables used to characterize the structure of
computer sizes were average rent, average total expenses,
and average power. These are summarized, for each industry,
in Table A-2,

Average rent. Average rentiwas computed by using, as
mean rental values in each of eight size classes of computer
systems, the values obtained from an analysis of the cost
patterns in the“FedefalrGevemnmaut«lnstallatloas (see Tables
A-2, A~3, A=4). Although a more valid method -might have
been to determine ‘the actual .rent. for :each ‘computer
installed, the data were not sufflclient to develop:such

price determinations. However, cansidering the number of .
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systems studied, any variatlons can be éxpetted to be
averaged out over-all systems.: Hence, the use of the
experience within the :Federal Government: is -probably a
fairly good estimator of actual average casts..

s+ Once agdin, the data on

computer systems In the manufacturing-indostries was not
sufficient to permit any determindtion of operating
expenses, However, .the results ofi:thezanalysis of the
Federal Government-experience were used and are believed -to .
reasonably estimate non=govermment exgerlence.  .lt should be
noted, however, that certain expense catdgories are not .-
included -kn the Federal -Government%s direct computer .system.
operating costs that are usually figures by nongovernment
users, However, it Is belleved that these:are probably a -
fixed percentage of non-rent expenses, and willl not
materially affect the results obtained.in-the present
application. |

Average Power. A measure of the productive .capacity of
computer systems i's provided by Kakght's Indicies of
computing power, discussed earllier (and iin:-the Appendix). -

Although rent and operating expenses would seem.to be ..
measures of systcm.east,7thaw—ane;aJsOrﬁeasuwes;of,sysiem
size, just as numbér of .emplovees, sales; Kkilowatt hours
used per month, etc., ;are altl measuves of plantor . firm
sizé."Use of the power varkable, however, provides  the best

measure-for change in:productive.capacity which we-assert
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should be proportional to a change in any structural
characteristics of the user industry if computlng costs are
constant. However, the change ln one of the cost variables
will provide a more direct measure of the change in relative
expenditure on the typical system. If this change Is
approximately In the same ptoportlon as a change in industry
structure, then clearly there are no ecenomies of scale.
However, to the extent that this chaastxls,EQSS*tﬁanwthe
like change in the Industry structure, then there would seem
to be certain efficiencies of large scale systems that are

Indeed being enjoyed by flrms of larger size.

CONSTRUCTION OF THE MODEL

Linear regresslon analysis was used to test for
relationships between any of the slx Industry variables and
the three computer size variables just decribed. In the
case of industry growth, labor {ntensiveness, and capital
intensiveness, there was no significant relationship between
any of these and any of the three computer slize descriptors..
Hence, these three var!ables were dtscarded from further
analysis. The most slgnlf!cant relatlonshlp was found In a
model whose independent variabiles consisted of the natural
logarithms of Industry slze,: concentration:ratio, and number
of establishments: In the feur%iargest;fifmufuéiteathreev4

multiple regression equations were, then e
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In R =.a, . * a'tn Q+ aginTe a’la~5m R & 9

InX =b, +bInQ+bylnTebglnE  (2)

where

E =

2,;.,

In P'=c, + c,!u Q-+ e:lnfrfwﬁcjﬁﬁnE*‘” ~(3)

et

-average computer rent -

average total computer operating expenses

‘average computlng ‘power ' -

industry size

ratio of size of four laigast f l.rms to
industry size N

number of establlshment ln four largest flrms.

b, » c‘ are resress!on coefflc!ents.

o

In effect, the three |ndependent vardiables, in a -

non-logarithmic form, form a measure of average plant size

in the four largest, and most dmportant, fiérms in the

i ndus

try:

Average establishment size ?'ggiL !“‘ L ;(h)

The results of these regressions are given: in Table 11i-1.

A plo
of th
ti1=-1

t of the logarithm of average: plant size against each

e three computer: size variables is. provided in Charts

, 2, and 3.
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DISCUSSION OF THE MODEL
The three equations used are transformations of the
hypothesized relationship, which Is non-linear. Hence, each

of these equations could be written

c c, c
P=c® Q% 7% g% (5)
Since, from Table 11I-1, (¢ = - 03 , We may rewrite
equation (5) as A
Co 7§ P (o
P=e° (§) T (6)

where C.QBF"—: -Cx .

If there were no economies of scale, then bOth/gp and Ck
would be approximately equal to one, such that any change in
average plant size in the user industry would result in a
proportionate change in average computer size. However, the
results of the regression analysis, as shown in Table IlI-1,
indicate that in fact /3p is approximately 0.4, and C,
slightly less than 0.7, indicating that there apparently
are economies of scale in computing services, and that these
economies are most pronounced when average establishment
size is changed.

Turning next to the other two cost-related measures of
computer size, we find that, for average system rent, Bz =
approximately 0.15, and a, is approximately .26; in the case
of average total expenses,/ﬁx is about 0.095, and bz'
about 0.17. Once again, economies of scale are indicated,

especially with respect to average establishment size.




However, the cost-related measures would seem to suggest
highly signiflicant economies: |[f average establishment size
is doubled, the average cost of a computer increases by
2#+0,095 times, or by only about 10%. - Average rent would

increase by about 143%.

EXAMINATION OF THE RESIDUALS

Table 11i-2 presents a summary of the actual and
estimated va}ues of average ként for the 119 industries
studied. In an éttempt to explain at leé}t'sbme of the
variation from the model, the subject Industries were
classifled into three groups, depending upon the nature of
the applications to which computers had been used In that
industry. Table 111-3 summarizes this analysis. In
general, the model seemed to overestimate the average rent
in industries with significant analysis types of A
applications. These include such activities as engineering
design, simulation, job-shop scheduling, mathematical
programming, statistical studlies, and what not. In the case
of industries with process control applications, such as
machine operation monlitoring, éomouieriﬁ99636ftfhg, etc.,
the model seemed to underpredict the average size of the
computer systems installed. The third class Included all
systems where business applications were predominant, and
refatively little analis!é“or cgégkél“iéfivlfio; were taking
place. The original model seemed to be fairiy accurate for

this type of industry. Using this same grouping, the
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original model was re-run in an effort to determine whether
there were any differences in the-coofflctgnts, and hence -
elasticities, when the installations with non-business
applications were treated seperately. The purpose here was
" to isolate those grdups of users whose industry production
function requires that they make a different type of use of
computing devices than most industrial users. A
determination of differences in the regression line based
upon application area would suggest that the degree to which
economies of;scale are present-in any instance is, to at
least some extent, determined by the nature of the service
being obtained from the equipment. Table l11I~3 presents the
results of this analysis and Indicated that, although there
were some small changes, the original conclusions are in no

way invalidated.

CONCLUSION

The empirical data suggest that users of computtn;
equspment are behavln: as lf there were sisnlficant
economies of scale in the use of such devlces.‘ There seems
to be a general tendency for users to acqulre larzer systems
than their firm or plant size would indicate Is required. A
doubling of average establishment slze resulﬁs in only about
a 35% increase in the.average powef of'coﬁputer ‘ 7
installations In the industry, far less of an Increase in
‘the two cost measures - machine rent and total operating

expenses.,

Rt s L i T




50

Further, only about 40% of the variation in computer
system size could be explained by varfations in industry
structure. Even when some cognizance was taken of the
specific application areas to which computer were used In
the subject industries, the relative proportion of the
variation that could be explained by the industry structure
was not materially altered.

From this, one may only conclude that the decision as
to which size machine to use is based upon factors other
than the straight quantity requirement for service,
Companies do tend-to obtain systems that exceed thelr
requirements, because they are substantially cheaper to run,
on an average unit of processing basis. What is done with
the excess capacity is not clear from this data; there is a
developing market in excess computer capacity (within the
last two years several new firms have been organized to
provide brokerage services in this market).

If there are apparently economies of scale in the
provision of computing services, one must then inquire as to
what changes might be made to the economic environment of
the computer service industry to promote greater efficiency
of computer usage. This question is considered in the next,

and concluding, chapter of this study.



(1

(2)

(3)

(4)

(5)
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TABLE 111-1
RESULTS OF REGRESSION ANALYSES

ALL 119 INDUSTRIES
1. LOGCAVGRNT) = AQ+Al+LNN(INDSIZ)+A2*xLOG(CONCEN)+A3*LNG(ESTAR) §,

NOB = 119 NOVAR = |

RANGE 1 1 119 1

NERRY

RSQ = 0.3565 SER = 0.2670 SSR = 8.1988
FO3/115) = 22.1815 DW(0) = 2,1211

COrF VALUE ST ER T-STAT

Al 0.1585 0.0398 53,9789

AD 2,9057 0.3050 9.5253

A2 0.2611 0.0396 6.6026

A3 -0,1408 0.0330 -4.,2631

2. LOG(AVGEXP) BO+B1*LOG(INDSIZ)+R2*xLOG(CONCFN)+RB3+xLOG(ESTAB) §,

NOB = 119 NOVAR = 4

RANGE 1 1 119 1

REGRL

RSQ = 0.3604 SER = 0.1751 SSR = 3.5278
F(3/115) = 22,1712 DW(0) = 2,0545

COEF VA LUE ST ER T-STAT

B1 0,.0088 0.0261 3.7816

B0 b,7507 0.2001 23,7416

B2 0.1740 0.0259 6.7088

33 -0,0912 0.0217 -4,2099

CO+C1*LOGCINDSIZ)+C2*LOG(CONCEN)+C3*xLOG(ESTAB) §,

3, LOR(AVGPOW)

NOB = 119 NOVAR = 4

RANGE 1 1 119 1

REARY

RS = 0.3440 SER = 0.7602 SSR = 66.4561
F(3/115) = 20,1027 DW(0D) = 2.1500

COEF VALUE ST ER T=-STAT

C1l 0.4702 0.1134 4L,1460

co 5.2613 0.8685 6.0580

<2 0.6764 0.1126 6.0069

C3 ~0,4036 0.0940 -4,.2927



r sortx ind3

w 1107.8
Rank SIC
1 2086
2 3442
3 3391
4 3731
5 3674
6 2631
7 2013
8 2711
9 2431
10 3317
11 3742
12 2111
13 3241
14 2971
15 3441
16 3443
17 3351
18 2752
19 2328
20 2051
21 2042
22 2824
23 2653
24 3562
25 3585
26 3429
27 2751
28 3069
29 2026
30 2011

I T I Ol o o R Rl S VLR DR Ol IR S S R Ve
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YFIT

. 3065
. 3730
.7168
.7568
.8736
.5975
.4568
.5404
. 3660
.5977
. 8264
.0584
L4321
L7114
L4146
.6026
L7617
.2722
.4256
. 4049
L4970
.9587
.3467
.7303
.8078

7709

.5454
.6173
L4278

7138

RESIDU

-.6956
-.5444
-.5579
-.4801
-.4792
-.4231
~.3964
-.3973
-.3770
-.3930
~-.3956
~.4140
-.3378
-.3546
-.3037
-.3121
-.3190
-.2832
-.2824
-.2778
-.2775
-.3047
-.2358
-.1977
-.1828
-.1758
-.1634
~.1629
~.1512
-.1599

Table 111-2:

PCT~-ERR

~-16.
-12.
~-11.
-10.
-9.
-9.
-8.
-8.
~8.
-8.
-8.
-8.
-7.
-7.
-6.
-6.
-6.
~6.
-6.
-6.
-6,
-6.
-5.
~4,
-3.
-3.
-3.
-3.
-3.
-3.

NAME OF INDUSTRY

Bottled and Canned Soft Drinks
Metal Door, Sash, and Trim
Iron and Steel Forgings

Ship Building and Repairing
Semiconductors

Paperboard Mills

Meat Processing Plants
Newspapers

Millwork Plants

Steel Pipe and Tube

Railroad and Street Cars
Cigarettes

Cement, Hydraulic
Confectionary Products
Fabricated Structural Steel
Boiler Shop Products

Copper Rolling and Drawing
Printing, Lithographic

Work Clothing

Bread and Related Products
Prepared Animal Feeds

Organic Fibers, Noncellulosic
Corrugated Shipping Containers
Ball and Roller Bearings
Refrigeration Machinery
Hardware, N.E.C.

Printing, Except Lithographic
Rubber Products, N.E.C,

Fluid Milk

Meat Slaughtering Plants

Actual And Predicted Values - All 119 Industries

SIZE

2735
1397
1273
2339
1124
2853
2502
5520
1345
1072
1696
2860
1253
1681
2602
2323
2846
2791
1052
5007
4438
1992
2891
1399
2713
2544
3202
3139
7435
15069

ESTAB
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Rank

31
32
33
34
35
36
37
33
3
40
41
42
43
44
45
46
47
48
49
50
51
52
33
54
35
36
57
38
»
60
61
62
63
64
65
66
67
68
69
70

R16.350+7.850

2337
3522
2032
3661
2834
2842
3433
3561
3651
3079

3411

Y

4.7274
4.9558
4.4067
4.4308
4.7707
4.6347
4.6634
4.3307
4.5218
4.7707
4.5643
4.2047
4. 6427
4.7958
4. 7875
4. 4659
4.5326
4.5433

4.9416
4.8598
4. 9836
4. 7449
4.6250
A,4188
4.7224
4.7362

#.5433

4,5433
47385

4,473

4,8598
4.8675
4.9836
4,7958
4.6250
4.5109
4.7095
5.0039
4,3820
4,7362

YFIT

4.8841
5.1112
4.5427
4,5651
4.8874
4.7476
4.7758
4.4314
4.6155
4.8663
4.6382
4.2723
4.5066

4.8612

4,.8415
4.5147
4.5809
45851
4.9836
4. B60
5.0154
4.2632
46415
4.4318
4.1326
4,733

4.6588
4.9478
4,3284
4.6782

RESIDU

-.1567
-.1553
-.1359
-.1343
-.1167
-.1129
-.1123
-.1007
-.0937
-.0957

-.0739

-.0676
-. 0640

-.0654
-+ 0540
-. 0487
~.0483

-.D418

-.0420

-.0362
-.0318
-.0183
-.0165

B

PCT-ERR

-3.21
-3.04
-2.99
=2.94
-2.39
-2.38
=-2.35
-2.27
-2.03
-1.97
-1.59
~1.58
-1.42
-1.34
-1.12
-1.08
-1.05
-.91
~.84
=74
-.63
-.38
-.36
-.29
-.11
.05
07
.28

) . 28
.33
.59
.72
.75
.86
.87
.92
1.09
1.13
1.24
1.24

30
32
97
58
‘27

NAME OF INDUSTRY

Organic Chemicals, N.E.C.
Motor Vehicles and Parts
Paints and Allied Products
Games and Toys
Epgine Eletctrical Equipment
Abrasive Products
I»tcrg:diage Coal Tar Products
Venear and Plywood Plants
Weaving Mills, Synthetic
Sosp and other Detergents
Graw :ion Poundries

Pies and Tools
Chl-icql Preparations, N.E.C.
Conetruction Machinery

:::g:nu- Bolling and Drawing
Ac ;,v‘TDOLI and Accessories

king Machinery, N.E.C.
ces and Steel Mills
i Inner Tubes

phic tquiynent

'

ric Meisuring Instruments

ure Not Upholstered

iguouring Devices

'fé% Vegetables

i:n ﬂf‘{ I8 Btc.

ty :nd ‘Equipment
C-nn‘d Sp Q?illities

Telephone, Telegraph Apparatus
Pharmaceutical Preparations
Polishes and Sanitation Goods
Heating Equipment, Except Electric
Pusips and Compressors

Badio and TV Receiving Sets
Plastics Products, N.E.C.

Metal Cans

Table 111-2 (CONTINUED)

SIZE
6541
45630
2970
1157
1342
1016
1483
1700
2241
2396
2728
2218
1322
3768
3100
1230
1273
1148
21193
3716
3286
1053
1020
2423
1051
2700
1429
1885
3711
1042
4332
1457
2467
4432
1029
1167
2151
4092
4658
2631

CONC ESTAB
46 28
79 135
23 38
22 10
72 11
56 14
52 15
24 51
40 48
72 25
27 23

5 10
20" 15
45 17
65 33
20 13
14 4
25 11
43 57
71 32
67 10
65 18
36 13
12 10
46 1
a9 23
21 14
24 27
39 41
20 16
&5 25
63 14
94 24
24 13
30 14
16 11
27 15
48 11

8 39
71 113

BUS
34
199
47
25

13
10
12
23
20
14
16
36
8
15
20

112
72
28
18
43
23
10

24
19
11
78
13
57
61
16
24
17
63
43
11
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RANK SIC
71 2231
72 3481
73 3566
74 3541
75 3323
76 2821
77 2052
78 2024
79 2341
80 3613
81 2311
82 2085
83 3559
84 3642
85 3461
86 3452
87 2621
88 3519
89 2099
90 2731
91 2871
92 2911
93 2023
94 3599
95 3621
96 2033
97 2321
98 2281
99 2041
100 2512
101 3722
102 2721
103 3679
104 3622
105 3141
106 2844
107 2211
108 2335
109 3634
110 3662

R 16.350+7.850

4.7185
4.4067
4.6821
4.7005
4.6052
4.8122
4.7875
4.4886
4.4427
4,7622
4.5951
4.8122
4.6347
4.6634
4.6052
4.6052
4.7707
5.0304
4.6347
4.8752
4.8442
5.0876
4.6634
4,5539
4.9200
4.7185
4,.6540
4.6540
4.7707
4.6052
5.2523
5.1299
4.9488
5.0304
4.6913
5.0876
4.8828
4,5109
5.0499
5.0689

YFIT

4.6596
4.3463
4.6179
4.6336
4.5359
4.7338
4.6968
4.3900
4.3447
4.6500
4.4831
4.6923
4.5090
4.5315
4.4747
4.4570
4.6038
4.8433
4.4617
4.6891
4.6592
4.8840
4.4725
4,3587
4,7083
4.5014
4.4361
4.4278
4.5348
4.3720
4.9736
4.8481
4.6669
4.7428
4.4204
4.7899
4.5866
4.2322
4.7334
4.7344

RESIDU

.0589
. 0604
.0642
.0669
.0693
.0784
.0906
.0987
.0980
L1122
.1120
.1199
.1258
.1319
.1305
.1482
.1668
.1871
.1730
.1861
.1850
.2036
.1909
L1951
L2117
.2171
L2179
L2281
.2358
.2332
.2787
.2818
.2818
.2876
.2709
.2977
. 2962
.2787
.3164
.3345

PCT-ERR

1.26
1.39
1.39
1.44
1.53
1.66
1.93
2.25
2.25
2.41
2,50
2.55
2.79
2.91
2.92
3.32
3.62
3.86
3.88
3.97
3.97
4.17
4.27
4.48
4.50
4.82
4.91
5.11
5.20
5.33
5.60
5.81
6.04
6.06
6.13
6.22
6.46
6.59
6.68
7.07

NCOMP

214

NAME OF INDUSTRY

Weaving, Finishing Mills, Wool
Fabricated Metal Products, N.E.C.
Power Transmission Equipment
Metal-Cutting Machine Tools
Steel Foundries

Plastics Materials and Resins
Biscuits, Crackers, and Cookies
Ice Cream and Frozen Desserts
Women's and Children's Underwear
Switchgear and Switchboards
Men's and Boys' Suits and Coats
Distilled Liquor, Except Brandy
Special Industry Machinery, N.E.C.
Lighting Fixtures

Metal Stampings

Bolts, Nuts Rivets and Washers
Paper Mills, Except Building
Internal Combustion Engines

Food Preparations, N.E.C.

Books, Publishing and Printing
Fertilizers

Petrolium Refining

Condensed and Evaporated Milk
Misc. Machinery

Motors and Generators

Canned Fruits and Vegetables
Men's Dress Shirts and Nightwear
Yarn Mills, Except Wool

Flour Mills

Wood Furniture, Upholstered
Aircraft Engines and Parts
Periodicals

Electronic Compoments, N.E.C.
Industrial Controls

Shoes, Except Rubber

Toilet Preparations

Weaving Mills, Cotton

Dresses

Electric Housewares and Fans
Radio, TV Communications Equipment

Table 111-2 (CONTINUED)

SIZE

1167
1300
1314
1826
1279
3532
1327
1142
1042
1549
1850
1332
1731
1544
3756
1662
4805
2052
2206
1996
1183
18742
1100
2865
2289
3216
1348
1479
2345
1250
4572
2718
4002
1049
2650
2431
3562
2508
1128
7563
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RANK

111
112
113
114
115
116
117
118
119

R 16.350+7.850

SIC

2641
2643
3221
3721
2819
3494
2421
3729
3569

Urin &~ &t oo

. 8442
L7536
L0173
.5910
L9273
. 8040
L7449
.3982
L4205

YFIT

~ e

.5200
L4253
L6491
.1805
.5530

4323

L3219
L7744
.6257

RESIDU

. 3242
. 3283
.3682
L4105
L3742
L3717
L4231
.6238
.7948

PCT-ERR

=

WD 000N N

NAME OF INDUSTRY

Paper Coating and Glazing

Bags, Except Textile Bags

Glass Containers

Aircraft

Inorganic Chemicals, N.E.C.
Valves and Pipe Fittings

Sawmills and Planing Mills
Aircraft Equipment, N.E.C
General Industry Machines, N.E.C.

Table 111-2 (CONTINUED)

SIZE

1383
1359
1207
9000
3845
2209
3391
3781
1024

CONC

ESTAB
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TABLE I11-3a
RESULTS OF REGRESSION ANALYSES

93 INDUSTRIES WITH MAINLY BUSINESS
DATA PROCESSING APPLICATIONS

1. LOG(AVGRNT) = AQ+Al+LOG(INDS!IZ)+A2*10G(rONCEN)+A3*LOG(ESTAB) §,

NOB = 93 NOVAR = 4
RANGF 1 1 93 1

REARY

RSO = 0.4305 SER = 0.2279 SSR = b_6236
F(3/89) = 22,4293 DW(OQ) = 2.1672

COFF VALUE ST ER T=-STAT

Al 0,1682 0.038Y 4,.3830

A0 2.5770 0.3069 8,3963

A2 0.2634 0.0381 6.9135

A3 -0.0652 . 0.0335 -1.9488

2. LOG(AVGEXP) = BO+Bl+LOG(INDSIZ)+B2+#LOG(CONCEN)+B3+10G(ESTAB) $;

NOB = 93 NOVAR = &
RANGE 1 1 93 1

RE R4

RSO =  0.4001 SER = 0.1584 SSR =  2.2336
F(3/89) =  19.7826 DW(0) =  2.1305

COEF VALUF ST ER T-STAT

81 | 0.1068  0.0267  4.0036

B0 4.5k44  0.2133  21.3026

B2 0.1736  0.0265  6.5566

B3 -0,0461 0.0233 -1.9801

3. LONCAVGPOW) = CO+C1+LOG(INDSIZ)+C2+LOG(CONCEN)+C3*LOG(ESTAR) §,

NOB = 93 NOVAR = 4
RANGE 1 1 93 1

REGRY |

RSQ = 0.3765 SER = 0.6978 SSR = 13,3331
F(3/89) = 17,9141 DW(0) = 2,1855 ‘
COFF VALUE ST ER T-STAT

c1 0.4715 0.1175 4,0134

co 4_.7656 0.9396 5.0719

c2 0,7033 0.1166 6.0302

€3 -0.2728 0.1024 -2,6628
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TABLE [111-3b
RESULTS OF REGRESSION ANALYSES

13 INDUSTRIES WITH MORE THAN
25% ANALYSIS APPLICATIONS

1. LOG(AVGRNT) = AQ0+A1+«LOG(INDSIZ)+A2+1LOG(CONCEN)+A3+LOG(ESTAB) §,

NOE = 13 NOVAR = 4

RAMGF 1 1 13 1

RENRY

RSQ = 0.4513 SER = 0.4554 SSR = 1,8664
F(3/9) = 2,.4680 DW(0) = 1.6657

COEF VALUE ST ER T-STAT

Al 0.2566 0.2080 1.2339

AQ 2,9351 1,.2433 2,.3607

A2 0.2374 0.2401 0.9888

A3 -0.3650 0.1618 -2,2559

2.'LOG(AVQFXP) = BO+B1+LOG(INDSIZ)+B2+1 0G(CONCEN)+B3«LOG(=STAB) §,

NOB = 13 NOVAR = 4

RANGE 1 1 13 1

REGRY

RSQ = 0.5029 SER = 0.2662 SSR = 0.6378
F(3/9) = 3.0353 DW(0) = 1,6718

COrF VA LUE ST ER T-STAT

Bl 0,.1504 0.1216 1,2369

80 L.6786 0.7268 6.4369

B2 0.1926 0.140%4 1.3725

B3 -0.2201 0.0946 -2,3268

3. LOR(AVGPAW) = CO+C1+LNG(INDSIZ)+C2«LOG(CONCEN)+C3«LOn(ESTAB) §,

NOB = 13 NOVAR = 4

RANGE 1 1 13 1

REGRY

RSQ = 0.5009 SFR = 1,0615 SSR = 10,1405
F(3/9) = 3.0113 DW(0) = 1.4121

COEF VALUE ST FE T=-STAT

Cl 0.8665 0.4848 1.7876

Co 5.1936 2,.8981 1.7920

C2 0.3645 0.5596 0.6513

C3 -1,0278 0,3771 -2.7254
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TABLE I11-3c
RESULTS OF REGRESSION ANALYSES

13 INDUSTRIES WITH MORE THAN 25%
PROCESS CONTROL APPLICATIONS

1. LOG(AVGRNT) = AO+Al+1On(INDSIZ)+A2+«LOG(CONCEN)+A3*1 OG(ESTAB) §,

NO3 = 13 NOVAR = 4

RANGF 1 1 13 1

REGRY

RSQ = 0.4514 SER = 0.2680 SSR = 0.6465
F(3/9) = 2,.4680 DW(0) = 1,1661

COEF VA LUE ST ER T-STAT

Al 0.2445 0.2160 1.1317

AQ 2,.8487 1.6645 1.7115

A2 0.2122 0,.1267 1,6752

A3 -0.2660 0.1126 -2.3630

2, LOG(AVGEXP) = BO+B1l«LNG(INDSIZ)+B2*LOG(CONCEN)+B3*10G(FSTAB) §$,

NOB = 13 NOVAR = 4

RANGE 1 1 13 1

REGRY

RSQ = 0.4494 SER = 0.1737 SSR = 0.2716
F(3/9) = 2,.54434 DW(0) = 1.2563

COEF VALUE ST ER T-STAT

B 0.1016 0.1400 0.7258

BO 5.1397 1.0788 L_ 7644

B2 0.1286 0.0821 1.5666

B3 -0.1619 0.0730 -2.218%4

3. LOG(AVAPOW) = CO+C1l*LOG(INDS!Z)+C2+*LOG(CONCEN)+C3*10G(ESTAR) §,

NOrR = 13 NOVAR = 4

RANGE 1 1 13 1

REGRU

RSN = 0.2216 SER = 0.9107 SSR = 7.4636
F(3/9) = 0.8540 DW(0) = 0.9387

COEF VALUE ST ER T-STAT

Cl 0.7677 C.7339 1,0460

Cco 2.9378 5.6556 0.5194

C2 0.6205 0.4304 1,419

C3 -0.3848 0,3825 ~-1.0060
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CHAPTER FOUR
FINDINGS AND IMPLICATIONS FOR PUBLIC POLICY

The conclusion reached, as a result of the analyses
carrted out in this study, is that there }s indeed certain
evidence of the existence of economies .of scale in the
production afAcomauéin; services. Glven that thls is the
case, public policy ought to be formulated in a manner so as
to encourage the more widespread use of larger size
computing plants. The purpose of this concluding chapter Is
to review some of the the possible directions that public |
policy might .take, and consider, for each, the relative

appropriateness insofar. as meeting the objective.

REGULATION AS A PUBLIC UTILITY

One of the most widely dlsCuésgd"dlrecildns’for public
policy is thé establishment of awrozdiate& computer utility,
along fairly traditional lines. tinéded; the'énalyslér
pfesented here would seem to prov!dé'idd!ilohél support for
this view. ‘Hdwevér, the preseﬁt'su&di is Inconclusive as to
the rationality of thts.abproach to polfcv¥fofmu¥atlon for
sevefal reasons, |

Iin the tradttlonal public utilities, such as electric
power, the opt!mﬁm size of plant Is Quité‘large; the

capacity of an electric generator mi:ht'be sufficlent to
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serve a city of one million people or more. To construct a
plant of less than optimum size would be Inefficient, so
that the granting of an excluslve french!se to the power
company in a pertlcular area tmol!es that publlc pollcv
dictates that only plants of opttmum slze, or approachlnz
optfmum size, can be béllt, “Thé: same may be sald for plants
which generate computing power. -Howdver, We do not as yet
know what is the optimum-size of plant In this Industry. Of
perhaps even gréatér'fmportfnce;;weéxoznot”kné# the extent
to which sharing and distribution costs wiil .increase as:
machine size becomes suffliciefitly “largér than the 1limlts of
' present technology. ‘The present ‘analysis suggests that this
optimum size 1s at Teast as large ss the largest systems -row
built, -but is'fnconé@uifveuéfaééﬁﬁﬁwiﬁﬁchﬁteajdﬁ?than the
present scale the average costi cifve becomes-horizontsl.
There are a number of reasons for thls lack of knowledge or
Wexpertence wlth !ar;e svstems, some ofgwhich have already
been consldered (Chapter two). But, for whatever the
reasons, relatively few _very Iar;e systems have actually '
been tnstalled, at least by comparison wlth the number of
V‘small and medium size fac!lttles. Further, and as 2 result,
manufacturers of complete systems have not as yet bullt any
system that is more than an order of maznltude away from |
what is presently consldered to be a "large” system.‘ |
Regulatlon of the computer ;ervlce tndustry as a publlc

R

utiltity Is Indlcated If It can be shown that computers can
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operate far more efficiently If oparated as very large scale
systems,: whose capacity far. excesds #ny one individual
user's requirements. Hence, before any attempt s made to
devise a structure for a regulated. computer. utility, some
additional experience with large.systems  must be. gathered.
Thus, the most immediate objective of. public policy should
be to reduce or perhaps. eliminate some: of the presently -
existing barriers that mitigate against the (perhaps shared)
use of .the largest computers available. -~ .

BARRIERS TO USE OF LARGE SYSTEMS

In Chaoter two we consldered several of the short-run
diseconomies that tend to lnduce end-users to contlnue to
operate thelr own relatlvely small evstems !n-house.
Brlefly, these lncluded the (perheps psychologlcal) deslrev
to have hands-on control over the computer, the st!cklness |

caused by the hl;h cost of converston to some other machlne,

P

vthe relative lncompatlb!ltt!es of J?f?eren’lmoaels end, in

=

some cases, dlfferent unlts of the same model, and flnelly
the costs, some dlrect and some lndlrect, of sharlnx one

computer with other users.‘ There ere several means by whlch

1

government authorlty, If properly dlrected. mlght reduce

Q«_

some of these barrlers.

i

) : e e | - ,/’ FR Y . : S SR ;" Much of the

- i »
CQ%E} a5 st G %iw'&

reasontng behlnd a flrm s deslre to operate lts own ln-house
computer Installatton may be treced to psychologlcal factors

such as the presttge assoclated wIth the machlne, the R




64

security over the company's flles and records maintained on
the computer, and the feellng that, so long as the machine
Is on the premises, the firm's work will get done. The
prestige factor wil), of course, wear off In time, as
computers become more and more common and hence impress
fewer and fewer people. However, suitable legislation can
significantly alter the businessman’s views concerning the
other two [ssues. Operators of shared-use computer centers
must not only guarantee the privacy of their client's flles,
but must assume a large measure of ljablllty for any _
leakages that may be attrlbutcd to thetr.nexilgence. Also,
laws or regulations may fix 1imits of fiab!tlty for
uncompleted jobs that more closely reflect the cost, to the
en¢-user, of the delay., At present, thcre ls usually no
such llablility for asslgnmentsfwhlch the computer service
organization could not completa QXther when due or at a\l.
&gsxs_gi_xxngm_sgnxgzalnn. it ls dlfflcult to Ima;lne
any way In whlch the costs assoclated wlth converslon from
one computer system to another could be siznlflcantly |
reduced or eliminated unless we were to odopt a pollcy of
freezing technOIOgtcal lnnovatlon,/ |ndae§, v!rtually no
computer has ever had to be keblacéd because lt Qas “worn
out”" by usage; most conversions from systeﬁAto another have
been the result 6frth; user's dé;lre to obtaln the fullest
advantage of the most current t§chnolosy. 'Hbucvqr, if (

technology cannot be frozen, then conversion expenses may
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still be reduced by encouraging the development of the
relatively new software industry which has the potential of
significantly reducing applications programming costs by
sharing these costs among many clients who require basically
the same applications programming package. Thus, software
must be viewed as a product and must enjoy the same
protection that is available to other products. [Its
uniqueness must be fully protected by copyright or, where
appropriate, patent. Purchasers of computer hardware must
not be required té pay for manufacturer<supplied software
for which they have no need., With respect to software,
policy should be directed at making.a distinction between
"computing power" and "computing servtcg.“ Clearly, the
greatest economies are potentially possible in the former
sector of the industry, since raw power is, iIn effect, a
common denominator that can satisfy the requirements of many
end-users., Service, in contrast, must often be tailored to
individual needs. Hence, an end-user should be able to
supply his own programs, or contract for thelr'developmeﬁtv
(or lease) and then be able to run his applications on any
of, perhaps, a number of competing services, Thus, ‘the
separation between hardware and software should apply to
more than the computer manufacturers, but also to the firms
engaged In providing computing facilitles for -hlre.

The power produced by

an electric generator may be shared among many I[ndividual
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users because a distribution system exists to transmit the -
power from the generator to the user's heme or factory.
Although the electrical distribution system Is costly to
construct and maintain, the potential-savings that result
from the shared use-of the generatdor more than outwelgh
these costs. A viable computer utllitty must also have a
distribution network to transmit:iAformation between user
and machine. For batch processing service: bureaus, this
network might consist of a fleet of messehger: cars, or-
perhaps the U, S. mall. For on-Tine remoteé access-systems,
where the greatest-potential for shared use:-lies, the
distribution network would consist of telecommunications
facilities to carry the two-directional flow of information
electronically. The existing communications plant of the
nation's communications ¢common carrfers:is:-or can be more -
.than adequate to serve as the distrbbution system for the -
on-line computer services. Howevér, there are presently
certain factors in the relationships ‘bétween computer users
and communicatlons suppliers that may prevent the fullest
advantage of the apparent economies of “scale of computing
systems from belng made -avallabkle to the public. - Several
recent works (1=3) have suggested the risture of some of
these problems, ‘including some of tie resporises ‘to the FCC
Inquiry. These includeé such 'l ssuds -#s the right to -
interconnect privately-ouwned comminlcaslons systens and

apparatus to the common: carriér kines wihth:aminfmum > - -
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interface requirement, the ability of several customers to
share communlications servites in much:the same way as they
wotld share the computer's services, and the“possible
offering of services tatliored specifically to'certain
computer communications requirements. ft Is essential that’
any barriers to the use of shared compiuter Systéms that may
be attributable to policies and tarlfﬁs*éf?comm&nicatfons‘
suppliers be eliminated, where possib¥e, and that the cost
of this method of distributing the power not be so
prohibitive as to hegate any economfeés of ‘targe-scale:

computer operation.

LIMITATIONS OF LARGE SIZE COMPUTER SYSTEMS o

We have suggested here that apparently slgnlflcant cost
savings might be reallzed by the more wldespread use of
large computer systems, perhaps on a shared bases.’ Indeed,
recent developments in the art and technology of
time-sharing and data communlcat!ons make the prospect of
more w!despread use of large systems, perhaps simultaneously
by many users, much more probable. However, the advantages
of large scale computer facllltles can only be realIZed, by
many users sharung this facillty, if the varlous costs
associated with sharlng are less than the dlrect cost
advantage of the use of the large system.A Certalnly,gp
communlcatlons costs, required in order to dtstribute the

computlnz servlce to the users, may be a slgnlflcant factorr

However, several other posslble costs tnclude software
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development, system overhead, administration, sales, and
perhaps others. Modification in.existing pollicy with
respect to communications services might serve to decrease
the significance of this cost area, although it is still not
absolutely clear that this will] be sufficient. As for
software development costs and system overhead, present
experience would seem to indicate that operational
limitations’may have been reached in the development of
large-scale operating systems, a factor which could
seriously limit the-potential for development of large
computers specifically designed for shared use. (l.e., a
large system may be qulite efficient tf used by one
organization for a limlted ﬁumbe? of different éppllcatlons.
However, when shared among a number of "hostile"
subscribers, the software deiéloomeht_costé and system
overhead required to protect the users and the system and to
provide for effective user-system éommunléétion and |
interface may prove greater than the economles of scale.)

What we have learned in this present investigation iIs
that efforts must be directed toward brovldlng the
computer-using public wlth the‘advantages'of’large systems.’
This means that technology should be fo¢JSed.upon the
possible solutions to some of the more formidable probiems
posed by shafed use of large‘systéﬁs.f Where b&sslblé,
public authorities should seek to remove certain cost

barriers pértfcular]y In the distribution sector of the
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imformation processing fleld. The industry has demonstrated

its ability to survive and prosper under a multi-plant,

competitive environment. The computer utility, if it comes

at all, will be the result of advances in the art of

building, operating, and administering large-scale computing

systems,
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APPENDIX
SOURCES AND DESCRIPTIONS OF eEMPITRICAL DATA

The several sourcés of empirical data used to test the
hypotheses described in this study are discussed in this
appendix. The data fall In}9<§hrg§ broad_qgggggﬁigs, as
follows!

(1),Manufacgur(ngiiansggges:genguﬁidgta_, _;
(2) Compute(/lqstallgtion data
(3)_Compqtgrlcost,data

Each category will be considered in turn below.

MANUFACTURING INDUSTRIES CENSUS DATA

The data on Industry structures was obtalned from
several publications of the Unfted -States Department of
Commerce, Bureau of the Census. They wer& based partly upon
the 1963 Census of Manufécturés and upon the 1966 Annual *
Survey of Manufactures. Manufacturing industries were
chosen for analysfis In'tﬁls"étddfﬁﬁéeiﬁééhfgf'fhéﬁ‘feﬁfésént
‘approximatély one-third of ‘the computer '§ervice market, and
((b) they are characterized by the most conststent ‘afd |
“apparently accurate statfstical reporting of ‘any Pndustry’
group. ' et a

The source documents referred to were: "

71




72

(1) 1963 Census of Manufactures - Chapter 1, General
Summary, and Chapter 2, Size of Establishments,

(2) "Concentration Ratios in Manufacturing Industry 1963,"
report prepared by the Bureau of the Census for the
Subcommittee of Antitrust and Monopoly of the,Commlttee‘on
the Judiciary, United States Senate,90th Congress, first
session. |

(3) 1966 Annual Survey of Manufactures, U. S. Department
of Commerce Bureau of the Census, "Value of Shipment
Concentration Ratios by lndustry."

Six statistics were selecéed for each of the 417
manufacturing industries. The basis of selection was the
apparent relevance to the use of computer services within
each of the industries. Where possible, the statistics were
obtained from the 1966 ‘Annual Survey; however, in certain
instances fhe 1966 figures were either missing or were
ascribed questionable validity by the Bureau of the Census.

The Census of Manufactures is conducted every five
years by the Bureau of the Census. It is, theoretically, an
exhaustive canvass of all firms in all manufacturing
industries. Manufacturing industries are those with
Standard Industrial Classification (SIC) codes between 1900
and 3999. Industries 1900 - 1999 were a recent addition to
the Manufacturing group, and, as a result, the statistics on
these industries were not reported as consistently as for

the remaining manufacturers. Hence, only data on industries
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In the 2000 ~ 3999 range were used., The Annual Survey of
Manufactures, in contrast to the Census, s based upon a
statistlical sample of firms in each of the industries
covered. As 2 result, It is conceivable.that certain
figures reported in the Survey are relatively inaccurate,
When the Bureau considered the standard error of estimate
for any one industry to be sufficiently great that the
accurac9 of the data was open to namstton;'tt-soﬂfnd(cated
in the report as published. The six statistlics used were
selected because they provided measures of -slize, growth,
concentration, establishment size, lshor intenslveness, and
caplital intensiveness, Each is dliscussed:belaw:

" industry size. Value of Shipments as reported in the
1966 Annual Survey of Manufactures was used as the measure
of industry size, - Certainly It Is not the only possible
measure of slze (value added may be another). However, this
statistic was selected because It provided a measure of the
overall quantlty of business done by the industry, not just
in the actual manufacturing process [tself, To eliminate
sporatic variations In the more marginal industrles, only
industries with value of shipments In excess of $1 bitlion
in 1966 were used in the analysls. .-

Grawth. A measure of growth was pravided by a ratio of
the 1966 to 1963 value of shipments for each industry.

Longentration. As a measure of -iIndustry concentration,

the ratio of value of shipments In the four largest firms to




7%

the industry value of shipments, using the 1966 figures, was
used. Industry concentration provides a measure of the
relative size of the largest, and -hence most important,
firms in an industry.

Establishment slze. A measure of establishment-size- in
the four largest firms was obtained:from the 1963
Concentratlien Ratio report. This statistic glves .the number
of individual establishments in-the four targest firms.
Thus, a large -industry with a high eoncentration ratio and -
few establishments In: the four Largest flrims would tend to.
be characterized by relatively :large plants and
establishments; omne with many esteablishmeats, and perhaps a
smaller concentration ratio or a:small value of shipments,
would exhiblt establishments whose typical size Is -
substantlally smaller than in the first case.
a. A -ratho of Salarles-and

Wages /Ad justed Value ‘Added was obtained:-fron -the
Concantration Ratio report and 'subsequentty wes updated with
data from the 1966 Annual Survey. - This provides a measure
of the relative use of labor in the manufacturing process Iin
the industry.

Capital Intensiveness. A ratio:-of New Canital.
Expand btures/Value of :Shipments was: -used :to.provide a =
measure Of the Importance of current acquisition of naw

capital assets in the Industry. =
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A summary of the above .data_for the .119 -manufacturing

industries used in the analysis are shown.in_.Table:A~1l.

COMPUTER INSTALLATION DATA

The source of data on computer lnstallatlons In the
manufacturing Industrles was the ”Computer lnstallatlon Data
File" malntalned by the lnternatlon 6ata Corporatlon of |
Newton, Massachusetts. Access to th!s source flle was
provided for purposes of the research reDOrted here.:

The Computer Installatlon Data Flle contalns
descriptive data on lndtvldual computer !nstallat!ons In the
United States. Included in the flle are data on the uslng
firm and data on the nature of the computer Installat!on(s)
operated by that firm. Although thls data base does not
have 1002 coverage, the file s coverage ls about 702 to 853
overall, wlth the greatest coveraze ln the larger slze ; 2
installations. Hence, the use of this data basé
necessltates some bias toward blgzer machlnes and blgzer
!nstallations. However, the coverage !s falrly constant
over most systems ln the $S,000 per month and up range. |

overtng most medium and large slze systems, wlth the "
greatest deficlency occurrlng in the small, desk top systems

used primarlly for special!zed analysls and control

purposes.' Records contalnlng data on nearly 10,000

-
5y

Indtvldual machlnes lnstalled at flrms ln the manufacturlng

tndustrles was studied ahd analyzed
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Several attributes of each installation record were
selected for use in this study. These were:
(1) The primary SIC code for the user company.
(2) The manufacturer and model number ofwthe computer(s).
installed in that cdmpany. w |
(3) Principal appllcattdn areas of the computér
installation, where available. | |
(4) System conflguration data -
a) number of tapes
b) number of external memory devices
c) size of core memory |
d) number of line printers
(5) Company-#ales and employee data
Although the Computer Installation Data Flle contains
recordsrof sgsfgms in all fnd#stfy élasslflcatiqns, only the
manufacturtngrindustries, 2000 4»3999, Qérg gsedlln thi;r
study. | '»7 | |
Each computer system (manufacturer model) type was
classified according to sevefal possible attributes: rent,
power, and size ciass. Table A-2 presents a §ymmary of
these data for the machines conﬁldered; fn certain cases,
it was not possfble to ciasstfy a gtvenrmachine for one
reason or another, due to lack df’fﬁfdrmatlén on the nature
of the system. However, in‘terﬁs of market’c§ferage, some

95% or more of all installed systems were classifiable.
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- “Rent. -The typical rent.-for.a:computerasystem type was
obtained from-several sources. :A .studywas made -0f 'the .-
rentat ‘ranges for computer systems:knstalied_.in tha Federal
Govermment, vwhereca fairlty eomplete is#nd cdonsistentiy: -
réported ifi be of “data on:these scests @xists (seebelowd.: In
addition, 'several reference sources were donsalted, - i+ 2 .~
including the.Adams ‘Assocli ates :"“Computem:-8Haractentstics - -
Quarterly" :and the mm:b;:feormt&mn be-"Standard EDP. ;.
Repor ts /. APthough some :data 6n specitkc icanflgunations was
aval Tabl'e “Fram tive .Computer’ tnsta] Tatbon-Data £l Tesclt was . -
determbned sthat ‘the use€ 'of m&wk oS tom srontals . was:
suf ficbentty .Sccurate s "and ssomewhatnbéss tifased; than the
use oficany basis for direstly pwickng icud idack bastatlations
This Is due to ageners] .backiof .Gvdratl scoanslistency in. the-
reporting in the CLDE, and :the:dven:greatdezdifficulty of -
actu#l'ky determining :whbch 'spdchkfic:components, having, kn. -
many - Ivstances, -3 wide rasnge of caats, werezlp-useiat -
particutar knstablation. bt is - recognized:that, as s>
result, ‘the use of 'some “typhcal'.imdtaltlation eent=may not -
diredtly provide s means of assessing the size-of an-
instatlation:at a:glieen:flrmpihowever, -wl th:the ‘rather -large
siZe ‘of “the sanplae vsed, :-nedr iy ;*}Q;O%;sbndbﬂ dual systems, -«
any diseontbniities would -be dvdragdd outsoverndtl systems. -

POMBE. ?‘Ammrq\f@ﬁ?stn ~Ypowd' :ofi -a sepeclf ke computer
systemIthat was used |s the ‘result ofzsistudw:by -Kenneth €. -

Kekght (9,10), :that :sought ;técassign acsbnglecdimension af ;.
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the:quantity of precessbng . perunhttime ::tg icomputer system
types: 1 This«bs; efwcadrse, ;a dbtfhowkt (tagks since the . -
"power' ofriany computer systen:is aasfunction of 2the nature -
of the applleatiencto:whieb-itts apnlkadsand-0f the-awallity
of thevplograms run: i -The same ssysten maysoravide idi fierent -
quanti ties:of iservice per :unktctimewndéde ditfexent . i; 1::
applkcations: maﬁWmszM -the inebatl veshower jof. ane /o
systef type ztosaAdthér system tipe mayshe qutte different .o
for dhffigrent appbications. ~This:lis mmi Coamputer ~ oo
system idonsists «of ‘sevacsl  lmpantant vconponentsyeagh of i:- .-
which may-have :several mr!me atselbutes.: - Generably, oh
busimdssstype heppl lications srequbee imare cknput-gu v tisthan do
analysis :type applkicatians, iwkicH ipandtaklty cequlremore s:.
computation:-celative to ki@, :Hened, (s spatem whth:good .~/
input autpot ‘dapabblitboles reelavive b cAmgatation ! - ii-ogs-
capabi.thtles weuld tend to !pdobarm hdttep ninden -2 Husliness -
use than:sfoe:scientificeindotéchnical applications. feasides
the issue of .Impat "mimtsirurtus idompabitkon s any syItem may
hdve ather 'sets<of -attrbmited sohat ap render =kt better (.- .
sul ted for one:-type:gf applikcathor o ver sonather. cknight. .. -
recognized ;this and iattempted ta:ndsohve |kt ctossome ;extent - |
by -detdemining, .forrdathispstent ke s tidbed » Ipower ~ind heles : -
for O th :bus bness cand csbbentbfic se, . obh ke, 10 dourse, :onhy
reduces-the ‘extant -of «d I'fiferefices ;alang 1thesapnlicatiens In
each ‘of ‘these -twé.dategorids,; bat sdoes inot zel beknate the -\ :
difficaltys  iFor ! thdperpasessof:the presentstudy, -the ‘twe :
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Knight Indiéles were wefghted-80:as to:form=a single Indeéx.
75%°6f the greater:-df the-twe "{business orzsobtentéflc) was: -
added:to 25% of thé iesSeér-of “theztwokatghc=numbers. '=This '’
was basad 2apon thelassumptiocnithat;cin igéndrat; “a mackine’
wodld 'be “us@d to process the most effkclent type of . oo
application-as=lts-primary:-purpase; > ~Atehough the:lndexsis
imperfact; i ¥ does-provide a -meansiforiaxsmialing theuh .+
quantity ‘of 'data processing ‘provided by sach 'system-type. -~
Whereas its usefulness for making comparisonsibetwéen any- -
given ipste "of mdchines I4 BIENFY-Divil ted) bigcusefdl indss
fo? the -parpose of 'thiststudy, ‘wheredsieh comparisons ave-: .
not important in relation tﬁvdéetaﬁﬁ‘the‘o¢dlks of 'magnbtude

of pr‘ec‘essmy "‘1""“ tsat ts tlvemﬂnhestwidwuspm-

{ ~ s H -§~ 8 » - R
PEEOT [ERR 3 - SERE- T £t B PRSI

Knlgﬁt ffgdfes §¢emﬁeélte appﬁépﬁfaﬁﬁ iné”ﬁstfu§.=’**'?ff

ETGGEE Y i ang

ﬂn_s.laiﬂf.tnam vam w«onxwwﬁeé ag neric, |

NEIENET
power, and other data avatlable on eachieoﬂpatia>ssst¢mﬁ t*
gorren et hos avizasdenona & s Lo

classiflcation into éFthf’9F¥¢4¢Fa§§i$6§391ma‘d. tabte NGS’

L Tiion Tretey taue basissaeinl sbivow

presents & ‘Wmairﬁ' of ‘ghe: *ﬁ#a#“ti?t@t mswemuhms ﬁh\

L Tert

each class.

' A summary of computer characterlstlcs for each of the

R s - . A‘.f/ T

=

= ] HEL ¥ B Lt 2

119 industries studied is presented ln Table A-“. Table A 6

HANES + anigiglininy bog gniton.
contains ‘2 _summary of the relatlve importance of each of the
N Gl gt wmuBs 2w oinh ozios 3 &R s
three princtpal appllcatlon areas_ w!thln each lndustry.
T 2T ARy SNl T adu TogmEIIevon \J
INSTALEATION ‘COST DATA - o0 w3t 0 dswam sei:gags =00 L2

Pubtié Taw '89=306, “the ‘so~called Brooks cAct, 57~ = =L ¢
establFshéd, within €he Fedéral ‘Goverament; Sn.o: " 1o o au’




administrative procedure for-malntalning a consistent
reperting -mechanism for all..computer-knstallatiens-in use by
Federal government:agencies-andidenpetmenss; -While the-.: .
primary-purpose of this procedure was. tosfacilitate greater.
sharing and economizing :on the part aof Federal agenclies in .
their use-of automatic data . processing:equipment, one. of the
by-products of this.pracedure-was a.consistently reported. -
set of data an the-nature of each:.instatlation in the.
government employ. - w0 osop il
-the Autamatic¢ Data Processing Manasementwiaﬁo&meﬁion:'1

System program was established by:.oeden of :the Bureau.of the
Bﬂdgecan"l’he system's purposes are . -

(a) provide ‘to-the -Byreauref :the Budget, the Qepartment of

Commerce, and the General Servlces Administration timely and

comprehensive tofarsatien:tacassist:shese . agencles-in the .
discharge of thelr responsibilities under Public Law 89 -306.

(b)sprovide assistance -0 ASGRGY h%?d!g N

adminlistration and management of the au%gmiftc data

processing activities, s« - . jocTte g e
(c) provide a comprehansive and perpetual inventory of

electronic data-processing-equiamentand ;- ;..
(d) provide integrated subsystems for lnventory,

utilizatbon,, manpewer, j0ast -3ad -sgqaulsi tion histery. . . . ..
(Ref. 6, p. 1)

The ADP Management lnformation Systems Office of the General

4» + -

Services Administratlon ls charged wlth the fe;ponslblllty
for collectlng and maintainlng the data “In the ADP flle. o
The use of this data was made posstble by that Offlce.a .
U.S. government use ofwéém;ugersirepresents about 123
of the computer market in this country.' .Generaly, -the .
systems are obtained from the manufacturer, .e{ther on a

lease or through outright purchase, at . full .list price.. .
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Further;. the naturecof a computer instaddatisn in'd
government agencyis auite similar:to one.that might be found
inany.divilian organization,. :Hence, it appears: to.be quite
reasonable to draw some general comslusions as toothe nature
of all installations from: this.admittedly:bfased sampie of
such-facilities: that Is 1imited te Federal:gavernment
operation. . T R S P Lt

&. ~An:individusl:record. for: -

each- Instaltation. contains a complete breakdown:zof-all.
components - in the ene or more! coppiter: systems. présent at -
the particular site. As a result, it was possible to-oebtain
a cost-distribution:of the. varlious:confligarastions ofi each:
type of system installed in the Federal Govermméent:: -
Generally, the average rant-of: ali-instancas of the same
system-model type.-was used- as-a basisifor classifying-
cémputer sSystem.types: into the eight: sizeé classes (see . - .
above) and for assigning typical configutation rentals to-
that system type, Whare the:federh!' goveresment detp:seemed
to be inconsistent with the.cost figares published: in one.of
the aforementioned reference sources, further study was: : .-
necessary in order to determines the:-georrect:veatal-figure: to
be assigned to a system. The rental.figures for federal
Government computer Installations; as-obtained: from: the . . -
‘Automatic-Data Processing-Managemént: information-System data
file are presented In Table A-5. Rental vaistﬂwa;e%used%~i&

because they seem to be the most consistently reported
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figure. Ahis ‘is. true even if: the: compiuder: system: was -
purchased by the: Federal-ageacys - Thepiactupl reptal: priceyc:
or ltscequivalent.if: the: system. ware: purchesed; : 1 5. required:
in;the veport of each:-agengy's- ins4pldations tocthe Genersl-
Seryvices-Administration: forbpurboseascof the ADP! £ile.
Operating:£aslsi- 4n addition: to:- hardware: tost datay. ..
the ADP Management Information System flle contains . -:- =y
breakdown.of .operatihg cosks of:ifistellatipps other than the
actual hardware:reatal {(or equivalentd:;of: the computer(s) .- -
present,  :Several: cost :categor lescarecproyided for:reporting
expenses: . - oo oLl Ltfuesy B ozl L@z v o ewas
(1)-€ivilianiSalaries andiovestime: (exclusive: of :empioyee:
fringe benef#ts)-= ... | .usps” a4 ai Laiislen. matavs Ta oso
(29-Military:Basw Pay~and: Allowanses:z{where applicabield. .~>
(3) Punched: Card Equiphent rengtads:£{includes:all EAM -
equipment, such-as key:panches; sotierss=eiL.;>-1that suppors-
theccomputez:system) < i~ iazicyd anlnzisse oy boo (350ods
té4d=Magneticr1agesvand diskspagks usedy . sov: noo o
~(53:Parts-fofr’ inchousezmaintepange of eurchased-EOP: .« -
equipment. © ..o “acitoT L ooStbioe s308veTeq bapolinometota w0l
(86)uSupplies:used-(paper; . . carda;=e4e.) "a-3- 7w o oapy
(7)=0the? operating expenses aot classified .: .~ .- 5~
These:cost  figures wece:used as:thesbaslis-forqhbe moded-of-:
instatiationoperatihgi cosss:ysu:.EopRuiesr-sental costs- .. 2>
discussed:earlders s x4 L 2va 2ic07 Ai Loingzetg moa o) 0

oo o= T tagwo v o K = A - P « - NPT 4
PR Tt a5t amd O mesz o vend wmiosnd
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2011
2013
2023
2024
2026
2032
2033
2037
20481
2042
2051
2052
2071
2082
2085
20886
2099
2111
2211
2221
2231
2253
2281
2311
2321
2327
2328
2335
2341
2421

TABLE A-1:
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MEAT PROCESSTNG PLANTS p
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FARM MACHINERY AND EQUIPMENT
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3559
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3941
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TRANSFORMERS - 1053 Q457 68
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AIRCRAFT N 3§3°'ﬁ~ 82 gz
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AIRCRAFT EQUIPMENT, N.E.C. N 1., .119. " 2§
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~ TABLE, A=2
COMPUTER S1ZE AN POWER-DATA

MANU “MODEL CLASS COMB POWER" *§Ei Péﬁfa* BUS - POWER

AST . 210 27679580 g “8114.00
ASI, * 2100 ;.; 21031 .25 “*ﬁz .10261.00
ﬁgglf‘sozo | ;*:‘ 2uu1g.:s zalsg :o ‘13!61 001
ASI 6050. '3 g%Aif,ﬁ?. N.A. .
ASI. 6130 o NoALS % A
AUT, " REC2 ey 38,0 41.36
AUT. "REC3 1 45,15, .. 48,28
BRA®G 330 X'k NoA, “ =77 WAL
BRA, ,.300 .0 N, A, B.A.
BRA , 330 0 N.A, . N.A.
BRA 3u0 S B N;Ai"’* N.A.
5220 5 141§.85° . 810,20
BUR “E101 1 1,78 ©.68
BUR  E103 1 1.78 - .68
BUR *;E2100 0. N.A,~;,‘ N.A,
BUR ;- ,B100 2 NoA, N.A,
BUR .° .B250 .z N.A, . . N.A.
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BUR - B270 2 M;A.ﬁ“; H.A,
BUR . Bzﬁo 2 n Ag T N.A.
BUR - 8200 U NoA, © N.A. ) >
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HON. .0DP22s 3 ' 7820%, 8§ ©§2330.00  81492.00
HON ' “DDP116 -2 3551%ea~v ~~2178.00 ,§023,00°
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ggg_*ﬁigg: ‘42 1ss: :s 101g.oo 17:0 00~
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o i ‘ﬂm oAy e fMe #N.A.
CDC. 3600 6 333392;5? 459065, 00 1§5§gs .00
CDC 3400 S 2416987 269859.00 157262,00
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o gg ggg koﬂi

11293,00°"
‘“"‘N.A{ﬁf
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“MANY MONEL -~ QLASS  -COMB:ROWER:: »SC4:POWER :

CRONZ~3130
.HON

,HON H4200 - -
.HON H8200,: =
JHON H125 d
‘HQN H110 -
EHOE; H1250:: o

tgm:i2305 ﬁa i
’tBM' 36030
&5856”\350“0? L
*EBM: 36050 -°
. BM 650 Hi #
SEBM:T 1401 o
-hBM 1401G J;
. 1 BM 1410 .-
GEBME 1440 o o
.1BM- 1460
. 1LBM 1620

£BM 7010 . .
(EBMS 704 o i
.kBM 7040 -
{BM . ET04L G -
CUBM L T05 o s

SEBMES 23070 1 LB

ABM 7074 -
“$BR.* 7080
EBM 709
EBM20 (7090 .

1200 » ..

3%

TARLE : A=2_ (CONT INVER)

.BEL 4o5 - = 0
s@NPg: LGP21: - i
.GNP LGP30 ..
GNP 4000 > w
“HQN: 200 iE
JAON 400 ¢
HQN: 22800 o7 ¢
KON H1400
<sHQN> 1800 ==
HONZ*+ 290
HON: 7 ~620 7
“HQN 12200 ~¢
JHON H20

KON H21

=

~BUS PPAWER

5}4N.Ao Ex N.A. o T NiA.
i Nale e N,A.: I N;A.
,3 N A. H N.A. o “54‘
“N.A. r NoA. o0 Nz A.
5555925 3148,00:55:7022590
2h02.50 1354,0010:::2752:00
27532350 28790, ooeonngs7soaoo
5%8.25 770,00 co: 682500
9738250 110600.00 ?%~§7750300
2312i82:c:  5354.30:5050 182480
%;ﬁu;A,‘~ < N‘Ao
138045 34332500
g_'l"\,,N A “i.
.5 N A. . MSA-
7669:50¢ 07 9526,00
§212.75 i 430901 00
b224%.25 ussss 00.:.:32270:90
_,%,,NoA- = N. on Ji.f-;"‘i "540
5;%;.“0A0 £ NvogiQ‘}‘i .
;;HQAQ ; N.Ag -
re MeAo i NJA;- ; A
2798:91 2 94 k7 ipr 9647
18813450 792,00 r.17104.00
45914028 33438,00 ;50073500
17785%3.75 187488,.00 -3k8967.00
246,02 7110,805-7:: 293310
281%;07 340,90 . 967580
Al1%.07 :340.90 o7 967,80
3896.75 1673.00 i#;k6389Q0
85224043 2412,00x: 5558400
5808.75 1611,00::4:7720Q500
.~82.89 r 94,7800y W3:320
10A85.00 §729,00 fw~5153?¢00
8948275 19670,00 ::3785.00
1833k.75 23420,00 1$49079 Qo
5860Q0:29Q: 67660,00 zsuzo‘ao
1748575 734,00 ;.-;-2087,80
b55Tch0c:  3813.09: -°5139;00
39h05.00 43990,00 ::-816509,80
29917:50 23090,00: f‘ﬁgossqpeo
1657&.00 1869000 ;‘&;ozsqpqo
84380500 972350,.00 - k547Q,00
; 1558002000 17§900,00 ;- fgssogggo
186617260 217108.00 $“a51u§ 80
L NQAEJ Z N.A. LA &AQ




18M
18M
tBM
-1 BM

jism~

quf;“

PHY -
PHEE

REA
‘RCA
RCA~

RCA

7740

14014 - *
610 -

6400

16201 ° f 

& " bhl- 22;

';315Ruc1~»
-CEN100" .-
CEN209"
-GENw
‘»vzso
- Bu0
, -"520
CPHE

1000

4

2M-212i,5%ﬂ‘

2000 -
-gM=-211-
“35100 jj

‘301

‘501
601

3301

2
1
1
2
3
2
3
1
6
7
8
8
0
k
8
3
8
3
1
1
4
2
S
"fl,
0
1
1l
1
)
2
3
2
1
3
3
L4
6
6
6
e
[}
S
4
5

&

o W I O I
UNPEE (e

B al? e TRt

Jeke
12#1815 2s
12&151* 25

e

TABLE A=2 (CONTIRUEB)

‘MANU MODEL CLASS COMB POWER™“_SCI-ZPOWER.

© NoA.
340,90

N.A.OS
N.An k

L 94,79
N. A,

1932,00

S NJALD

+ 16,38

1388573.00
1388573 .00

~"8YS POWER

b N.A.
75 969,80

o NéA,
N,
47,20
e N.oA.
Uit b9 00
et "ﬁ*o
il sEoPs
©809738,.60
7809738,00

-~

303669!§65 3566854.00 "1437806,00

N A,
N.A.
98&088‘?5
- ﬁtii
CNEAL S
3'".A.
ﬁh".A.
+3.12
. 4,93
iix¥“75
10l 88!
ébu? 66&
-85 33
3« N: K
?11a59
;u'"*Az
- NG A,
8163;06
BELILY
“h L NGA.
CLONGRY:
52¢22
CORBAG
262950128
9532:78
296397 50
-RyAGE
93315 00:
ans&
072500n

" 109860;88°
1867605 ¢

66237 50

f N Ao
¢ N.A,
1025941,00
5 N.A.

NoAoC
N.A oo

N.A.

; Y-SR
- b_847

1136.00

“119.300¢
3408.007+ !
N 2. Q} A Y

S

N.A.
b,29

3364.00
©ONGA,

NoAL

N.A.

62.23

N.A.

29118.00 - -

811,00

369800.00
w N A. # 57
105844.00 ©

2 Nl.A,

323,00

126761,00
638,70

68690,00 C°

N "uho
L NJA.
858520,00
coai MUA,
LR “’“.
N:A.
PR N.A,
oo 133
T 10,30
“2u45£00
- 49,63
-11466200
1643
NJA.

- 2¥.16

e
A

Ll NEA.

e 4 WﬁA.
72+ .9896%00
aéii “ﬁ‘.
NiA.
N.A.
22,21
. NiA.
-13427.00
11044600
4‘#253@00
< ”SAO
5574600
; n%‘.
11055:00
58359500
‘r187?e'O
T$8880,00




MANU

RCA
RCA

MODEL

7015
7025
7045
7055
7035
7046
110
70/«
910
920
930
9300
92
925

SIGMA? " -
SIGMA2 -
SIGMAS -
3

bi
ssi!
(MR
FCll
SS80
SS90
418
490
1004
1050
1050-3
1105
U60
1218
1107
1005
1040
1108
9200
9300
1206
b9l
492
Lok
1230
1219
9400

93

TABLE A-2 (CONTINUED)

CLASS

COMB POWER

12898.75
28579.00
27077%. 25
1311851.50
11nea;.7s
:T\ NO A.

C NLA,
N.A.
4219,50
8178,00
6014N,50
3556450
64083,75
13579, 50
9&9?.50
113883,75

zi?*gfi

2061, 00
N.A.
22772.50
79,23
N.A.

N.A.
139614,75
17090,00
19.41
17763,25
N.A,
5253.50

. N.A.
N.A.
123037.50
907,43
N.A.
5991.,50
14905,.50
N.A.
49090,00
N.A.
1468290,00
N.A.

" N.A,.
N.A.

SC! POWER  BUS POWER
1837.00 16586,00
818,00  36366,00
21%610.00 ~“290493,00
1363132,00 1%24010,00
61186,00 126391 00
T NJAL N.A.
N.A, N.A.

- No.Ae = N.A.
k841,09 2355,00
244,00 4968,00
7§§31 80% 21035,00
4%876,.00 - _J0646.C
19160, 06%*"79053558
92692,00 50102;60

894566,00 ' §54280.00

- 10107980

TONJAS T T N;K
‘140,10 © - 271,80
155,00 2363.00
N.A. N.A.
22720.00 22790, 00
33,46 94,49
N.A. N.A.

N.A. N.A.
58767.00 166564 .00
17770,00 15050, 00
1.79 25.29
12028 .00 19675.00
N.A. N.A.
4433,00 5527.00
N.A. N.A.

N.A. N.A.
138700.00 7605000
71.73 1186,00
N.A‘ N.A.

N.A. N.A.
1592, 00 7458.00
4350, 00 18424 _00
N.A. N.A.
49290_00 48490 00
N.A., N.A.
1291740.00 1527140.00
N.A. N.A.

N.A. N.A.

N.A. N.A.
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TABLE A-2 (CONT INUED)

MANU MODEL CLASS COMB. POWER  SCI.POWER -BUS POWER

“'A. i Nvo ' NiAo
“QA.*‘ : N.A. NOA.
K NOAG" - cAo L7 N'AO
T "o‘o vo uié_Ao
N.A: A, N:A.
.A
A
.A

EAl 8400

EAl 640

EA} 8800

PDS 1020
$EL. 810
coL 8401A
coL 8500A
DSC 1000

VAR  DMI620
VAR . - DM620}
“FOX . 97400
FOX. 97600
-FOX - 97600A
SCC- 670
»uE§”fvPaosan
WES . . PRO50
WES  PRO510 .
SYL- . 9400 .

N
N
N 4 v
N. Ao 2 N.A, N_qu
: uo Ao . N . ’ NCA.
N Ao : N . - NjA_o
’ “o Ao . N.Ao . N.Ao
ut‘. » "oA. e Ni‘.
B NQ‘.‘; : N.A. R N.AQ
Lo Neha  NJA. . N.A.
S 4“?*055‘, Nvo “.A.

: L&.;A. g . Na.A. PN N.A.

nE ,Mg T : N.AG: - NQA.
T thi iy B N.Aq Ao uq*c
3. NoAo: .. Nok.
5927 00 5&510 00 EQSSQ.QO
R, &t'*' N.A. ¢ Nt*n

O VMOOEONOOOOOCOOWHOMS
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TARLE A-3
COMPUTER SIZE CLASS DEFINITIONS

CLASS RENTAL RANGE MEAN RENT

0 <2000 1381

2000 <5000 3270
5000 <10000 7386
10000 <20000 13201
20000 <u40000 28751
40000 <70000 52213
70000 <100000 86287
100000 & over 227367

XNV E W

Rental figures are monthly



SicC

2011
2013
2023
2024
2026
2032
2033
2037
2081
2042
2051
2052
2071
2082
2085
2086
2099
2111
2211
2221
2231
2253
2281
2311
2321
2327
2328
2335
2341
2421

TABLE A-W4: CHARACTERISTICS OF COMPUTERS BY INDUSTRY

INDUSTRY NAME

MEAT SLAUGHTERING PLANTS

MEAT PROCESSING PLANTS
CONDENSEN AND EVAPORATED MILK
ICE CREAM AND F~ OZEN DESSERTS
FLUID MILK

CANNED SPEFIALTIES

CANNED FRUITS AND VEGETABLES
FROZEN FRUITS AND VEGETABLES
FLOUR MILLS

PREPARED ANIMAL FEEDS

BREAD AND RELATED PRODUCTS
BISCUITS, CRACKERS, AND COOKIES
CONFE rTin NARY PRODUCTS

MALT LIQUOR

DISTILLED LIQUOR, EXCEPT uaauuv
BOTTLED AND CANNED SOFT onlnxs
FOOD PREPARATIONS, N.E.C.
CrGARETTES :
WEAVING MILLS, COTTOM \
WEAVING MILLS, SYNTMETIC &
WEAVING, FINISHINA MILLS, WooL
KNIT OUTERWEAR MILLS

vann MILLS, EXCEPT WOOL

MEN'S AND PVYS' SUITS AND COATS

MEN'S DRESS SHIRTS AND NIGHTWEAR

SEPARATE TROUSERS
WORK CLOTHING
DRESSES

WOMEN'S AND CHILDREN'S UNDERWEAR

SAWMILLS AND PLANING MILLS

(1)
NO.COMP,,

106

(2) (3)

AVGRNT AVGEXP
88 325
55 237
98 334
81 304
67 . 264
120 400
103 353
1 319
114 357
65 254
59 236
109 362
T 276,
105 361
17 -385
37 169
1 345
11 332
124 396
.86 311
105 339
88 31k
97 340
80 332
96 345
80 310
58 254
8s 306
79 308
111 349

(4)
AVGPOW

3021
4755
15088
8272
5770
45608
12517
10359
43336
11068
5368
84863
7954
45959
13634
2661
15928
18654
60192
$758
16851
15121
11783
10327
15848
7995
7044
9042
7455
31655

96




TARLE A-4 (CONTINUED)

Sy : (1) (2) (3) ()

sac mnusm NAME NO.COMP. AVGRNT AVGEXP AVCPOW

2&31 muwmn wwrs 17 50 218 5101

2h32 VENEER AND. PLYNOOD Pmms 17 71 265 10814

2511 WODD FURNITURE, NOT. umou.srsaﬁo 32 76 298  B342
2512 WODD FURNITURE, UPHOUSTERED 21 93 330 10976

2621 PAPER MILLS, EXC EPT BUILDING 134 110 373 27222

2631 PAPERBOARD: MELLS & Wil 4 ¢ - 18 62 251 6137
2641 PAWER COATING AND' GLAZING 33 119 39% 18975

2643 BAGS, EXCEPT. TEXTILE BAGS: 11 108 379 51029

2653 CORRUGATED msfnmue couma NERS 10 57 230 4537
2721 MBWSPAPBRS. i v i . S 207 60 227 7257

27321 PERIODACALS 104 159 478 72816
2731 B00KS, AUBLISHINA AND PRINTING 126 123 397 32834
2781 m&ﬂm, EXOEPT LYTHOLRAPHIC 72 M 28% 20814 °
2152 PRINTANG, VS THOGRAPULC © & ¢ 18 52 222 3837
2835 SNTERMEDIATE WAL: TAR: nmﬁums 26 101 387 12746
2818 OROANICY CHEMTIOALSY, NJBLC.! - 120 107 354 76520
2818 ENOABA NYD WW‘.S&%W.@»C. 134 132 385 48652
2821 PUAST LIS MARERIALS AND RESINS B 114 375 42288
2824 DRGANLCF HIERS, NONCELLULOSIC a3 87 335  T109%
ZE3h  PRENRMACEUT KOAL SFREPARATIONS 105 114 381 28107
ZBR%]1 J0XP. ANTS OVHER DEYERGENTS: 1 1 ;28 110 357 52231
N2 BOLNVSMES AND SANITATION GOODS .20 92 385 8391
ZWh  CIOLLET PRERARATIDNS m 152 468 21582
RSl AMINTS wmwmo PRODUCTS 67 78 288  T1836
2871 FEREILIZERS. . 0540 - 22 ‘116 389 46801

2899 CHEMICAL PREPARATIONS, N.E.C. 33 79 290 13574

7311 PETROLIUM RERINING = TN 5L 1583 455 94760

3011 TIRES AND INNER TUBES 17109 120 393 46826

3069 RUBRBER PRODUCTS, N.E.C. 52 80 305 10841

3079 PLASTICS PRODUCTS, N.E.C. 58 76 280 9246



sic
3141

3221
2L
3291
3312
3317
3321
31323
3351
3352

335,
39T
1y

Shkd
T2

MEY

sy
Iﬁﬁg

3531
3541
3544
3545
3548

TARLE A-u4 (CONTINUED)

CNDUSTRY NAME

sunes, ExCEPT RUBBER
GLASS CONTAINERS ...
CEMENT, HWYDRAULIC
ABRASBVE: PRODUNES. . :

BLAST 'FURNACES: ANQ STEEL MILLS
STEEL PYPELAND TUBE
GRAY: ADDN. HBMNDPBES
STEEL ROUNDRIEBS g b

COPPER ﬂﬂlh}MBHAND DRAN&NG
ALUMANUM ‘ROLLIENG 2AND: DRANING
ROLLENG. .AND D RAMAING N ELCY i
NANCERAOU'S WIRE: DRAWING, ETC.
FRON: JAND. 'S TEML: FDRGhN&& SRR S E N
METAL CANBS | | 7:: it iD B i
HARDMARE i INL E . C.

HEATENG QU | PMENT, EXCEPT ELECTRIC
FARRICATEDD STRUQTURAL STEEL '

METAL ODOR,. SASH, iAND - 1R!M
BAALER SHOP /RRODUCTS T ¢ &
BOUTS,Z NUTS j+ IRTVETS AND WASHERS
MBTAL SRAMPINGS Cinl o0 D ug
PIBﬂHCﬂEEGMNHﬂﬂIfRRGDUﬁISy,N E.C.
VRANE S AND JPIRE FITTINAS 20«0
NTERNAL ﬁOﬂﬂU&ﬂlﬂNtﬂhﬂﬂﬂFs

FARM :MACH ENBRY. CAND EQUIPMENT
CONSTRUCTION MACHINERY
METAL=CUTT! NG IMACHINE YTNOLS
SPECIAL DIES AND TNOLS

MACHINE TOOLS AND ArCESSORIFS
METALWORKING MACHINERY, N,E.C.

!"' LA R R

(1)~
NO. COMP.

6&

22.
314
1%

353

IO

(2) . (3) -
AVGRNTY. AVGFXP
102' 355"
14l k36
58 238
99 333
131 416
B3 256
91 314
93 331
‘81 293%
111 36%
101 362
103 360
60 2486
105 364
9% b3 8
85 312
LY 4 Z35
458 195
8T 262
92 N1
9y 331
19 295
115 379
1454 hl
120 38y
112 383
1012 358
- 62 254
82 296
89 312

(4)
AVGPOW

16369
L5634
8884
24146
30872
B436
15774
18015
52633
9702
897273
16885
10242

17008
13350
5255
BUTH
5587

17032
50652
15529
78865
58892
14302
‘19598
12268

9279
14362

86




3
]

TABLE A-u4 (CONTINUEN)

(1) (2) (3) (4)

3941 GAMES AND TOYS : 30 80 302 10335

sic INDUSTRY NAME NO.COMP, AVGRNT AVGEXP AVGPOW
3559 SPECIAL INDUSTRY MACWINERY, N.E.C. N 96 337 23472
3561 PUMPS ANND COMPRESSORS 32 103 361 24504
3562 BALL AND ROLLER BEARINGS b5 85 317 31260
3566 POWER TRANSMISSINN EQUIPMENT 51 102 342 35197
3569 GENFRAL INDUSTRY MACHINES, N.E.C. K3 272 556 335691 Y
3585 REFRIGERATION MACH!NERY P T 5 95 331 26051 ¢
3599 MISC, MACHINERY : - 33 87 318 11102 :
3611 ELECTRIC MEASURING INSTRUMENTS 111, 96 £29 ' 16755 )
3612 TRANSFORMERS %0 109 346 51864 ‘
3613 SWITCHGEAR AND SWITCHBOARDS %110 569 - 19160
3621 MOTORS AND GENERATORS .16l 131 412 . 37088 i
3622 INDUSTRIAL CONTROLS T2 184 41 43468 @ 3
3634 ELEATRIC HOUSEWARES AND FANS o A3 149 48 28998 & !
3642 LIGHTING FIXTURES T ia; © 160 53 . 11011
3651 RADIO AND TV RECEIVING SETS o 138 w39 ° 96411
3661 TELEPHONE, TELEGRAPH APPARATUS Y 1 ; 138 %27 w7464
3662 RADIN, TV COMMUNrCATIONS EQUIPMENT & 234 155 436 136262
3674 SEMICNDUCTORS (R S 303 46231
3679 ELECTRONIC COMPONENTS, N.E.C. - 158 145 »03 85634
3694 ENGINE ELECTRICAL EQUIPMENT A & A | 372 14463
3717 MOTOR VEHICLES AND PARTS Ldo w8y 134 Wi 51229 #
3721 AIRCRAFT T f u8s: ¢ 2 652 269132 4
3722 AIRCRAFT ENGINES AND PARTS .3 800 182 515 92040 i
3729 AIRCRAFT EQUIPMENT, N.E.C. = 1;7 231 556 172381 :
3731 SHIP BUILDIN~ AND REPAIRING o 28 . 68 270 27049 3
3742 RAILRNDAD AND STREET CARS . ‘15: 80 270 10812
3821 MECHANICAL MEASURING DEVICES S0 sy o g7 317 14718 i
3861 PHOTOGRAPHIC EQUIPMENT 67 - 138 413 58821 %




(2)
(3)

(s

100

TABLF A-4 (CONTINUED)

EXPLANATINN OF COLUMNS

Number of computers in operatton within this industry.
Average rent of comnuters in industry

Averase total expenses of computer installations in this
industry (based upon Federal Government experience)

Average power of computers in industry (based upon
Knight's power Indecies)
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TARLE A-5
FEDERAL GOVERNMENT COMPUTER RENTAL DATA

COMPUTER  NO. _RENT IN DOLLARS
- MANUF MODEL  INST MIN MERN  MAX
ASt 210 3 1194 2512 4175
AS1 2100 2 3200 5232 7264
‘AS! 6020 2 5410 6548 7687
ASI 6050 -3 6384 7008 8028
AS! 6130 1 6855 6385 6855
~ AUT  REC2 18 1 869 2495
BRA 130 1 3129 3129 3129
BRA 133 T h 196 2974 4500
BRA 340 1 9422 9522 9422
BU B250 2 4380 4380 4380
BUR  B2500 1 8910 ag;g 8910
BUR  B263 101 1220 ¢ 2%79 3700
BUR  B280 2 3833  38%4 3835
BUR  B283 6 6135 7438 10895
BUR  B300 2 4168 5521 6875
'BUR  B3500 77 4139 LS43 35280
BUR  B5500 9 13817 373A] 84063
~ BUR  El01 '3 935 1265 1635
BUR 220 1 28220 28220 28220
coC G150 30 280 1533 2621
coc  LGp21 -3 740 885 1080

H.
o

coC  LGP30O 1] 350 1592 5080
che 160 54 1600 771711 37123

cDCc  160A &2 1502 9126 76709
cor 160G 32 6025 12012 19950
coc 160G .23 3829 3558 5590
- €DC 1700 1 2070 :5195 10322
coc 3100 29 8125 1} gg ;;soz
coc 3200 23 63u0 16389 32395
- ¢cpC 3300 © 18 13800 55@;%? 50780
cor 3400 1 28350 “28%58 28350
cnC 3600 13 15600 S5Te6E 104292
cbr 3800 1% 16200 51970 77710
cDC 4000 3 1865 2381 3150
cDC  40l0 1 2530 z;;e 2530
- cDC  6400° . 7 38700 61221 81655
CDC 6600 27 62950 11188 328505
coc 804l 1 2955 2!32 2955
‘eac 8090 37 1650 482 15900
cbc 80928  § 3915 4207 k835
coc 8490 _2 5230 5922 6615
coc 924 Sk 352 165:; 24186
coc 9244 3 10282 16792 21015
DEQ LINC8 . 5 160 1272 3954
0EQ  POP1 1% 1327 k418 10682
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' TABLE A-5 (CONTINUEM) = .

COMPUTER
MANUF MQDEL
- BEQ  PBP10
DEQ  PDPH
- DEQ  PQPS
DEQ PDP6
DEQ  PBP7
DEQ PBPS
DEQ  PDP8S
DEQ  PDPY
EAT 8400
CELT  ALW3
FRI 6010
GEL B30
GEL  PACLO2
GEL 115
GEL 205
‘GEL 215
GEL 225
. BEL 235
GEL 412
GEL 415
GEL %25
 GEL 435
‘GEL 625
GEL  635.
“HON  DDP116
HON  DDPI1S
HON  DDPA24
- HON  DPRZ24
. HON  DBP24
HON DDPkls
HON  BDP516
HON.  H620°
HON H632°
~ HON 120
HON 1200
HON: 200
HON  22Q0°
HON  40Q
. HON 619
~ HON  800.
.. | BM 1130.
1 BM 1201;
I8M
1440

NO.

oy 1
.6
15

H %)

OO

oo

s ew ey .

SN i

INST

~RENT IN-DQLLARS

aE!N

12650
1750
- 400
2492
1240
LY.

-199
iozu
9088

110
621
6913

35270
3005
2625
3163
1835

11258
4904
97u0
9140

22645

43850

32133
“343

5;2&

2750
§500
1809
©378
478
5400
6000
2360
5305

39850
2300

11190
6785
6060

1§033

170
1136
9600
2750

MEAN

12650
2§23
1134
3871
2767

431
261
1897
90838
1855
~1190
69 3

3gg

3 A
kgD
858
24597
5498

- MAX

12650
4732
3038
5250
.3672
-1069
294
3834
. 9088
3500
1820
6913
59791
6880
5400
17510
13763
58025
5662
16150
20593
25251
43850
100740
. 5162
k724
2050
17426
11197
600
. 3891
5400
6000
k955
15165
50437
22599
27826
quus
"RO60
50248
3037
22775
538406
13979
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TABLE A=~5 (CONTINUED)

COMPUTER -~ 'NO,
MANUF MODEL  INST
18M 18460 - 25
18M 1500 2

CIBM 16200 B9
18M 1710 1
S1eM 1800 - 22
1BM 308 2
IBM 36020 72
“1BM 36030 117
IBM 36040 70
. {BM 36044 -8
©18M 35050 'S5
1BM 36065 33
18 35087 4
-18M 36075 13
1M 36081 72

1BM 36095 2

18M 610 1
IBM 6400 3
{8M 650 : 1

IBM 7010 15
1BM 7030 3
IBM 704 3
IBM 7040 13
1BM 704k 12

18 705 4

iBM 7070 2
1{BM 7074 15
18M 7080 33
18N 7090 17
IBM 709 - 46
IBM 709411 . 7
IBM 7740 7
1BM 9020 4
TINE 4900 1

ATT  ADX73 3
“NCR 304 4

NCR 315 11
- NCR 390 135
CNCR 500 3B
- PD§ 1020 ok
PHt 10000 4

PHI 2000 B 1
. RAY. 250 SRS
TURAY 44O ‘2
CRAY 440 2

&IN

7140
12248
1164
16158
1220
4012
«B17
3990
4068
5666
14165
13905
57405
63696
128395
138236
1150
730
4450
30523
118075
10674
12259
33750
22800
18220
25120
49548
43561
35967
51704
6733
11779
-700
493
15390
7225
R11
1015
- k50
5100
23970
"460
5228
5228

11910
19821
3328

16158

49318
4012
2916
12127
23404
10578
37564

58219

T 98931
106248
150300
141843
1150
931
LL50
45857
142958
20363
37532
62534
32502
28679
L7e27
77287
76840
76831
84376
11086
26101
- 700
42086
116778
10207
1765
1533
¢ 501
18759
527723
1135
5743
§743

'RENT 1N DOLLARS
CMEAN

7 MAX

18271
27395
5891
16158
11820
*hD12
7876
28225
51337
20169
95442
161266
174303
153028
171206
1848651
=3350
1054
4450
77036
177200
38272
68924
129389
55100
39139
109576
140554
103309
122284
116935
16137
k8586
168133
18708
17965
2062
-3920
.+°900
28598
89928
-1766
6259
16259
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TABLE A=-5 (CONTINUED)

COMPUTER
MANUF MODEL
RAY 520
RCA 301
RCA 3301
.RCA 4101
RCA 501
RCA 7025

" RCA 7035
RCA 7045
scC 650
scr 660
SbS S16MA2

- SDS.  SIGMAS
sns SI1GMA7
"8SDS 910" .
SDS 92
SDS 920
SDS 915.
SpS 930
SDS 9300
'SbS 940
SEL 810
SEL 810A

- SEL 8108
SEL. 340
SEL 840A
SEL 84OMP

FCit
UN?{ t
UN1 1l
UNI M460
UN? SS80
UNI $890
UNI 1004
UN! 100411
UNI 1005
UNI 100511
UNI 10051V
UN} 1050
UNI 1050A

- UNHI 105011
UNY 1105
UNt 1107
UNI 1108
UNI 1218
UNI 1219

148

NO.

INST

5

106

25

2
1

e
[ 20 ~

wn

VIO WRRNERRO NS NOWREWNWNRW

e
e

7196

14

2
2
122
1
-6
1
9
~30
22
7

"MAN

2191
4403
19823
- 4000
5240
7610
10425
12373
- 833
1800
1310
1385
3885
521
2760
1800
3480
1605
9655
28009
. 640
1350
1335
1232
4584

- 1
23770
15174
19520
9032
... 5750
‘6865

. 535
1055
1297
2993
1975
1950
$652
6400
48060
56395
14100
1606
5720

"RENT IN-DOLLARS
_MEAN - -

%300
10887
28648

4000

19242

7610
11325
19601
+231%
~2171
8796
8720
4371
- $235
- $5563

5309

8255
13433
28009
6380

1707

1657

1863

4750

1

24380
15174
22131

9032

12647

1032
2580
2836
. 1951
3024
2030
913k
5052
8398
L8060
68640
L7449
41630
12599

MAX

8154
25065
46562
~ 5000
41111
-~ 7610
16558
22991
- 950
xibzs
4029
20030
18577
19566
13359
11660
- 8673
20600
18233
28009
8020
2065

1980
3390
- 4916

1
25426
15174
26225

9032
26320
7200
4772
3585

4452

3055
2085
16000

5052
10135
58060
74603

214791

- 11352

28360
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" TABLE A=5 (CONTINUEN)

CMPUTER
MANUF MODEL
UNI 1230
UN1? 1500
~ UNI 418
CUNT 490
UNI 492
UNI 49k
UNI  642A
UN! 6428
UNI 667
UNT 818
UN1 885 -
UNI 9200
UNI 9300

DDS 240

NO.
INST

W
OO

s

NN W O

RENT IN DOLLARS

MIN

0

2404
4555

25050 ©

bh249
10500

37202
7166

1580

1100
8425 -

6329 -
1160

-9

MEAN

7012
2404
11129

50295

44249
50508
8366.

13726
37202

7156

1!52
2203
9

MAX

19238
2404
26573
‘849070
L4249
112718
13414
20494
37202
7166

- 821k
1545
10500
9




SiC

2011
2013
2023
2024
2026
2032
2033
2037
2041
2042

2051
2052

2071
2082
2085
2086
2099
2111
2211
2221
2231
2253
2281
2311
2321
2327
2328
2335
2341
2421

TABLE A-6

COMPUTER APPLICATIONS BY INDUSTRY
(PERCENT IN EACH CATEGORY)

INDUSTRY NAME

MEAT SLAUGHTERING PLANTS

MEAT PROCESSING PLANTS
CONDENSED AND EVAPORATED MILK
ICE CREAM AND FROZEN DESSERTS
FLUID MILK

CANNED SPECIALTIES

CANNED FRUITS AND VEGETABLES
FROZEN FRUITS AND VEGETABLES
FLOUR MILLS

PREPARED ANIMAL FEEDS

BREAD AND RELATED PRODUCTS
BISCUITS, CRACKERS, AND COOKIES
CONFECTIONARY PRODUCTS

MALT LIQUOR

DISTILLED LIQUOR, EXCEPT BRANDY
BOTTLED AND CANNED SOFT DRINKS

- CIGARETTES

WEAVING MILLS, COTTON

WEAVING MILLS, SYNTHETIC
WEAVING, FINISHING MILLS, WOOL
KNIT OUTERWEAR MILLS

YARN MILLS, EXCEPT WOOL

MEN'S AND BOYS® SUITS AND COATS
MEN'S DRESS SHIRTS AND NIGHTWEAR
SEPARATE TROUSERS

WORK CLOTHING

DRESSES

WOMEN'S AND CHILDREN'S UNDERWEAR
SAWMILLS AND PLANING MILLS

(1)

NCOMP

APPLICATIONS

'NAPP BUSI ANAL PROC

. 88 -

i%gii;fl;
Mee L

’ 92 P
[ 95} - e

S IR

- 62)

" I8 9%
23 100
. ,
\LgoAﬁ&mw
13 100
51 1C0

g
i
gy
35 82
N ”13
gy
32 93
20 100
24 100
88
W 86
¥l - 81 -
24 66
19 100
11 100
15 86
19 a4
23 86
39 100

~

COOOOOOUBUNOFONOOUWOONSWHOOOOOOO

1

S : : LT
C UM WO O N O WO FRVNOOOWONFOWWOOOWNOFE

-

A

—

90T




TASLE A-5 (CONTINULD)

(1) (2) APPLICATIONS

SIC INDUSTRY. NAME - NCOMP NAPP BUSI ANAL. PROC :
© MILLWORK PLANTS , 17 15 86 0 13
VENEER AND 'PLYWOOD PLANTS 17 10 100 0 0
wooo FURNI TURE, NOT UPHOLSTERED 32 26 88 0- 11
Woob’ Fuﬂﬂltuws UPHOUSTERED - 21 16 87 0 12
Ptg MILLS, ExCEPT BUILDING 134 102 82 2 1k
J BOA D MILLS: - g 18 17 76 0 23
R COATING AND ‘GLAZING 33 26 57 3y 7
EXCEPT TEXTILE BAGS - 11 6 100 0 0
arfﬂ SHlPP!N@ CONTAINERS 10 9 88 0 11
G 207 176 60 1 38
SERT EL 104 81 67 0 32
0KS, gu LS ING AND PRINTING 126 90 87 3 8 -
’IN , LITHOGRAPHIC 72 58 81 1 17 @
18 17 94 0o 5
Al ?AR PRODUCTS 25 18 72 11 16
L‘_ N.E.C 120 54 62 20 16 :
;s NJEIC, 13% 76 75 25 0
. AND RESINS 8y 58 89 10 0
CELLULOS!C 13 10 70 30 0
ATlONS | 195 7% 83 15 "1
OTHE B 28 24 g5 0 4
 AND U TATION GOODS 20 17 94 o ’5
) R 71 58 100 0 0
@ _‘iILL o PRODUCTS 67 53 88 7 3
RTILItE GRS 12 10 90 10 0 .
gHEMICAL PREPARATIONS, N.E.C. 33 22 72 18 9
ETROLIUM REFINING 829 ‘64 87 29 3
TIRES AND INNER TUBES 109 81 88 4 6
RUBBER PRODUCTS, N.E.C. 52 38 89 0 10
PLASTICS PRODUCTS, N.E.C. 53 49 87 2 10



TABLE A-§ (CONT!INUED)

INDUSTRY NAME

SHOES, EXCEPT RUBBER

GLASS CONTAINERS

CEMENT, HYDRAULIC

ABRASIVE PRODUCTS

BLAST FURNACES AND STEEL MILLS
STEEL PIPE AND. TUBE

Gﬂcv 1RON. FOUNDRIES “

OPPER R AND DRAWING
‘xtumtnuM‘ROLzﬁﬂe AND DRAWING
NG’ AND DRAWING, N.E.C.
IROUS WIRE baaﬁlne, ETC.
,‘"SS&TE.EL Fonsmes -

u E.C.
;g ENT EXC&;TEELECTRIC
1 S (3
‘DOOR,' SwsH ‘3’Tklu
‘ P GYS

%MJ: ?T‘$!{ pvgfs AND NASHERS

1 STAPINGS

':~'§ 'ﬁfTAL“PﬂUDUCTS N. e c.
VALVES 'AND 'PIPE FITTINGS
ANTERNAL COMBUSTION' ENGINES
FARM MACH:RE%V AND EQU!PMENT
CONSTRUCTION MACH!|NERY
'METAL=-CUTTING MACHINE TOOLS
SPECIAL DIES AND TOOLS

MACHINE TOOLS AND ACCESSORIES
METALWORKING MACHINERY, N.E.C.

(1)

NCOMP

(2)
NAPP
47
13
28

8
166

APPLICATIONS
BUSI ANAL PROC.
85 0 14
76 0 23
71 7 21
87 0 12
67 i 28
77 0 22
76 11 11
81 6 12
77 0 22
61 0 38
71 14 14
76 4 20
90 0 9
84 7 T
6h 0 ' 35
72 6 21
T4 14 11
57 1y 28
59 29 10
85 3 ‘11
80 0 20
83 8 .8
32 5 12
- 65 14 19
15 5 19
78 0 21
63 11 25
87 6 6
93 0 6
86 8 L

80T

RN LR



SiC

3559
3561
3562
3566
3569
3585
3599
3611
3612
3613
3621
3622
3634
3642
3651
3661
3662
3674
3679
3694

3717
3721
3722
3729
3731
3742
3821
3861
3941

TABLE A-G (CONTIWUED)

INDUSTRY NAME

SPECIAL INDUSTRY MACHINERY, N.E.C.
PUMPS AND COMPRESSORS

BALL AND ROLLER BEARINGS

POWER TRANSMISSION EQUIPMENT
GENERAL INDUSTRY MACHINES, N.E.C.
REFRIGERATION MACHINERY

MISC. MACHINERY

ELECTRIC MEASURING INSTRUMENTS
TRANSFORMERS

SWI TCHGEAR AND SWI TCHBOARDS
MOTORS AND GENERATORS

INDUSTRIAL CONTROLS

ELECTRIC HOUSEWARES AND FANS
LIGHTING FIXTURES

RADIO AND TV RECEIVING SETS
TELEPHONE, TELEGRAPH APPARATUS
RADIO, TV COMMUNICATIONS EQUIPMENT
SEMICONDUCTORS

ELECTRONIC COMPONENTS, N.E.C.
ENGINE ELECTRICAL EQUIPMENT

'MOTOR VEMICLES AND PARTS

ALRCRAFT

AIRCRAFT ENGINES AND PARTS
AVRCRAFT EQUIPMENT, N.E.C.
SHIP BUILDING AND REPAIRING
RAILROAD AND STREET CARS
MECHANICAL MEASURING DEVICES
PHOTOGRAPHIC EQUIPMENT
GAMES AND TOYS

(1)
NCOMP

(2)
NAPP
37
25
31
39
29
31
21
92
30
36
107
¥ h29
3

H
19
75

APPLICATIONS

BUSI

ANAL

16
8
6
2
27
0
14
22
20
13

25

PROC

601
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TABLE A-6 (CONTINUED)
EXPLANATION OF COLUMNS

{1) NCOMP = Number of computers in industry

(2} NAPP - Number of computers in industry that reported
principal application area
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