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ENCRYPTION~-BASED PROTECTION PROTOCOLS FOR
INTERACTIVE USER-COMPUTER COMMUNICATION *
by

‘Stephen Thomas Kent

ABSTRACT

This thesis develops a complete set of protocols, which utilize a block
cipher, e.g., the NBS data encryption standard, for protecting interactive
user-computer communication over physically unsecured channels. The use of
the block cipher protects against disclosure of message contents to an
intruder, and the protocols provide for the detection of message stream
modification and denial of message service by an intruder. The pfotocols
include facilities for key distribution, two-way login authentication,
resynchronization following channel disruption, and expedition of high
priority mesaages. The thesis presenta designs £or nodules~to inpleuent the
protocols, both in a tetuinal and in a host cdiputer system, and discusaea the

results of a test implementation of the modules on Multics.

Thesis Supervisor: Michael D. Schroeder

*This report is based upon a thesis of a similar title submitted to the
Department of Electrical Engineering and Computer Science, Massachusetts
Institute of Technology, on May 19, 1976 in partial fulfillment of . the
requirements for the degree of Master of Science.
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Chapter One

Introduction

Thig thesis develops protocols to: organisze the usé”bf“édtryptibn to déal
with the problem of providing a secure communication path between a user at a
terminal and his computation in a-remote‘hoct-coaputéf'systenl This problem
is8 of major:concern as more ands-ore-cohputing 1s“pérforﬁéd intefactively'Via'
uasecured .compunication facilities and thetvalue and tmportance of the data so
accessed increases. Secure communication 1s no longer 'a ¢oncern just for the
military. . With the introduction of-a icandnr&“éncryptiéﬁ“algotithm‘[NBS] that
can : be .implemented on a: singlet:ineegrated cireuit ~chip, and with the’
decreasing costs of hardware compoments, it te noew:practical to consider ‘using
encryption-based measures to protect data enroute from a user terminal to a
remote host facility.

',uipgsuming.;the existence of an intruder, armed with a large scale computer
P°§L$L09gd;;nmthe,génnqction between a ‘usdr - terminal ‘and a remote host
computer, a number of'differgnc‘typcswof*uh:u;ts nnx‘he‘poqe&;» The intruder
may. net. only pagsively copy each mesaage tramsmitted in etther direction on
the compection, but he may . actively disrupt the fid#\bf messages on the
Conpegttgq, . modifying,. delayiag, reorderﬁ&g,w;&ndm~rerdhting” ﬁessagehj or
sypthesizing. new messages and jnsertiag sthem into the?cbndeCtioﬁ; As the
copmunication path i1s assumed to be physicelly umsecured, there is no way that

an_intruder can be prevented: from engaging-in suéh acts; but the protection

Page 8
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measures developed 1in the thesis do prevent disclosure of message contents,
provide detection of message stream modifiﬁation, and provide detéction of
denial of message service.

The use of encryption protects against disclosure of the contents of the
messages beiﬁg transmitted on the connection, It also-serves to bind together
the user level data and a tag that identifies messages, 8o that an  intruder
cannot, with a high . probability, modify user level datavnithout=¢etectably
modifying the tag; The use of such a tag in all messages provides s basis for
establishing the authenticity of -each uessageeroceived‘on'the~conﬂeetioﬂ; The'
design of the tag prevents any undetected reordering;*&eletian, ‘0r rerouting
of unmodified messages on ;he connection.. It alyo provides for the highly
probable detection of apwrious or modified -messages introduced into ' the
connection. Protocols are provided, employing special control megsages, to
distribute encryption keys on the connection, detect intruder attacks
involving delay or destruction of message ‘traffic, and resynchronize both ends
of the connection in the ewent of disruption. &=protdc01’alsoiis employed ‘for
the secure handling of high priority messages on the connection. |

The thesis presents a design for the protection modules needed at both
ends of the connection to implement: the protocols. At the terminal end, the °
protection module 18 simple enough for it to:-be constructed using a general
purpose microprocessor and a  special purpose  chip for enciphering and"
deciphering operations. At the host end, the ‘the  proteetion module is
constructed in software within the host computer.: The only spécial hardware
support assumed for the host module is a machine instruction for performing

enciphering and deciphering of message blocks, perhaps using the same chip.
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The preferred positioning of the protection modules relative to the various
hardware and software facilities typical of existing computer communication
system is discussed.

In order to test the completeness of the protection measures designed in
this thesis and evaluate their impact on the human interface of a computer
utility, a test 1implementation was carried out on the Multics [MIT] system.
Experience with this test implementation indicates that the modules do detect
intruder acts resulting in message stream eodificatien or denial of message
service and mitigate the impact of connection disruption on the interface
presented to the user. The performance degradation resulting from use of the
modules, assuming hardware support for the encryption/decryption algorithm,

should be negligible for most users.

Related Work

As this thesis is not primarily concerned with cryptographic systems, the
work of such people as Kahn [KD1, KD2] and Shannon [Sha] 18 only indirectly
reiated. It may be the case that work similar in nature to that reported omn
in this thesis has been carried out by researchers within the Department of
Defense, but because such work would be classified I am not aware of it.

In the open literature a number of papers have dealt with the use of
encryption for protection of data communicated via physically unsecured
channels [Bar, Sav, ScP, Tur). 1In particular the work of Paul Baran at Rand
[Bar] stands out as an example of a major, systematic study of the problems
inQolved in securing military data communication networks. fhis study, 1like

others 1n the area, takes the view of providing secure communication
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facilities for a variety of purposes other than useribcommunicationr with
computation in remote host computers. It also places emphasis on protecting
the communication system from the threat of traffic analysis, unlike thisd
thesis, and thus assumes the existence of relatively securetintermediate nodes

in the communication network to provide link encryption of messages, in

s g
addition to end-to—end encryption. A fundamental difference between work of

ST

this sort and the thesis is that the former treates the problem as one of

ERPE

securing commun ication facilities, rather than as a one of providing a secure
virtual connection between a user and his computation executing in a remote

host computer.

Several papers were generated at IBM in the early seventies, by Horst
Feistel et al. [FH1, FKZ, FNS, Smi, SNO}, dealing with the development of the
Lucifer encryption algorithm and its application to remote terminal : to: host.

commun ication  systems and to remotely accessed databases. These papers
discussed the design of Lucifer and presented a simple protocol for use over

half-duplex channels. That work is much closer to the body of this thesis,

than the works noted above in terms of its intended application. However,
the protocols described in the IBM papers are suited only for use in
half-duplex communication environments and do not treat all of the protection

problems, €.8., automatic detection by the host of connection blocking by an
intruder and secure transmission of high priority messages; ‘that arise when”
the encryption protection mechanisms are used for 3eneral purpose interactive‘
computing, as opposed to database accessing. Furthermore the coupling of the<
encryption‘prOtection measures with database accessing seems to violate

d

concepts of procedural 1ayering of system functions. This violation seems to
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be a result of trying to use the encryption protection mechanisms to overcome

deficiencies in the internal protection mechanil-s of the host computer uaed

e

in these experiments.
More recently, Dennis Branstad of the National Bureau of Standards, ‘has
proposed some protocols for use in authentication, host access control, and

distribution of working keys in a network environnent ‘ [Bral ~ Bra2?].

i LW R

Branstad’s work does not develop protocola to deal with problems such as

Eh

message sequencing, automatic resynchronization, and high priority message

yode [ S O A TR € IR SN R Tob KNS T B el c N S L R S

processing. The protocols proposed by Branstad are described in termsgof a
particular network environment that does not enconpaaa sinple dialup lines of

-the type used to access nany interactive host conputers today.' The protocols

Sl 3k

described in this thesis can be used in either a general network or ainple

dialup enviroa-ent. Further suggestions for protocols to organize the use of

PR i T

’the National Bureau of Standards data encryption standard are expected to be

forthcoming shortly from NBS and from other researchers.

- Ougline. of Thesis

Chapter two presents the model of the terlinal-host connection that is
used in the thesis, and develops the protection goals that characterize‘ the

security that can be provided for a physically unsocured connection.“The

Fosr Ze T

chapter then presents characteriatics of cryptographic syateus that make them

suitable for protecting interactive user-computer connunication and selects

the NBS data encryption standard as the basis for implementstion of the

A TN N

protection protocols.
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Chapter three 4develops an authentication“schene‘ for bmessaées in a
‘full—duplex conmunicstion‘environnent; The chapter also deals with protocols
for the distribution of keys in support of the authentication mechanism, and
presents a protocol for the secure initialization of the channel at login
. o : v s e, . P

Chapter four .develops protection measures for detection of denial of
service, when effected by blocking of message traffic on the connection; ) The
‘chapter also discusses protocols that are used to-restore sy;:hrony }of the
message counters used for authentication on the channel h | c ’

Chapter five discusses high priority messa;es;'r.g., 'attention“ signals.
An extension to the connection model developed in chapter two is presented to
support high priority nessages transmitted from the terminal to the host.‘ A

ATAN B

protocol is introduced for handling such messages within the protection

‘
bk
*

framework'prouided for‘regular‘message\communication. "

Chapter six investigates the factors that influence‘thenpositioning of
the encryption protection modules in the communication path betweeén a ‘user’s
terminal and his computation. The primary factors that influence this
positioning are security and functionality constraints. Differences‘ in host
communication system architectures that are relevant to‘protection module
positioning, especially with respect to support of high priority messages and
character echoing, are examined v

Chapter seven presents a detailed discussion of the control structure of
both the terminal ‘and host protection modules. The modules arem:characterized

in terms of finite state machines driven by inputs from the user. terminal, the

user’s process, the ciphertext connection and timeouts at the host module.
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Chapter eight discusses the test'impIEhentation of the proposed protocols
undertaken on the Multics sxstem. Some of the desiggzissuea‘ associated with
actually incorporating a host protection module in a production Multics system
are considered A discussion of the impact of the protection protocols upon
the performance of the user-host connection and the host overhead to support
the protection protocols is presented |

Chapter nine reviews the conclusions of the thesis and proposes tOpics
Vfor further study, including construction of production terminal _andﬂ host
vprotection modules, further performance evaluation,}nand,”generation ~of
:encryption keys. N | ’ | | ’ A . |
B The appendir discusses the susceptability of ‘the Lucifer and NBS ciphers
‘to‘ a particular form of cryptanalysis, exhaustive key searching with matching
intercepted cleartext and ciphertext. Recent reaearch [DHl] indicates that
‘this form of cryptanalysis may be a practical means of attacking the NBS

cipher, but that the Lucifer cipher is resiatant to such ‘an attack.



Chapter Two

Protection Goals and Encr&ption

In order to discuss the protection problemsv associated with physically
unsecured communication channels, this chapter presents a model of a
terminal-host connection, complete with 'introder, and examinee soecific
"~ examples of intruder threats; From this model, the realizable protection
goals for such a connection are estahlished. Next, encryption is introduced
as a basis for meeting these goals, The“thesis does not 1nvolve the.details
of cryptographic systems or cryptanalysis. Rather, cryptographic systems are
‘viewed as "black boxes" that exhibit certain properties germane to providing a
secure communication path between a user and a remote host computer. The
chapter cohcludes by discussing the properties’ that make a (cryptographic
system sultable for this application and that influence the design of the
high—level synchronization and authentication protocols deveiooedw in later

chapters,

The Terminal-Host Connection Model

For generality, we consider a full-duplex connection between a user
terminal and a computer utility. Such a connection has the property that
~messages may be transmitted in both directions simultaneously. We can further
simplify this description by modeling the full-duplex connection as a pair of
independent simplex channels, each capable of transmitting messages in one

direction only. ~ At this time we shall ignore the physical details of the

Page 15
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connection. Thus, such equipment as line adaptors, modems, front end
processors and possible intermediate switching nodes will not be considered
here, but will be discussed in chapter six. Rather, we shall identify only>

‘three parta of the connection as being of intereet‘dt¢this time° the terminal
terminal, the host, and an intruder N

Both the terminal and the host are preaumed to reside in secure areas.

The terminal may be used at different tines by varioua users with different
i s R ERE, *‘

security requirements and different authorization levele. The host may also

provide aervices to a diveree user conmunity, not all of whom will employ the

th’"

protection measures described in this thesie.

[

" The intruder deI be represented by a large computer, under‘ hostile
control situated in the connection betueen the terninal and the host. ‘Ail

measages transmitted in either direction on the connection must pass through

L

the intruder. ‘The intruder can perform any processing he desires on the

: Crmgmemttos [
messages—— copying them, delaying them, absorbing them, modifying them,

aynthesizing new mesouges or allowing them to paas transparently.- Figure 2-

describes this configuration.

Terminal Intruder Host
) o e e e e e P S,
Figure 2-1

General Model of a Full-Duplex Connection with Intruder
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Protectibn Goals

We would like to transmit messages in both directions in a way that makes
the presence of the intruder irrelevant to the vsecurity of the connection.
However, as the model suggests, with a physically unsecure connection the
intruder could absorb some or all message traffic in his computer. In a less
drastic action, the intruder could delay all message trsffic in either or both
directions. Acts of this nature can be termed "denial of message service
‘threats. Im our model, with‘all messages on the connection passing through
the intruder’s computer, it is not possible to Erevent denial of message
“service and we shall not address the more general problem of countering _ssch
vthrests. | v .

Similarly, as our model suggests, it is not possible to Brevent the
’modification of a message transmitted over the connection or the introduction
of a spurious message. Included in the set of spurious messages are notyonly
bit strings constructed by the intruder, but ‘also messages previously
intercepted byvthe Intruder. Acts such as these can he desigoated as "message

stream modification" threats. (1)

(1) One may also term acts of this nature "active" wiretapping threats, in
contrast to '"passive" wiretapping threats that involve no intervention in the
transmission of message traffic but merely involve - listening in on the
conversation. ‘
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With these limitations in mind, we can establish three goals for

Gk

protection measures applied to a physically unsecured copoection:

1. Prevention of release of megsage contents
2, Detection of message stream modificetion

3 Detection of denial of message. sexvice

We will now examine various intruder threats to determine what form of
protection measures are required to achieve tﬁeﬁe*goﬁle. 2y

Encryptioh techniques have been used uprimetilyiae countermeasures to
thteats of message contents eiscloso;e ytkpg]: By‘”encighetiqg‘”meeqeges
transmitted between the terminal and the host, this firgtwgoal cgpvbgfachieved
within the limitations of the enciphering echepe geedrend‘eubject to security
violatione external to‘oor mooel;:e.g., the“loss ot the keyrby the‘uSer. ,?he
eociphering is controlled by a key held by both the<userkaod the hoet};eoolthe
ability‘ to_ decipher a message is based exclueively on possession of the key.
Modifying our earlier terminal—host connection model to include an encryption

protection module (EPM) at the terminal end and suitable encryption facilities

at the host end results in the ¢

ﬁ'iguration shown in Figure 2-2. The

protocols used to establish an enciph ﬁx';‘communication_ path between the

(2) A form of intruder threat that does not fall within these three categories
is referred to as traffic analysis.  Thie passive thréat involves analysis of
patterns of message traffic, or examination of address headers in multiplexed
channels, without actually reading the contents of the’ multiplexed channels,
in an effort to determine the nature of the conversation taking place.
Countermeasures against traffic analysis ‘thréats” ~usually “fnvolve the
generation of "dummy" messages at each end of the conpection in order to
maintain a constant rate of message traffic~ and link-to-1ih’k ‘ehcryption of
messages to prevent an intruder from reading message headers. Although the
protocols developed 1in the thesis will support such additional
countermeasures, threats of this type will not be treated.
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terminal and the host computer, by exchanging messages enciphered with the

same key, are discussed in chapter three.

] [—— S R (——— >TE
Terminal |P| | Intruder }. _ P Host
7 | [ — D S M
Figure 2-2

Connection Model with Encryptiom Protection-Modules

In order to achieve the secondxgoal noted.vébove, \détection of ﬁéssage
stream modification, some mechanism must be'employéd that permits a meS;age to
be verified as authentic. 1In thisvconfext‘;chéntiéiﬁy‘implies not‘oﬁlyk éhat
the message received was sent gy the éthet end of‘the cbnhection; but fﬁrther
that the ﬁessage is the’néxi one inkthe sequeﬁéé of ééssages féurrenély being
transmitted. By associating with each meséageuaifagiéﬁ;t iéﬁthén éhciphéred
along with the message, the problem’of‘méséage adthéﬁticafioﬁ caﬁ be attacked.
Chapter three prOposeé a schéﬁé fbr'tagging'ﬁessaéeéAéﬂﬁtbfs éﬁe basi;‘ 6f a
éimple authentication téchniqﬁé for use :i; ‘a‘ Eﬁll—dﬁélég:Aéonmﬁnié&fion
environment.

In order to achieve the third goal, detection 6f denial of message

service, request-response protocols will be introduced to permit automatic,

.....

time-coqtrplled moqitoring,of the integr1£§ éf‘fyé:téonngéﬁion by the host.
These protocols will be developed in chapter’four,‘ o

The protection’ measures used in this thgpié[ﬁéchﬂieve gll,three goais
are based on‘epctjption. As well as masking  thef'uéer—label, data frqﬁ - the

intruder, encryption vindiviéibly binds the data to the ¢§ntrbl information
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required to achieve the other two goals. We now sha’ll examine some properties
of cryptographic systems to determine which }systepkv are qu;;able for ﬁhis
application and to develop an understanding of tﬁe nature of the security

provided by encryption.

Terminology

A cipher 1s an alg!qrithﬁic,ttansfomﬁtiqﬁ pergotmofq' on a symbol-by-symbol
basis on any data. Although there are technical distinctions betweieprm ?he

terms encipherment and encryption [KD2, Sha], the two terms will be used

interchangeably throughout this thesis to refer to the application of -a ciphér
~to data. An encryption algorithm is apy“g;gqxighm that implements a cipher.
The input to an encryption algorithm is referred to as cleartext while the
: . . . . X e ros ;e ey --———,——;—:— . o
output from the algorithm is designated as ciphertext. The tranaformation
_performed on the ciea;text to encipher it is controlled by a key. To be of
use in a communications context, there must also exist a matching decryption
algorithm that reverses the encryption transﬁgrmgﬁion!gggn_presented with the

~same key. Figure 2-3 shows the general form of spch a cryptographic system.

cleartext | ENCRYPTION | ciphertext | DECRYPTION | cleartext
------- ~—=>| ALGORITHM |-=—=w=—=eme=>| ALGORITHM |==m=————=—=>"
Figure 2-3

"Black Box" Model of a'Cryptographic System *
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wa major classes of encryption techniques that have been used in modern,
non-voice telecommunications and digital computer applicatioﬁs are stream and
Elggglencryption. The>former method ﬁerforms bit—bj—bi; transformaﬁions on
the cleartext under the control of a stream of key bits;‘dauéily using éome
eagily reversible operation, e.g., addition modulo 2, The latter, method
enciphers fixed;sized blocks of bits under the control of a key that is
frequently the same size as, or somewhat 1drger than, the blocks being

encrypted.

Stream Ciphers

Stream ciphers have an advantage that theyicaﬁ“opefate on a stream of
clearéext in real time, enciphefing each bit as it is generated by combining
it with a bit from a key stream. A‘étream cipher 1in which'thé key stream
consists of random bits as long as the combined length of all messages that
‘are ever to be transmitted using this streém; a’Véfnam'dipher, constitutes an
unbreakable cipher [KD1, KD2, Sh§]. 'In practice, the volume of communicatidn
traffic and the‘logistic difficulties associated with préviding each user with
a sufficient quantity of keys cause most stréam ciphers to wutilize
pseudo-random bit streams, based on a fixed-length ke&, that have very long
periods. - - o

Various techniques may be used 1in stream ciphers to generate the key
stream. The source of these bits may be completely independent of the
cleartext stream, e.g., a paeudo-randoq number gqut;tor primed with a small
initial key or a tape that isvto be used only once. With such an 1independent

key stream, changes to individual bits in the ciphertext do not propagate to
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other portions of the ciphertext stream. This 1s an advantage 1in that
transmission errors that alter the values of bits of the ciphertext do not
affect the ability of the receiver to correctly decipher subsequent
transmissions. (3) This characteristic 1is a disadvantage 1in coﬁstructing
message Stream control protocols because it fails to bind together user-1level
data and control information.

Stream ciphers can also be constructed in which  the key stream 1s a
function of the cleartext or ciphertext and uses some initial, "priming'" key
[Sha]l . Ciphers employing this approach achieve interbit dependence ‘that can
be used to detect errors in transmitted ciphertext, as such errors interfere
with the correct decipherment of subsequent transmissions. Transmitted
ciphertext can also be wused as input to key stream generaﬁion in
self-synchronizing ciphers that achieve interbit depen&ence but resume correct
operation following transmission errors, after some fixed number of unaffected
bits are received [Sav]. Even with the use of self-synchronizing stream
ciphers, an error in the received ciphertext may result in damage to multiple

messages.

Block Ciphers

In contrast to stream ciphers, block ciphers transform entire blocks of
bits under the control of a key. If the block size is n bits, then the size
of the cleartext space (the range of cleartext block values) and the size of

the ciphertext space (the range of ciphertext block values) is y

(3) Undetected insertion or removal of bits from the ciphertext stream results
in a loss of deciphering ability in ciphers of this sort.
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A block cipher maps the space of cleartext blocks intokthe space of
ciphertext blocks. In order that the deciphering of a block yield an
unambiguous cleartext block the mappings must be reversible, hence one-to-one
and, in this case, onto, because the sizes éf the spaces are equal. Thus, we
can view a block cipher under the control of a single key as defining a
permutation on the set of n-bit blocks. There are.(Zn)! distinct permutations
on the set of n-bit blocks. in practice itkis not feasibie to implement a
block cipher that realizes all of the poséible permutations because of the
gsize of the key requifed aﬁd the logicalkcomplexi:y of the cipher. ’In fhe
block ciphers we shall discusé, only avsmall fraction of the permutations,
e.g., on the order of ﬁhe éize of the text spaces, is used.

For all values of n,. the block size, a block cipher is equivalent to the
classical "simple substitdtion" cipher, and wheniigy is i or 8 the block
corresponds to a single character from some smali alphabet and this
equivalence becomes very apparent. This s}stem is known to be very weak, not
because of the structure of the system, butvbecause‘of the smali size of the
blocks usually used. The cipher 1is subject to analys;s of the’frequehcf
distribution of individual blocks, for comparison with the known freguency
dietribution’ of characters in large samples of cleartext. By increasing the
size of the block so that n is on the order of 50 or 100, and by constructing
the cipher so that the frequency characteristics of the componentshof the
block are concealed, such frequency distribution analysis ﬁecomes infeasible

50 100

because the size of the effective alphabet has been increased to 2 or 2 ’

and the resulting cryptographic system is very good.
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-The Lucifer syat.em developed at IBM 1is an ekample ‘c‘)fj a block cipher
scheme using 128‘—bit blbcks and equal size keys [FHI,' ;HZ, FNS, Smi,‘ SNO]
Each bit of ciphertext 1in a block geﬁgfaéﬁ“by‘f'cﬁe Tué¢ifer algorithm is a
function of each bit of the 'key and ‘29;";*1 bt of ‘the fc_:"le&i:ext"'block.’ '
difference of only ome bit 1in either ‘the'kie'y or the cléartext results in
ciphertext in which each bit is changed with approximitely equal ' probability:
Conwversely, & change in one bit of either the lwy“‘d'r”‘the ciphertext will
result in changes in ‘an mrag‘é ‘of: 50% .of ‘the' - bits of the deéi'phe‘f'ed

'Because of this sensitivity of the block to modiffcatfon, the inclusion
of a k bit error detection (or identification)’ fieid fn ‘& cleartext '"bl&‘.k
provides a basis for detecting modificatior of ‘the block with a’ probability of
undetected error -of 1/(28). This mesnw that'aty error 1 ‘& block propagates
within the block to such an’ extent that iu détection can “be made ‘extremely
likely, yet subsequent blocks are unaffected by the error. Feistel claims
that because this dnterbit dependence within a bdlock 1s  functionally
non-linear, it is difficult to use the dependence as an’ aid in dec fphering the
blocks [FNS].

For block cipher:s,}syncmoﬁrof the two ends »f the communication channel
_1s required only to the extent that each must load the same key and thie blocks
‘must be ecorrectly delimited. Higher-level message streah ‘syrchronization,
e.g., correct ordering of blocks, cag be .accomplished by pmmcala that .use
sequeuee nunbers embcdded vlthin the blocb JHeisy‘mﬂti'orrlzat:iou at that level,
we ﬂll dmnacrate 1n chapter four ia pouibie “witﬁout transmitting special,

B O

unenc iphered messages. .
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Choice of a Cigﬁer Scheme

An encryption algorithm used for securing a user/compyter communicétion
channel | must _conceal the contents of transmissions and provide a basis. for
effectively .implementing various authentication and symchronization protocols.
While both stream and block ciphers can  .conceal - effectively, black ciphers
geem to provide a simpler to use basis for the protocols. In owder to detect
various intruder threats, the protocols associate with .each message certain
information that identifies the message as genulne. Tho encryption algorithm
must bind together the user’s ﬁeapagespandpthg;ympgpcqig,infprmation.‘so&‘that
any attempt to tamper with the message will be reflected in: the protocol:
information. In the evept of intrusion or errar, the protocols should - allow
re—qstahlighingj higher-level message stream syachromy without going outside of
the . encryption scheme. These combined mmixm&;am# to indicate that a
block cipher similar to Lucifer would provide a qa;g;g;ﬂﬁhasia for . the
. development of ;ﬁhe, _protection protocols,  since it provides substantial
interbit'dgpendence-in each block while limiting the  impact. of errors to
single, well-defined blocks. (4) |

A biock gncryptioa;a;sq:ithm_baa;been,ppqpq;gd‘ﬂs,;ngdgral-Inforuation
Processing Standard (FIPS) by the NatiQnal?Butean-pf»astandaxde,.[Braa, .NBSIa

This algorithm .operates on 64-bit blocks, uses a 64-bit key . (5) and employs

C o ga B "

Y

(4). yhis should not be. . construed as an . indi;;tion .that - stream  ciphers,:
eapecially auto-synchronizing ones, cannot be used as the foundation for
protocols similar to the opes presented in this thgsiy, .Rather,.block ciphers.
such as Lucifer appear to form a more natural basis for fixed—length message
protocols of the type presented in this thesis. : T

(5) Although a 64-bit key 18 used with the NBS algorithm, only 56 bits of this
key are actively used in the encryption algorithm and NBS has recommended that
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many of the same design principles wused in the 128-bit Lucifer. If this
algorithm is adopted as a FIPS, it will probably become a de ;EEEES industry
standard as well. Already software 1is being offered that performs the
encryption as specified by this algorithm [Bri], and hardware implementations
of the algorithm using a single large-scale integrated chip are being planned.
Thus, the protection protocols and mechanisms developed in this thesis will be
examined in the context of probable use of this encryption algorithm, although
the protocols are not restricted to the particular block or key size
associated with the NBS proposed standard.

Although this cipher appears resistant to cryptanalysis, recent work by
Diffie and Hellman [DH1] indicates that automated, exhaustive searching of the
key space is not unreasonable for an analyst provided with adequate resources
and small amounts of intercepted ciphertext and partial matching cleartext.
This thesis is not concerned with the topic of cryptanalysis and assumes that
the cipher scheme used as the foundation for the protection protocols is
resistant to cryptanalytic attacks. In order to better understand the nature
of the wealness noted by Diffie and Hellman, the appendix contains a brief
discussion of exhaustive searching of the key space in the case of the Lucifer
and NBS ciphers. 1In chapter three we shall note, in some instances, how this

characteristic of the NBS cipher might affect the protection protocols.

Summarz

This chapter presented a model of a physically unsecured terminal-host

connection and established goals for the protection that we shall attempt to

the remaining eight bits act as parity bits to be utilized for error detection
in key generation, distribution and storage [NBS].
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provide through the use of encryption and the ﬁrotocols developed in later
chaptefs. We have exaﬁined some properties of cfyptqgraphic systems and have
chosen a particular block cipher as ‘thé basis for the development of
protection protocols.‘ This type of cipher is well suited to the application
because of the high degree of interbit depéndence it ﬁfdvides for each block
and because rof the independence of each bloék with feépect to propagation of
errors. | |
A specific exémple of this type of cipher has been‘proposed as a Federal
Information Processing Standard and, if édoéted, will provide a broad basis
for exchange of encrypted information. Thus, wé will adopt it as the basic
crfptographic system upon which further protection‘ mechanisms will be
constructed. However, the protocols presented in tﬁié fheéis can be used with

other block encryption schemes that provide suitable cryptographic protection.




Chapter Three
Message Stream Authentication

Having chosen, in chap;er two, Luciféréstylé5blpck‘ciﬁﬁéra’as* the basis
for implementing protection protocols, this chapter préesents a simple scheme
for authenticating messages that uses the properties of “such ciphers. This
authentication scheme achieves the goal of detection of message stream
modification throngh independent messagi s&quenci‘n%nﬁeiing‘bn each channel,
This chapter also "presents a protocol for chafiging keys that supports the
message authentication scheme and that serves as a bails for a time-depandedt;’
two-way authentication login protocol. ''The messaéé“‘ﬁuthehticatiop scheme
further serves -as the fomdation for protocols that detect denial of service
and that tesyﬁchronize the connection fbtlbﬁiﬁg disruption of cotmunication.

These last two protoéols ar‘e"preu'e‘nted in chapter foutr.

Message Modification Threats and Authentication

Part of the protocol information enciphered ae part of edch message to
verify i1its authenticity is a tag. (1) Although there are a variety of forms

that this authenticator tag may aésune.-(Z) we are interested only-in designs

(1) Although a logical umit of correspondence ‘may be s0 large as to require
several encrypted message blocks for its transmission, for ainplicity the term
"message" will refer to the logiecal contents of oneélblock. :

(2) For example, verification of a message may be based not-on the knowledge
of the exact bit pattern contained in the tag, but rather on the tag
satisfying some computational orf dtructural éonstraints, eig., it ‘may always
contain twice as many "O" bits as "1" bits or it may be a cyclic redundancy
check of the rest of the block contents.

Page 28
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that require the tag to consist of a bit pattern that must precisely match a
pattern held by the receiver of the meésage.‘ Whén ﬁ§e& in a block enciphered
with a Lucifer-type algorithﬁ, such  tags  are optimal with respect to
utilization of block space in that a k bit,tagicpnveys».precisely'.5 bits of
authentiqation information and can be forged by an inmtruder with probability
of 1/(29. |

It can be argued that such a tag is not necessary to the -#uthentica;ion
process, especlally when an encryption scheme with high degree of interbit
dependence is being employed, since a spurious message would- not decipher into
meaningful cleartext. WhiLe,this argument has some .merit wvhem considering
messages received by the user at his terminal, it does pnot seem that‘ﬁast
goftware systems exhibit a corresponding ability to make 1intelligent
judgements as to the meaningfulness of messages. Moreover, mesgsages directed
to the user may admit to a wide range of "meﬁningful" contents when they
represent answers to a virgin problem or consist of random dusbefs. Thus, we
insist that authentication be based on .the use of some form of message
tagging.

To prevent an intruder from modifying a message and not the tag
associated with it, it 18 necessary that tﬁe tagﬂke»a;gggygd,po the message in
such a manner that modification of any part of the emecrypted block 1is very
likéiy to result 1in modification of th; mcgsage tag}nghe use Qf a.bléck
cipher system of the type discussed in chapter two, and placement of the tag
in the me;sége bléck achieve this'deaitéd?teéultue£¥§é§ag§é,taé-nnd message

interdependence.
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We shall distinguish two classes of message stream modification attacks:
attacks that involve modification of genuine message blocks or synthesis of
new blocks, and attacks that 1involve modification of the message stream
through manipulation of genuine, intact blocks. Attacks of the first type can
be detected because of the interdependence of the authenticator tag and the
remainder of the block as noted above. In the latter category are acts such
as deletion of blocks, insertion of copies of old blocks, and rerouting of
blocks back to their sender. We will now discuss the design of an
authenticator tag that permits detection of such attacks.

To detect these message stream modification attacks, we propose that each
tag consist of a non-cycling bit pattern that is predictably recognizable by
the receiver, logically chaining each message to its transmitted predecessor,
and a bit identifying the origin of the message, the terminal or the host. We
also require that if messages are removed or destroyed, examination of the tag
on successfully received messages can be used to determine the number of
messages so lost, for purposes of user notification, auditing, and . possible
higher level retransmission. Thus, this predictable sequence of patterns used
in the tags must be capable of being mapped analytically inté a strictly
monotonic sequence that is dense in the integers. (3) Using this scheme, the
receiver of a message 1s expecting a particular tag and an; other tag will

result in rejection of the message as spurious. Tags of this sort can be used

(3) Here we mean "analytically" in the sense that a receiver of messages
should be able to compute the value of the tag that will appear in the ith
message in the sequence using only his knowledge of the tagging scheme and the
value of the first tag. i
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to perform the tesk of meesage authentication ih‘ conjuhction with message
sequencing and origin identifjicationmn. h |

In the original Lucifer implementation, deeigned for hse on half-duplex
connections, Feistel proposed the use of meesage authentication -tags (FHI,
FNS]. The tag consists of bits from fixed positiona in the last ciphertext
block received, or from the last block» tranamitted if this i8 the first
message in an incoming group, and thus wae'predictable bj the teceivet.
Because half-duplex connections do not allow simultaneous transmission in both
directions, this scheme can use this simple form :of message chaining to
authenticate message traftic in both directions. Since the tag bits used for
chained authentication are a function of the contents of each previous message
block, Feistel has argued that there 1is little chance of repetition, although
there 1s no guarantee of this. Moreover, there is no apparent means for a
receiver to ascertain the number of messages lost, ahould a message artive out
of;sequence. o

In light of the requirements set forth above for a tag design that
enforces strict messageksequencing and lost message accountahility, it appears
that consecutive numbering of messages, statting from zero, trenamitted on
each of the channels provides the simpiest acceptable form of tag seqeencihg.
(4) 1In order to fulfill the requirement of tag uniqueness (npn-cycling tag
sequence), the tag must be large enough to not "wrap around" during the

lifetime of the key.

(4) The inclusion of the counter assures that each ciphertext block 1is
different, even if the same text is transmitted multiple times. - In situations

‘vwhere the blocks are used to traasmit individwal charactaya, this tag design

prevents: the cipher from becoming a weak substitution cipher on single
characters.
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Each end of the connection maintains two counters, one, referring to the
number of messages tranmitted by that énﬂ of tﬁe connec’tion and the other
keeping track of the number of nassagea reeoivoé +»m$he«wtrsnil£soion» counter
for a channel is used as the source of the aequence number portion of the tag
for messages trananitted on that channel. (5)“ 'l‘hese couhters uust‘: ‘never cycle
during the 1lifetime of the key rand_;g»f'f‘prts should be made to insure that
different connections have little chgnce'ﬁf using the same key.

This tag design provides s;;é d;tecti;n of aﬁ;‘;££§ﬁpt to modify message
traffic through rerouting, reetdering or deletion of genidne messages orn this
coﬁnection. -The design provides probabilimtic &’é‘tectioﬁ“%f’ ‘any a'ttempt by an
intruder to either eywthesize a message dlock with” ah acceptable tag or to
modify the contents of a’genuine medsage ‘Bleek without “#ffecting” the tag.
Using the ~ TLueifer ' or MNBS - algorithm, the §i5b§§‘iii£y “of étroﬁépﬁéf
authentication of & méssage modiffed in thid fashid 1¥"flo greater than ;/(fk)
1f a k bit tag 1s ‘employed. (6) Figure 3-17illisttates this type 6f tdg’
architcc'tgr;!‘ (The type field indicated ' 18 used to “distinguish control

messages assodiated with the protéction prétoeols developed later.)

g

vi Lea e

(5) This counter strangément may also-bé‘viewed "d# “agsodiiatfng’ two counters
with each channel, recording the number of messages transmitted and received
on that channel. This use of counters correspondse to the concept of
eventcounts as described by Reed and Kanodia dn [BK]... oo oo o

(6) 1f there s any predictability to- the conb&'nt& of - the ‘Hessages, "'the
probability of: erronecus authénticAtion by’ -tNé ‘uber ‘14 even lover &s :he;
intruder: ~¢annot swweicﬂky ﬁe?ce %ﬁiﬁgﬁu " &der‘-tlever h’esage co’rttents_
either. - top P At ‘ ;

LIS R
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origin | transmission | message | message specific
bit counter type data

authenticator tag

Figure 3-1

" Generic Format of Message Blocks

A characteristic of both this tag scheme and the original Lucifer
authentication technique is that they provide an intruder with the cleartext
of a portion of each géssase block: the tag. We alluded to the nature of the
problem in chapter two and the appendix provides a more detailed discussion of
the subject. From the key- searchingi.q;sgussion in the appendix, it 1is
apparent that this knowledge alone is adequate for am intruder to determine
the key that is being used by attempting to decipher several intercepted:
blocks under a single key and checking for a match.on the-tag field of all of
the blocks. In the case. of relatively small. key spaces, like the -NBS.
algorithm’s 56-bit effective key, this may constitute a significant threat to
4 the security of the system.

Although attempts could be made to overcome this problem in the tag
scheme imposed abovg by concgalingrthe tag, ;his ;gmprqbabLy not worthwhile.

(7) In fact, interactive user-computer dialegs tend to:.contain many messages

A

(7) The tag could be enciphered under a separate key using a block size equal
to the tag size and.then inserted in the meseage block and enciphered along
with the message data.., If the tag bite were the only :portiom: of the . block
knowm to the intruder, this would substantially increase the work involved to
break the key. '
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that are very predictable by a sophisticated intruder, e.g., 8tylized login
and error response messages from the host. Because these messages contain
adequate amounts of known information for an intruder to use in a key space
search it appears that efforts to conceal the tag portion of a message for
this reason are not fruitful. Rather, a cipher should be used for which

exhaustive key searching is an impractical cryptanalytic technique.

Key Distribution Protocols

Because the tag value described above must never cycle, the tag must be
large enough to uniquely identify the maximum number of messages that are to
be transmitted over either of the channels during the lifetime of the key.
Rather than having the size of the tag détermined by the expected maximum
message traffic volume on one of the channels over some extended time
interval, e.g., a month, a year or the lifetime of the host system, it seems
appropriate that the primary factors in determining the size of the tag should
bé the probabilistic degree of protection desired for the channel and the
portion of the block capacity devoted to the tag. This motivates the concept
of changing keys as a means of controlling the size of a tag.

If keys are randomly generated bit strings, then messages enciphered
under one key effectively represent random bit strings when deciphered under a
different key. Thus, messages enciphered under the control of a key different
from the one currently in use on a connection pose no more of a threat than
messages synthesized by an intruder using randomly generated bits. Moreover,
i1f there 1s no easy way to use knowledge of a previous key to discover a key

currently in use, or vice versa, the changing of keys establishes a "firewall"
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aroumd the data transmitted under each 'separate key. Thus, there is
additional impetus to limit the lifetime of ajkey in order to minimize the
volume of messagev traffic that would be compromised‘in the event a kej is
discovered. |

| If the key lifetime extends over more than oneliogin session, then it 1is
also necessary to be able to restore the connters used byvhoth the terminal
and the host so that the message tagging can resume from the pbint vhere ‘it
was terminated. (8) It is undesirable to require both ends of the connection
to retain the values of the counters from the last login session for each user
or to have the host retain these values and transmit them to the tetminal in
cleartext as part of an initialization procedure;r These ‘approaches are
undesirable p;imsrily because interactive’sessions do not always terminate in
an otderly fashion, .due toycommunicstion eouipment or( host failures. Even
vhen sessions do terminate in an orderly fashion, a system crash at the host
could result in the loss of the counter values and thus prevent or compromise
subsequent logins Thus, it would be especially convenient if a key lifetime
were no longer than one interactive session, 80 that the problem of assigning
the correct values to the message counters could be eliminated."If a
different key were used for each login session, then‘ theA message counters
could be set to zero at the beginning of each session. I‘ | |

Unfortunately, despite the advantages noted ahove, there are logistical

difficulties associated with frequent key changes. ‘Av new key must be

(8) If the counter values are not restored properly at the beginning of each
terminal session, but rather set to some fixed initisl value or some value
that may already have been used in previous message exchanges, then messages
recorded from earlier sessions could be inserted into the connection by an
intruder and would be erroneously authenticated by the protection modules.
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distributed to the user via some secure chanpel, e.g., registered mail or
ponded courier. One convenient medium‘ghat hgs‘bggn _proposed fq;_ user  key
ggcording ‘is magnetic stripped plascicﬂgagq;\[SmiL, qggpging keys by issuing
new cards or recalling and chang;gg gld.ca:ds ,enta;;ﬂ subastantial time and
cost, making changing keys for each terminal session impractical. This points
to the need for transmitting a new key over the:;grning;:hgst connection. The
new key would have to be enciphered using some key already held by both,énds
of the connection. There are two basic approaches that may be used to
transmit ﬁew keys: chgine§ key' changes and tgoflevgl bey‘distribution
sfatems. |

With ;he chained key approach, a new key is epciphg:ed under the last key
that was issued and replaces that old key for all ¢omgqn1cation_unt11 another
key chﬁnge occurs. Tﬁis forms a cha;nvofHEgyrghgnggs and, 1f anvintrhder
discovers one key in the <chain, hg_ﬁcan easily deciphet allb megsages
subsequently transmitted as he can follow the chain of key changes. (9)

Using this cﬁained key technrique, if thié new k@y vb:ezje; recorded in place
of the old one on the magnetic stripped card, then a loss of this new key by
the host in a crash would preclude further enciphered comnunication until a
new key could be 1ssued via some channel ‘external 'to_ the system. The
likelihood of key loss by the host is enhanced by the fqét that the key held

by it is changing frequently, so that backup media may ‘not have the most

- ——

(9) Given the’ exhaustiva key searching techniquez from the - appendix, it 1is
also possible for an intruder to work backwards through the lkey changes, using
the identity of the discovered key as known data enciptiered’ under the previous
key, to disclose the contents of all” intercepted {nt éracttve sessions, This
possibility is not a new vulnerability since duting any ‘key lifetime thete
will be enough information available to an 1ntfuder in the form of prediCtable
message authentftators to break each key by exhaustive search anyway.
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tecent copy. Also, the recording of a new key on the user card at the
terminal requires the introduction of equipment capable of reading and writing
on the magnetic stripped cards, increasing the cost and’ ‘complexity of the
terminal modules and making them more prone“to failure.

Using a two-level key distribution system, each new key is transmitted
enciphered under a distinguished key used only for iééﬁdng>fndw keys, " thus
preventing an intruder from’ wbrkiﬁg fofwafdtthrddgh;thékkay chénges: (iO)
Some protocol must be established to allow both ends df'the cdgﬁection to Enow
when to use the distinguished key to decipher a ﬁéwyﬁefQ fhfébfrdtocoi.ﬁay be
implicit, e.g., by issuing a new key only at the beginning of an interactive
- gegsion, or it may require transmitting a mesaage enciphered under the key
currently in use, 1ndicating that the next nessage uill be a new key
enciphered under the distinéui‘éhed key. |

In order to avoid the difficulties associated with a simple, chained key‘
change protocol, a two-level key distribution aystem will be used at the

beginning of each login session, and a'chainédfkey Adhaage apprdach will be

it

(10) Here, too, an intruder using exhaustive searching could work backwards
through the protocol used to issue new keys, after diacovering one key, and
discover the distinguished key. If he could discover this distinguished key,
an intruder could then easily decipher  each key change apd.disclose the
contents of all conversations, or ﬁmpersonate the user in future interactions.
The basic protection against this threat must come from a key space large
enough to preclude- -exhaustive searching. When too small a key space is the
problem, as is the case with the NBS.cipher, ggggnm;ggu;e .0f extra. protection
for the ° distinguished key can be;obtaingd Yy ysdng: & spgcial protocol for.
initial key loading. Single blocks with no aut ¢ation;. information can be
used to transmit a series of iptgrmediatg Jeys each enciphered under the
previous key. This protocol 1ncreases the  work. . :ggq;;sd to discover the
distinguished key 1linearly with the numbet of int intermediate keys, . .Yet it is
used only at the beginning of the ‘sessgion, sc that the  impact .on .channel.
utilization is minimal.
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used during the session. (11) The distinguished key held by the user and the
system on a long term basis will be designated as the primary key. It will be
used only to 1ssue a new secondary key at the beginning of each login session.
The secondary key will be used for the encryption of regular message traffic.
A secondary key also can be transmitted under the control of a previously
transmitted secondary key, thus allowing use of multiple, chained secondary
keys during a single interactive session.

The primary key for a user will be recorded on his magnetic stripped card
and will be retaingd by the host in much the same way a password 1s retained
by many sfstems. The protocol for changing from the primary key to a
secondary key, and for later secondary-to-secondary chained key changes,
requires the host to transmit the secondary key in a pair of enciphered
messages, each containing half of the new key. (12) After the terminal
receives a secondary key, 1t changes to the new key, resets the message
counters, and sends a message to the host confirming receipt of the new key.
The host has changed over to the new key and reset its counters after sending
the new key messages, so it 1s ready to receive this confirmatory response.

The key change messages ha;e the same general format as other messages,
including an authenticator tag. In the case of a chained change from one
secondary key to another, the tag need not be based on current counter values,

but can be a static, known value, e.g., "0", as such key changes occur only

(11) An example of the use of both types of key change pfotocols in the same
system 18 provided by the protocols used with the IBM 3612 consumer
transaction facility [IBM2].

(12) 1f the key is approximately the same size as a message block, as 1is the
case for Lucifer and the NBS cipher, then the key will not fit in one block
because of the inclusion of an authenticator tag and message type information.
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once during any secondary key lifetime. By employing the convention that the
message in a key change protocol can be suthenticated regsrdiess of message
counter ‘values, secondary key changing tcan ‘he utilized in error recoyery
procedures, when message counter synchrony isiiost. This use of key change
protocols will be explored further in chspter four. (13)

In the case of the primary to secondary key change associated with ’the
start of a terminal session, extra authentication measures are required, as a
single primary key is used to encipher the initial secondary keys for multiple
sessions. The tag that authenticates these primary to secondary key
changeover messages has the logical' requirement to present a unique,
predictable patter for each login attempted during the life of the primary
key.  Without such use dependent authentication, an intruder could masquerade
to a user as the host by playing back the initisl key change messages recorded
during an earlier session. The login authentication protocol described in the
next section meets this requirement wi thout reintroducing the need for users
to provide a different authenticator for each 1ogin\ | With this login
protocol, key change messages still use fixed tags, and a regular data messsge

bearing the date and time provides the unique, predictable psttern.

(13) When key changes are used in situations that are full-duplex, as with
chained secondary keys, some form of synchropization must be employed to
co-ordinate the key change on both channels so that no outstanding messages
are deciphered under the wrong key. Co-ordination can be achieved by having
the terminal respond with a distinguished message when it has received a
megsage indicating that a key . change is about to take. place.. Such:a
distinguished message, which should -be authenticatsble  iadependently ‘of
message counter context and 1is 1issued only once amder any key, provides:a
reference point for the key change by the host. Through the use of this kind
of protocol, and by monitoring the values of the mesaage. cnun:ers in dase at
the host to detect impending - counter wrapaveund, it. is. ° pogsible to
automatically change secondary keys so that the secondary key. 1i£etine can be .
adjusted to the size of the tag and the message traffic volume on the channel.



Page 40 Message Stream Authentication

Login Protocol

Commonly used protocols for logging into a host are designed to effect a
time-independent, one-way authentication. (14) Only the identity claim of the
user 1is verified by the host by requesting a secret password (or other
personal 1identification) known only to the user. Below 1is a two-way
authentication scheme based on encryption techniques and the protocols
proposed in this chapter. It is a variant of schemes discussed by Feistel
[FH1] and by Saltzer and Schroeder [SS1]. The login protocol is presented
from the view of a user accessing a host computer with no mention of an
intermediate connection through a network access device. Use of this protocol
in a network context is discussed in the next section. This protocol takes
advantage of the key distribution protocol described above to reauce the
amount of work performed by the usef.

;. The user enables his terminal and establishes a connection to the

ost,

2. The host respondg’in cleartext confirming the connection by sending
the host name.

3. The user transmits in cleartext his login identifier, then he inserts
his magnetic stripped plastic card containing his (primary) key and
enables the encryption module.

4. The host locates the user’s primary key using the login identifier
presented in cleartext. A new (secondary) key to be used during this
session is created and transmitted using the standard key change protocol
described in the previous section.

(14) Such an authentication procedure permits an intruder to masquerade as the
host because it fails to require proof of identity from the host. Even 1f
encryption 1is employed, the user could be confused or tricked by an intruder
playing back recordings of previous logins because of the lack of time
dependence in the login protocol.
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5. The terminal deciphers the key change messages and loads this initial

secondary key as the host also switches to this new key. The terminal

then transmits a message confirming key receipt.. .Toe host, upon receipt
of the confirmation is ready to engage in secure communication with the

user. All communication from this point om will be carried out using the

new key. ' : -

6. In order to demonstrate the time intégrit} of the connection to the
user, the host now transmits the current date and  time, in .ciphertext,
under the new key. The 'host has already been assured of the time
integrity of the connection because of the .corvect receipt of the
confirmation of key change message sent by the terminal under the new
key.
7. The terminal module deciphers the date and time megsage under control
of “the new key atd displays it on the terminal, permitting the user to
judge the identity claim of the host and the time . integrity of the
connection.
This login protocol prevents an intruder from "spoofing” either the user
or the host through the use of old recorded login sessions. Although a
conventional password authentication ‘procedufe can be followed after
- completion of the protocol, it is not necessary if ﬁoééébéion of the primary
key 1s accepted as an identifying ticket. Note that .the use;of,a:different
secondary key for each session carries an implicit form of verification of the
time 1ntegrity of the connection from the host 8 vieupoint thus thare is no
need for the user to respond with the time and date message as part of the

login sequence.

Key Distributioh.ig Netwprks

The terminal-host connection model présehﬁed in'chaptér two ‘is ‘aﬁgvery
general one, applicable to situations in which a host iq accessedrfrom_
dedicated or switched telephone lin;s, or in,;gqne:al - network .enviropments.
Below, we examine a scheme fqr‘authenticati§piggd’kéyidia;fibucionidé§§gned

for a specific network enviromment, and wj»Vsee how  thé_ 1og;h and  key
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distribution protocols developed in this thesis can be wused in such an
environment.

Branstad has proposed a scheme for initiation of secure network
communication [Bra]. In that scheme, user terminals and host sites on the
network each hold keys that are used for identification and for éecure
distribution of working (secondary) keys. The Network Access Controller
(NAC), a special host computer located in a network security center, acts as a
verifier of user (and terminal) identity and as an intermediary in the
distribution of the keys. The NAC holds the distinguished keys of all users
(and terminals) and host sites, and generates and distributes the working keys
used for user/host communication,

The key distribﬁtion protocol used by Branstad does away with the
requirement that each host hold the primary keys of all possible users; rather
the NAC acts as a repository for all permanent keys. This has an advantage in
that fhe compromise of a singie host does not result in the compromise of the
primary keys of all users who ever use that host. Similarly, it avoids the
need for a wuser to isolate his primary key from this danger by using a

distinct primary key for each host with which he communicates. (15)

(15) piffie and Hellman have suggested a modification of this scheme in which
three controllers are used and each distributes a working key to the user and
the intended host [DH2]. The controllers are addressed with different
permanent keys by both the terminal and the host, and the working keys
returned by the controllers are combined using an exclusive-or operation to
form the final working key. The scheme has the advantage that the compromise
of a single security controller does not result in disclosure of the final
working key used by the terminal-host pair, It does entail the possession of
two additional keys by the user, but this does not seem to be a major drawback
as long as all three keys can be contained on a single magnetic stripped card.
It also requires that all three controllers be operational or that a protocol
be used to handle the case when one or more controllers are down.
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Although the key change and login authentication protocols proposed in
this chapter do not assume the existence of network access controllers, it ie
possible to wuse these protocols in conjunction with such controllers by
allowing the controllers to pose as a host to the terminal sndbas( a terminal
to the host. Once the login authentication protocol has been carried out in
this fashion between the terminal and the controller and between the
controller and the host, the oohtroller need only'switeh‘the eonnection so
that the controller is no longer'part of the counection between the termlnal
and the host. (16) of course'a differeht ké§ would:beuused if one‘were to
communicate with a host directly as opposed to going through the controller,
for in the latter case the host uses its own hey to establish the connection
to the‘controller rather than employing the user’s key. The important point
here 1is that the protection protocols need not be different for these two
different modes of host access, although the keys supplied to the protection

modules may differ.

Summary

The authenticator tag design proposed in this chapter, consisting of a
flag identifying the channel on which the message is to be transmitted and a
comter of the number of mesasages trmitted -on:;thig: channel, prov:!.dea a

simple means of detecting a wide range of nessage stream modification threats.

(16) By chaining subsequent secondary key - issuances - rather: :that wusing the
primary . key for a two-level ley change, the key chamge protoeol described in
this chapter is usable in network enviromments as envisioned: by Bramstad.: ' In
such enviromments it is important that key changes occurndng after -the login
can take place without intervention on  the part of the  network aecess
controller.
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The key change protocol described above'éeimits the use of an authénticator
tag that canybe;of,moderaﬁe size as it need only be large enoygh Eo'uniquely
identify messages over the lifetime of one secondary key, an interval that is
‘ngver longgt ~than one terminal aesqiop,%,and to proy;dg~ . specified
probabilistic levyel of protection ggainst gfxpngpusJY authentication.  of
spuriougly generated messages, |

The kﬂ? distribution. protocols described. permit the use of a primary kaey
for extended time periods without sagrificing secyrity, by, employing -a  key
change proﬁocol and by wusing a Qqundg;xﬁkgyrfor;ghg bulk of interactive
session message traffic, This key chénge protocol -is compatible with key
| distribution scheme proposéd;by Branstadliﬁ§i§§ Df%éiifhﬂﬂ Beillﬁn“td%:ﬁéfﬁﬁ§i
ggcesgg controller enviromments. Over the lifetipe of any one secondary key,
any message that is recorded by an intruder amd injected into.a channel out of
order cqg:bgGgosit;vely:detected._.Ihg remgval of ane or more messages f?qmv a
change; by an intruder can be positively detected as sogn .as any succeeding
qgssagg,isqrgce%ggd}. Messages from - .prevjeus .terminal faggs;ous .pravide :-no
be;cerr basis "fo; evading the authentication . scheme than. do messages
synthesized by the intruder from randomly generated bits, .

Final}&, the login authentication protocel . presented in this _chapter
provides a means of initializing -the .canmsction to.a gecyre state with a

minimum of user effort.



Chapter Four

Detection of Denial of Service and Resynchronization

In chapter three we adopted a tag design and protocols for authenticating
messages in order to achieve the goal of detection ‘of message stream
modification. This chapter discusses protocols based on request-response
messages and timeouts to detect denial of message service effected by
connection blockage, and presents‘ methods to Tresynchronize thée message

counters at both ends of the connection, "

Detection of Degial_gﬁ»ﬂesgage Service

As noted earlier; fn our model of thé terminal-host comnection it is not
possible to prevent an“intruder frod”‘deﬁyingiigsddge service. Denial of
message service can refer to a wide spectrus of intruder sttacks, from
complete ~ disruption or ‘blockage ‘of the comnectfon to the removal or
modification of a single message. The authenéicatfdﬁ‘pfotdéolé” presented in
chapter three already provide a means of detecting denial of méssage service
that occurs as a result of message stream modificatfon. ' The receipt of ai
unauthenticatable message can indicate removal or modification by an intruder
of intervening messages on a channel. 1f an 1ntrudef’éntire1y‘blocks imessage
flow on one or both channels, however, the protocols of chapter three provide
no help in detecting the disruption. In this section we develop a

request-response protocol that can be used to verify connection integrity to

Page 45




Page 46 : Denial of Service and Resynchronization

the end that initiates the request. The protocol will also be wused in
resynchronization procedures discussed later in this chapter.

The request-response protocol involves the exchange of a pair of
messages. The message issued to initiate this exchange will be designated as

a request for status message. A message issued in response will be termed a

status message. (A status message is also issued by the terminal to inform
the host of successful completion of a key change as discussed in chapter
three) . Under normal operating conditions, both of these message types are
authenticated in the same fashion as regular data messages. Associated with
the transmission of a request for status message is a timeout. If a status
message 18 not returned within the specified time interval, the requestor of
the request considers denial of service to have occurréd.

The use of a request-response protocol by the host and the terminal
differs. In the case of the host, automatic generation of a request for
status message at fixed intervals is required because the host has no means of
predicting the arrival rate of messages from the terminal. The absence of
messages from the user neither confirms or denies channel blockage. Thus, a
timer in the host will initiate such requests at a rate dictated by user
specifications. The timeout period for awaiting a response is adjusted
according to communication channel delays. (1) |

Compared to the host, the user is in a better position to detect a denial

threat as evidenced by a lack of response to his commands. A user can check

(1) During the periodic connection integrity check, transmission 1s not
suspended by the host after a request for status message is sent. This
contrasts with the use of the request-response protocol for resynchronization
as discussed in the next section, where transmission is suspended while
awaiting the responding status message.
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" the status of the conmnection by manually issuing a reouest for status message ,
and being informed of the receipt of a confirming status message. By having
'the user initiate the request and judge vhen the'response is overdue we avoid
the need to include a timer in the terminal protection module with‘ the
‘attendant Aincrease in cost and complexity. Below “we' shall ksee Vthat
'transmission of a request for status message by the terminal module will cause
the message counters for the connection to become synchronized thus this
method of allowing a userv to initiate a check of the integrity of the
connection also provides theluser with a means for manually resynchronizing

the connection.

Resynchronization

Mesgsage tags and the request~response’vprotocol provide”the means to
detect denial of message service. | ‘ﬁe now consider connection
resynchronization following ’such a disruption. Since'we have noted earlier
that denial of message service cannot be prevented within the context of our
model, 1t is reasonable to ask why any attempt at resvnchronization should be
made, as such action appears to be no more than an attempt at prevention. One
justification is that if an intruder is disrupting the connection, then.
automatic resynchronization forces the intruder to continue his attack in
order to continue the disruption, possibly making easier the task of locating;
the source of the disruption.

Another reason , for attempting resynchronization is that Vconnectiong

disruption may be the result of a communication system failure not induced by

an intruder. Although the encryption conttol modules are snvisioned as not
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assuming primary responsibility for recovery from transmission errors and
similar low level commumication system errors (see chapter six), it is still
prudent to provide for resynchronization mq@sures to be used in_vtggppnse to
such errors. By “prov;ding‘meéhandgﬁs‘fdf'fgdggdhfbdiéation,&pbq gybtectionv
system bgcomes more robust in the face df édm; types. of failures by lower
level communication gsystem components and permits the use of the: protection
system in envitonments that provide varying levels of error ‘recovery. In
particular, communication systems may implicitly assume that the user can
manually resynchronize the connection 1f loyut level mechanisma fail. ‘The use
‘of encryption and the authentication protecols: . .descxibed in. this thesis:
precludes such vmanual resynchronization by the wuser, thus some automatic
resynchronization protocol 1s required o h | |

We will enhance the request-response measages described in the latt“
section to allow their use for resynchronization as well - Both the request‘
for status and status messages will now contain, as data, ‘the reééption
cdunter at the end of the connection that tranwits them in addition t:o the
transmission counter that is included in the.authenticator tag. Figure 4-1
iilustrates this message format (2) and ‘idbdla‘htﬁé kwo ehannels and the

message counters for use in the discussion that follows. |

(2) The origin bit in the tag is omitted from the figur& dod.  the - diaaussion
that follows for clarity. )
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Requestor ' - Responder
tag type data
Tl | —==cee==>| Tl | RFS | R2 |==w=———— > R1
CHANNEL 1
R2 ¢+ Kmmmmeeee] T2 | STA | Rl j<emeoecee=. T2
CHANNEL 2
Figure 4-1

Model of Request-Response Resynchronization

We designaté the sehder of the 'requeét for statps message as the
requestor and the other end of the conﬁection the responder. Referring to
- figure 4~1, the channel from thé requestor torthe responder is éhaﬁnel 1 and
the 6ther 1s channel 2. ‘The requestor maintaiﬁs the transmigsion counter for
1 (T1) and the reception counter for 2 (RZ)'while the respoﬁder maintains the
transmission counter for 2 (Téi and the reéeftion éountéf for 1 (R1). The
actions of fhe requestor and responder described below are independent of both
the identity of the reqﬁestor, either the host or the terﬁinal, and of the
circumstances that précipitated the invocatidn of the prbtocol, either a
channel integrity check or a resynchronization attempt.
The requestor prepares the request for status message with the value of
Tl as the authenticator tag and the value of R2 in the data part. Tl is
1ncremeﬁted and the message is transmitted. .
The responder, upon receipt of a request message the fag of which matches

Rl, increments Rl and sets T2 to the maximum of T2 and R2 (from the request
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message) . He prepares a responding status message with the value of T2 as the
tag and with Rl 1in the data portion. T2 is incremented and the message is
transmitted.

The requestor accepts as valid any status message the tag of which
matches R2 or the data portion of which matches Tl. (The reason for the
alternate authentication possibility is described below.) Upon receipt of
such a message, R2 is set to one greater than the maximum of R2 and T2 (from
the status message). We will now examine how the request-response protocol,
as amended, performs to correct various connection disruptions.

First we note that if no messages have been removed from either channel,
the adjustment of T2 will not change its value and the adjustment of R2 will
be the same as 1f any regular message had been received. Thus, if the
protocol is invoked as part of a comnection integrity check or in response to
the receipt of an unauthenticatable message, and the counters are not actually
unsynchronized, (3) the request-response exchange will occur with no ill
effects.

Now we examine how the request-resﬁonsev protocoi accomplishes
resynchronization under circumstances when synchrony has been lost. We first
consider the case of message stream modifiéation on one channel, which 1is
noticed by the requestor receiving an unauthenticatable message (on channel
2). In the unlikely case that T2 is lower than R2, which requires‘a previous
erroneous authentication of one or more messages injected by an intruder or a

module malfunction, then T2 should be incremented to match R2. This 1is

(3) Receipt of an unauthenticatable message resulting from iInjection of a
message on a channel by an intruder does not affect counter synchrony.
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accomplished by the request—response protocol since the the request for status
transmitted by the requestor contains the value of RZ. The responder will

"increment T2 to match R2 and send a response that will be authenticated based
on the corrected value of TZ. The discrepancy in counter values is logged by
Bk

the responder after receiving the request message with R2 in it.

If an unauthenticatable nessage is received on channel 2 because one or

N - BN e
’ Rl

more messages haVe been modified or removed from that channel then R2 vill be

smaller than T2 and should be adjusted upuard to agree with T2. T2 should not
be decremented to agree with RZ as that uould permit the retransaission of old

'messages by the intruder, until as many old messages were sent by him as hsd

¢

been removed (4) The responder must inform the requestor of the value of T2

but he cannot send a message that will be authenticated by a tag that matches
R2 without reusing a tag This is where the alternate authentication

procedure for status message is employed, allouing the requestor to accept the
response and increment R2 to match T2. ’ | B | .

For the alternate authentication procedure to work properly, it is
necessary‘ that the requestor suspend transmissioni pending receipt of the
status message. Otherwise, Tl will not match the Rl value that was

transmitted in the status message. '(5) This is not an unreasonable
restriction on the requestor as failure to receive a prompt response to the

' (4) Such intruder retransmission could interfere with valid user-host
communication .as -it may not be practical; for :the.comywmication systes, .

especially at the terminal, to retain old messages for retransmission and new
messages that might be transmitted under already used message tags may be

different from the removed ~messages.

(53) 1f additional bad messages are received by the regugstor, they are lopgged
but no more request far .status. measages .are trenswitted, S0 as not to .
.interfere with the alternate authentication procedure.
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request message 1is indicative of more aerious problens. Upon receipt of the

reeponae, the number of measagee renoved or deetroyed is logged by noting the'

I3

difference between the tag and R2.
The reaynchronization scenarioe described above preme that eynch.rony

hes been loat on only one of the two channels and that no. active denial of
Y f R ~‘§q
aervice via neaeage blocking or meaaase nodification il occurring on either

"‘,}a [3YieN

. channel. 1f aynchrony ia loet on both channela before the reaynchronization

procedure is complete, or if ueaaages are being 515;{34’0: nodified on either
channel then the procedure will not aucceed, leaving the requeator(a) of the
requeat—responae protoool weiting for an atithenticat;eble status meaeage. 'I'his
situation will be detected by the automatic timeout for the status message in
the case of a host initiated reaynchronizetion. In the case of a user or
terminal initiated resynchronization via the request-reaponle protocol, the :
" next autonatic integtity check from the hoat will detect the failure to
reaynchronize. | | :

Once the hoat | becoue‘o. | aware of the ‘problen :a ‘aecond ‘level of recovety'
‘ otretegy is e-ployed. A new key will be iaaued ’hy 1Vtﬂhe : hoot and -easageb
traffic will resume from that point. 'ihia ia pouible bacauae the key change'
neoaagea are euthenticated independently of counter synchrony. . Although thia
key change approach to re—eatahliahing synchrony ;.; eeen a drestic one, it
seems juatified in light of the circuuatances uhich are required to invoke it.

i

(6) Because severe dieruption of the connection reeulta in thia change of key,
. ‘ R *. + ’

3 S

(6) Unfortunataly, reaorting to a kay change depriveo tho user of the_
ipformation deseribing the extent of messaga loes as' reportad’ thtough the use-
of the request for status and status messages. 'lhe information could still be
provided if the status message sent in rm ta...completion . of . the . key.
change, or some other special’ ‘message: aaenti wmelwthereafter Eh’rﬂed
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it reduces the desirability of such an. attack for an intruder who is trying to
subvert the ©protection measures. A timeout is also associated with the key
change protocol, setting a limit on how long the host uill wait for the
confirmational status message, 80 that a failure to successfully issue a new
key within an appropriate time interval will result in abandoning the
connection. By associating a user apecifiahle limit with the number of times
this form of resynchronization.will be_attempted during one login session, the
nserAcan maintain ‘control over the use '5£' reaources in such recovery
procedures and can cause the protection system to abandon the terminal—host.

connection.
ummar

We have described a hierarchic approach to dealing with resynchronization
and have integrated this approach with denial of message 'service detection.
A This integration is achieved by using a request-response protocol as the basis
for both resynchronizationband detection ot channel hlockage; When the host

S o
or terminal attempts to establish synchrony after receipt ofd/ an
unauthenticatable message, first an attempt is made to rest?re synchrony by
initiating.the request-response protocol on the other channel. If synchrony
has not been lost or has been lost on only one channel, thenbthis procedure
will succeed, verifying the time integrity of the connection. If this
procedure fails, or 1f a periodic connection integrity check fails, a key
change is initiated by the host.' Even if synchrony has beenhblost on both

channels, the key change can succeed and establiohpa‘nex reference point for
, _ ‘ P L

information about the values of - the terminal 'recepti-on and - transmission
counters before the key change occurred :
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resumption of message exchange in a secure enviromment. Should the host not
receive confirmation of the key change, within an appropriate time interval,
the assumption is made that denial of message service is actively occurring,
either as an intruder threat or as a result of a serious communication system
failure, and the connection is abandoned.

The protocols presented in chapters two, three, and four will be

described in greater detail in a sample implementation in chapter six.



Chapter Five

High Priority Heeeages

The discussion so far has ignored the need to support high priority
messages sent by the user to the host to effect some urgent control function,
..g., to halt a runaway user process of'to stop unuanted output arriving at
the terminal. This chapter extends the connection model to 1nc1ude high

priority messages and develops protocols for handling them.

Extend;g& the Terminal—ﬂost Connection Model

Moet interactive computer systems embody the concept of a high priority
message sent by a user atAhis termiqal to his computation at the host. The
specific messages used with different systems and aubsystems‘vary. We presume
that fhe texts of the various high priority messages are embedded in the user
data sent on the terminal-to-host channel, and that some high priority message
processing (HPMP) facility in the communication system at the host scans all
ugser data received on a connection, recognizes the high .priority messages, and
acts on them.b Because the host communication system may employ buffering
between the HPMP facility and the rest of the connection, it 1is frequentli
necessary to provide some means of alerting the HPMP facility that a high
prierity message has arrived at the host, so that the HPMP facility can search
the buffered input for the message. The protocols deweloped'in'this chapter

are designed to provide an appropriate signal, regardless of the buffering
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strategies employed in thé host. 1In the next chapter, thé host response to
the signal, given various buffering strategies, is discussed.

The basis for the high priority message protocols is the addition of a
special "attention" channel to the connection model, as {1lustrated in Figure
5-1. The attention channel 18 used only to signal the host end of a
connection that a high priority message has been sent on the regular
terminal-to-host channel. Care ﬁust be taken in the implementation of the
host end of a conmnection not to buffer the attention channel, so the host
protection module is never blocked from noticing a signal on the attention
channel pending some asynchronous event. Note that this additional channel,
like the other two, may actually be implementéd in a variety of ways by low
level communication system protocols, including the multiplexing of a half or
full-duplex éonnection. (1) Because the attention channel 18 modeled as a
separate channel, an intruder may have no difficulty in distinguishing
messages transmitted on it from regular message traffic. Thus we cannot
conceal the transmission of high priority.messages and must be contenﬁ to
prevent the intruder from perpetrating undetectable acts of message stream

modification or denial of message service on this third channel.

(1) In situations where a separate physical channel 18 not available to
support transmission of high priority messages, some form of "out~of-band"
signal may be used to simulate the transmission of a message on this channel.
One commonly used protocol for transmitting a high priority message on a
half-duplex connection involves sending a "line break" on the connection so
that the terminal may gain control of the connection. The terminal can then
send the text of the high priority message, having forced a line turnaround to
occur,
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regular regular
chaannels channels _
N ] (T ——mm————— IF
Terminal |P|<<-===w==-| Intruder |<e=e—=——-={P|l  Host
M ' M .
———— S B
attention ‘attention
channel "~ .channel =
Figure 5-~1

Connection Model Augmented to Include the Attention Channel

Protocols for High Priority Messages

The protocQI presented below for the transmission of high priority
messages permits wide latitude in the number énd nathfe of méaéages sent and
the buffering Strategy used in the host. It is deriied:ffom the Eeéhnique
used in the ARPANET host-to-host protocol for tfahsmission of high pribrity

megsages [ARP]. Two new control message types are introduced to support this

protocol: attention and data mark mességesf The atténtioﬁ' neésage is the
only message tranaﬁitted on the attention channel. The datavmark mesaage is
transmitted on ;he terminal-to-host channel.i

Three steps are involved in the transmission of a high priority message.
First, the text of the high priority message is sent on the regular
terminal-to-host channel. Next, an attention mesuage is constructed and

transmitted by the terminal protection module on the attention channel. (2)

(2) In enviromments where an existing communication system protocel is used to
support transmission of high priority messages, the attention message 1is
transmitted 1n conjunction with this existing protocol and .serves to securely
authenticate the existing protocol’s claim of receipt of a valid attentiomn
message .
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Finally, a data mark message is constructed and sent on the regular terminal
to host channel. (3)

The host protection module must be farther out on the connection than the
HPMP facility, as high priority messages must be deciphered before the HPMP
facility can process them. Thus, the attention message serves to notify the
protection module that a high priority message is enroute, while the data mark
message locates the end of the text of the high priority message 1in the
regular channel and marks the position in this channel that corresponds to the
transmission of the attention message on the attention channel. (4) Upon
receipt of an attention message and the matching data mark, the host
protection moduie signals the HPMP facility of the arrival of the high
priority message. Discussiqn of the details of the signalling, and other
interaction with the host communication system in conjunction with the
processing of high .priority messages, is deferred to chapter six, as these
details are dependent on the buffering strategy employed in the host.

Since the attention channel is distinct.from the other two qhannels, it
has a distinct pair of message counters associated with it. The transmission
counter for this channel is located at the terminal end of the connection and

the reception counter is at the host end. An attention message tag consists

(3) In systems that use only one type of high priority message, e.g., a "quit"
on Multics, no text related to the high priority message need precede the data
mark message. Receipt of the data mark message is sufficient to transmit the
desired control signal and mark the position in the regular terminal-to-~host
channel that corresponds to the transmission of the attention message.

(4) As the data mark message 1s a protection module control message, it does
not appear in the cleartext output from the protection module, and it may need
to be translated into a data mark character to delimit the high priority
message text for processing by the HPMP facility.
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of the usual terminal origin identification and a transmission counter value
that indicates the number of attention messages that have been transmifted
since the initialization of the attention channelg"Béchuse attention ﬁessages
are sequenced on a separate éounter, they can be received and authenficaLed
independent of messages ttansﬁitted on the regular channel , (5)

Each data mark message carries an authentiéator tdg‘of the same form as
éther messages on the regular terminal-to-host ch;nhei. included in the d#ta
portion of a .data mark message 1is the valﬁéb ofkvthe attention mess#ge
transmission counter at the time the data mark message‘ﬁaﬁ‘transnitted. 'This
serves to associate data mark and attention méésageé. ﬁénce, Va given d;fé
mark message can be correctly paired with a ﬁafchiﬁg attention néésage,
despite inter ference on lﬁy channel. This design “5f the ‘d#ta markv and
attention messages also links togethér;'fdr detéétion Qf denial of messﬁg;
service, the attention and regular channels. |

Figure 5-2 illustrates the use of tﬁé protocol deécribed aﬁove in the
transmission of a high priority ﬁeséage. High priority‘meséége text‘in a user
data (DATA) ﬁessage, an atténtioﬁ (AITi message, énd é data Q#rk (DHK) message
are shown enroute to the host.“The messagé forﬁats‘diéplayed are the samé as
in chapter four: tag, type, data. Values for tI;e 1"egular terﬁinal;ﬁo-host
transmission (Tc) and reception (Rc) counters and ‘;heiattgntion“mgssage

counters (Ac) also are shown.

(5) We shall see in chapter six that this is g:knegaqsaﬁyﬁ}prape:ty for the
attention message because of problems asseciated. with recognition of
enciphered attention messages by facilities further out than the protection
module.
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Plgure 5-2

High Priority Message Transmigsion Scenario

Although resynchronizatioh and integrity checking could be wcég;;edh.cut
for the attention channel separately,  theae .func;}ons can be pgffogpgd
simultaneously for all three channels without 1introduging .80y new message
types. Thia is accomplished by including thezapp;gpr}gtergtteq;;opychannel
‘message counter value in request for status and  ptatus messages (6) and
expanding the counter update procedures to include ;his/a@d;ﬁiona; channel.

‘This extension of the résynchronization protocol is not compiicated since _
this new channel does not enter into the alternate authentication scheme for
status messages. Receipi of a data mark or attention message that dbes not
have an acceptable authenticator tag, or receipt of a message on the wrong
channel, results in initiation of the resynchronization ptdtocol just as does I
receipt of any other "bad' message. A new context for initiating the

q

resynchronization ﬁro;ocol now exists: receipt of a data ng#k message fdr’

(6) The attention channel transmission counter is included in the data portion:
of a request for status or status message transmitted by the terminal while
the reception counter for the high priority message channel is included in
such messages when transmitted by the host.
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which no matcﬁing attention message has arrived. This situation indicates
den;gl of service on the high priority chgnneL aa-d is --handled by #écepting
the high priority message preceding with the dauiépkﬁmessage and initiating
‘the resynchron;z;tion protocol as though & unauthenticatable message had been

received.

Smag y

This chapter extended the connection model of'chéptér two to_inélude high
priority nessageg and the facilities necessary to précess them. A new channel
from ' the tefminal to the host was added, and two new kmen:&ge“typeu,y attention

‘avn'd‘ data mark messages, were - introduced to support ttanéﬁiasibn vof high
pt‘rio;ity messages. B mt'~ data portion of request 'fp'r status and status messages
wis extended to contaih the values of the’bmeuuge counters for this new -
channel. The téiynéhtonizatibn and detection bf‘hdenialf‘df'lméssagé service

protocols were modified to include the n'e“‘i’icﬁ'aipei’.




Chapter Six
Communication System Interfaces

In this chapter we refine our ¢ommunication path model, examining it not
simply as a terminal-to-host connec¢tion, but rather as é‘cdﬁnectibn betwéen a
user and his computation. Our point of viéw in examining this commection 1is
based on the research of computer input/output systets by Clark [Cla]. With'
this view in mind, we answer the question of where to posiﬁidn the ptﬁtection
modules with respect to the varioua'hafdﬁhré‘and'éoftﬁafé“ﬁéduleé at both the
user and computation ends 6fftﬁia'cdnn§6tton. ‘The strategy 'we adopt 1is to’
position the modules to eXcompass allvmultiplexédrsfﬁtem facilfties, as well
as all physically unsecured facilities. This simplifies thée task of verifying
the security claims of a system by restricting the appsarance of cleartext to
enviromments that are private to a single 'uier. Also discussed are the impact
of different 1input buffering strategies on'hbst'pf&fedtidn-module structure,
methods for promptly recognizing high priority wessages, and methods for

ethoing characters effictently.

Effect of Security‘gnd Functionality on Positionin

Two major factors influence the posftioning of the protection modules in~
the connectfon between the user and his temote é&ﬁﬁdtéﬁibpt “security and
fuﬁctionélity. |

With respect to security, the encryption md&uléé‘profide protection from

certain forms of intruder threats directed against that portion of the logical

Page 62
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connection that is "between" them. Certainly all of the physically unsecured
portion of the connection need be betwéen'the mbd;iééi but it also is useful
to encompass celx;-vtain physically secure parts of the communication system.’ The
design. and verification of the correct aperation . of tjge_‘;pqrtion, of -the.
communication system that 1s between the protection modules is simplified

because that portion cannot compromise the  compgction. .any more than .the

intruder of our model.
Of special interest are the parts of the communication system, whether

physically unsecured or not, that are multiplexed among many users. A

fundamental principle in the design of secure gystems is the avdidance of
dnnecessary common mechanism [SS1], for meqhqgiamawthagi,§;ey-coqmonv.to more
than one user provide a potential path for unwanted .user interaction. Because
the protection modules are associated with individual logical connections,
they need not be implemented in a multiplexed facility. of the communication
system. Indeed, the encipherment provided by .the _gzétecsm modyles can
assure the logical separation of individual connggt19n§w§§w;hgg pass through
vafious ‘méltiplexed facilities. Examples df communiﬁation system hardware
facilities that frequently are“mﬁlttpléxed’aﬁéﬁg5naﬁj?*éonnécéions;"and thus
should be positioned between .the protection .modules, are terminal
concentrators and host front end processors. (FEP“s). Examples of. software
facilities that frequently are multiplexed are buffer manageﬁeut»modulgs for
myltiplexed channels. Thug, we will position_chgfpsggg%gigq modules so as to
encompass all multiplexed facilities in che;goqgggiggtiggg§¥§;eq. allowing the
protection modules for a single connection to operate in an environment that

is private to that connection. This positioning strategy 1is 1illustrated in
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Figure . 6-1, which shows the path through various communication system modules

that might be followed by a typical comnectiom.

AR I*hog‘t,
user |E|. | terminal ] . T commmication | TF[ | TE
terminal |P[-- subaystem ——— network o 14 B Bt B4
- i u = £ ot S ST P M
phys:lcnlly
unsecured
L B S e s nand B
K=rm=-=m—-—--potentially multiplaxedr—-----—>)
. Fgwxe 6-) |

.. Protection Module Positioning. Strategy

A different view of security rcan' iead:‘ené‘aﬁ% alternative pb§1tioning :
stfafegy.‘ If the major security conmcern 18 pteventing messages ftom ever
appearing in a physically unaecured envirounent in cleartext, and "1t s
considered " less inportant to prevent 1eahge anong logical connections, ‘then
it can be argued thet the modules should be poaitioned at the boundaries
between the physicalyly‘ secure and unsecure portiona of the cosmunication path.
Then inpnt/outnut can bewfdfeed’t;‘paee iﬁ%é&éﬁ'iﬁéiéicrybtiéh algniithm,'thus
assuring that any data that enters the unsecure enviromment is profected'frnn:i
uneutliarizedldﬁél“deure.’ ‘This alterndtive pontrbning ‘strategy  will - xluost
ahnys result in ngultqipla iadiu:ldml cleam:ext conqecdowp being handled in a |
nulr.iplnued fmiliey :Mere.; : ba.l,@,twe iap;qyed aoftvnre
verifigation mchnicpes and cerveful sxaten dea;gn wil]. zuhe less deairgble
this particuler W mimt fedlures by hoa& r. tarninal eystena to, . prevem: .

mnuges fton eppearing én a phylically unueur-d apvi.:omnt igcleartext.
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Moreover, as we are interested in providing "seCurev‘cdmmhﬁiéation rfor hbﬁta4
that have diverse hser communities, this strategy seems ufiittractive as not
all users may have terminals equipped withbprotection modules. If provision
is made‘ at thg' host to c;rcumvent the encryption scheme and the pfotection
module to permit cleartext communic&éion,f‘go jst fégfgéé;;odété‘ uaéts vndt
" utilizing tﬁe vprotect;on module,. then the b;iginai“juaiificétiﬁh for the
alternative étrétegy no longer holds.- | T
With respect to functibnalify, protection modules are constrained to be
below the portion of the communication aystem that engagés,in syntactic
processing of message contents. These constraints of the communication system
functionality are primarily a factor in positioning of the ‘protection module
at,the host, as almost all processing of this qg;u;e‘ig perfofped gt:thg host . .
With respect to output from the host, encryp;;opVganjbgﬁpérfo:ﬁed only after
such trangformationsﬁlas devicg—specific | 9°dg" conQeisioﬁ" ghite-;p#ce
optimization, 'apd formatting. With pesggqt;tq1;ﬁpqy fg’ghe host; messaéé;
must be deciphered peforg such transfofmafionq; as> cgnp;;;;lization, ﬁreak
character detection, erase-kill p;oéessing,; #raqglatiqn;ukééc;é; ggduenge
prqcessing, character echoing, and h{gh.pgioritydgéégégé _rggpgnit}on gén ‘£e

pegforﬁed. (1)

(1) Character echoing and high priority message recognition will be discussed
in detail later in this chapter. ‘Canonicalization refers to the arrangement .
of input data into a form that removes the ambiguities introduced by the use
of carriage ' motion control -<characters [S0]. ' Bresk chavdcters delimit the
effects of erase-kill processing and canonicalization and cause the input to
be forwarded to higher levels for possible further processing.' Escape sequence
processing refers to the transformation of multi-character sequences used to
enter charactérs that have control meanings Withdut Ravokdy’ the asgociated
control functions, into their single character representation. Formatting of
output involves conversion of tabs tob ‘spaces for tefmimls tha® do mt support
hardware tabs and insertion of newlines in output when strings are longer than
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At the terminal end of the connection, the security requirements and
functionality constraints dictate positioning the protection module between
the terminal and the rest of the communication system. Such components as
terminal concentrators, line adaptors, and modems will be "further out'" on the
connection than the protection module. This strategy provides substantial
flexibility in configuring terminal subnetworks in which not all thé terminals
may be using the protection modules. At this end of the connection, it seems
reasonable to implement the protection module in hardware, as this end of the
protection system has been designed to require a minimum of processing power.
With the current capabilities of large scale integration, it seems plausible
that the protection module hardware could be fabricated using a microprocessor
and a special chip for the encryption algorithm.

At the host end of the connection, the security requirements and
functionality constraints will usually require implementing the protection
modules in software. (2) - By implementing this protection module in software,
the memory protection machinery in the host computer can be used to provide a
private environment for the execution of the protection module for each
connection, and the protection modules will be beyond any multiplexed buffers

managed by the host operating system software. (3)

the 1line length of the target terminal, White space optimization refers to
replacement of multiple spaces with tabs and of multiple line feeds with form
feeds.

(2) The addition of a hardware encryption/decryption instruction to the host
instruction repertoire may be required to obtain efficient operation.

(3) The host’s memory protection machinery also may be used to protect the
modules from user level programs that may damage or circumvent them. The user
level programs might inflict damage as a result of errors or might be "Trojan
horse'" programs [SS1]) supplied by an intruder to subvert the modules and
permit the intruder to assume control of the user’s computation by disabling
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Implementation of the protection modules at the host as.software modules
private to each user computation also has two advantages with‘respect to the
oesign and verification of the modules themselves. First, at this 1level in
the software of the host, modules cenlusually‘oe“implemented’in.an environment
that is ueonducive to the design of a well-strnctured protection module,
permitting the nse of high level structureo prograuming languages and
multiple—procees (rather than interrupt) organization of the control
struoture. (4) This neans thet the modules can ube‘ oimple in design ' and,
consequently, rtheir c0rrectnese may be easier to verify becanse they need not
deal with irrelevant eonmunication system details. Seeond, it may be possible
to isolate many of’tne characterietics of the.rphysical connection from the
protection module, presenting it with a eimplervirtnel oonnection interface.
The communication eystem.configuration cnaracteristics need not be programmed
into the modules. For example, although therprotoeols are designed to operate
in a full—duplex environment,. they can be utilized on’ either half or
full-duplex physical connections if the interface presented to the modules

reflects a virtual full-duplex connection.

or subverting the protection module. Whether or not - the hoat protection
module 18 part - of the security kernel {[Sch} of -the host aystem depends upon
the security policy to be enforced. It will be part of the kernel 1if the
secur ity - policy requires certain users to:. enplpy a. agaten~aupplied protectnon
module° otherwise not.

(4) Such faoilities might not Be available if the host ptouaction module were
implemented in a  front end processor or in a restricted enviromment in  the
lowest levels of the operating system.
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Doy,

Buffering Stragggies

Any communication system  for conneeting unerav.uith interactive
computations must deal with the fundamentdt ﬁioblem pf 3ynchronizing the
arrival of messages from a user with the demqndpﬁvier input from his
computation. Many systems achieveécbebneeessary‘eynenrnn;;§$ien by providing
one or more buffers in the connection between the user and'his computation,
thus allowing the user to work ahean':of iEZ demands fbr input. (5) " The
positioning of these ‘buffers has ”impgéiﬁfén'°ché ‘séﬁiciﬁié'iof the host
protection module, which impact we will now explore. A

 Figure 6-=2 illuetrntes poeeible buffer nniiriena;-1in“rhis figure,h the
box labelled EPM is the host encryption protection moﬂule for the connection,

and that labelled CMM is a connection uanagenent module that performs the

various required syntactic transformationa on the input following decryption,i

~ 4y

including recognition and procesaing of high priority neesages.  For different

P T REE B e

communication system organizations buffers may appear at poeitions A B and

C in any combination. A buffer at any of these poeitions can provide the
7 required synchronization of arriving input and denands for input from the

camputation.

"a’

(5) This synchronization problem also can be handled by explicitly prehibitiag.

the user from entering data at his terminal until his computation is ready for
that data. A communication system can enforce such synchronization by

transmitting a coantrol character to the terminal to "lock" .the:-kdyboard wisen

the computation enters a state where it 1is not accepting input, and then
transmitting another control character to "unlock™ ‘the keyboard when the
computation 1is xeady to accept: input. If this .appiroach to .achiseving

synchronization is employed, the following discussion lbout buffering and its

‘impact on the protocols ia irrelevant.
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buffer E buffer C buffer ‘user
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encryption connection
protection management
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Figure 6-2

Buffer Position Possibilities for Host Input Channel

Buffer A represents the buffering of input to the host in front of the
protéction module, perhaps by a front end processor or by _operating system
facilities. Because ;his buffer is betweeh the protection modules, it may be
part of a coﬁmon bﬁffer manageﬁent mechanism that sﬁppiiesf messages upon
demﬁnd to all protectioﬁ modules in thé hoat.> This buffer is not necessary
and its preéence only complicates the operation of the protection module, as
we discuss below. Buffer B is also not necessary if the conpection management
module 1is implémgnted 80 that it immediately accepts the cleartext output from
the protection module. As will be seén in the next section, buffer B
complicates the processing of high priority messages. Buffer C holds input
processed by the connection mgnagement’module but not yet requested by the
user’s computation. Location C is the preferredﬂposition for the buffer that

synchronizes data arrivals with computation demands for input.

3

Response to Timeouts

Buffer A interferes with the processing of timeouts used to detect the

failure of a status message to arrive within a predetermined interval. When
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buffer A is employed, the protection module first must request and‘gxamine all
messages in buffer A before deciding that the occurrence of the timeout really
represents a - failure to receive a status.ggssage. _Ihqs, with respect ;p‘
processing of status timeouts, it is preferable for the p;otection module
always to receive input from tﬁe connection upon its arrival at the host,
without the existence of buffer A. Such an arrapgement 1is possible because
the cleartext output from the protection module can be‘forwa:ded to buffer B

(or to buffer C if buffer B is not employed).

High Priority Meség‘g Processing

In order for a high priority message to have its desired impact, the hqst
must recognize and proceés_it quickly upon receipt. Quick processing is no
problem if buffers A and B are not present, for the connection management
module will notice high priority messages as‘theylarrive, independently of the
rate at ﬁlich the computation demands input. (6) In this céae the high
priority -message protocols of chapter fivé .are not needed. The host
protection module can still match data marks to attention meséages and keep
track of the various éounters, but it need not signal the cqnneCtion

management module vwhen an attention/data mark pair arrives. (7)

(6) The standard communication syatémxflbﬁ'control protocols prevent overflow
in buffer C, as their action 18 not inhibited by the presence of the
protection modules. .

(7) If input synchronization 18 accomplished through the use of keyboard
locking, a high priority message 1s usually 'sent by “transmitting " an
out-of-band signal to the host. The host then responds by aending the control
- character that causes the keyboard to be unlocked, allowing subse quent
transmission of. the high priority message text from the terminal. In this
case, although the data mark message i8 not necessary, the "attention mesaage
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If buffer B is present, the connection management module may not notice
high priority messages as they arrive. 1In this case, the protection module
must signal the connection management module when a high priority message has
arrived. The protection module, upon feceipt of a data mark, does three
things: increments a counter of data mark meseegeé received, places a data
mark character in buffer B, and signals the comnection management module. The
data mark character is placed in the buffer so that the connection management
module knows.when to stop processing input from buffer B. The counter of the
nuﬁber of data mark messages received is used by the connection management
module, in conjunction with a counter of the number of data mark characters it
has examined, in order to synchronize data mark characters and ~signals from
the protection medule. (8)

Finally, if buffer A is present, some facility must be provided to
recognize attention messages and forward them to the protection module,
bypassing buffer A, and the protection module must request and examine the
contents of buffer A to locate the data merk message. Figure 6-3 illustrates
this configuration, depicting the protection module, bﬁffer A, and the

attention message recognition (AMR) facility of the communication system.

can be wused to authenticate the out-of-band signal used by the standard
communication protocol. - o .

(8) This is an example of the "wakeup waiting" problem as described by Saltzer
[salll].
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regular channel
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Attention Mesa#gé‘heCBgﬁition ;

If the ddnhunicatioh"syétéﬁ émploysﬁg Speéiai protocol for signalling on
the attention channel under regular (unéhcfipte&) Méitéuﬁétanceé, then this
same :protocol can be used in conjunction with the tranamiasion of the
l'attention message to notify the protection module that ‘a high priority message
is enroute. Under such circumstdnces, the AMR facility takes the attention
ﬁ'neﬁéageq that was raeﬁf‘ using this st;ndifd bfoiocolhﬁnd'forwards it to the
”proteétioﬁAnédhlé féf procéssing. fhié‘aftenﬁibﬁ. ;;séige is gi§en to vthe
-fproieciioﬁ nbdﬁlé iﬁvffdnt of tegular in;ntﬂthat may ;é in buffer A, since the
 attention :ﬁéasageAlogiéally belongs on the attention channel. The protection
“module can decipher and authenticate the attention Ln;séﬁg; and request the
contents of buffer A. These contents are processed by the module to locate
* the data mark message. If the data mark message is-not tocated in the buffer
'cohténta, an integrih&‘ cﬁdck' is iniﬁiiféd;v fs(yliing in flushing the
connection to the host protnction modulc Andulocatins of :hc data mark or

tiuing out aud changing knys.
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In an environpent wﬁete no standatd‘ protoeolibis osed 'to_ support
transmission of an attention signal and'oogfe:' A 1s§*employed, a different
approach must be employed; If an attention message hed to be deciphered to be
‘recognized, then the AMR facility would have to be able to decipher messages
4n order to recognize the attention message and forward it to the protection
module. As buffer A and the AMR facility may be part of the common mechanism
of the communication facility, this is not acceptable and below we show how to
ameliorate this situation.

In chapter five we saw that attention messages are'cosstructed using only -
the value of the sttention message transmissios eoonter, the termioal_‘o:;gin
1dent1fier, and the typeridentifier for sttentiosvﬁessages. Thus, the host
can construct the enc;pheted image of the next sttep;ion message“that will be
transmitteo by the terminal under the current secondary key, and psss this
bit pattern to the AMR facility as the basis for recognition of an. enciphered
.attention message. (9), Upon arrival of an attention message that matches the
template, the AMR facility forwatds it to the proteetion module ahead of any
messagesyin buffer A. The protection module processing from this point ,18
same as if a standard communication system iptotoeolu Pﬁd,_been, qsed‘in

conjunction with the transmission of the attention message . (10)

rr— —

*(9) A new attention message template must be distributed at the beginning of
each session, after ‘every key change, and whenever thé value of the host
attention message counter changes. The host protection module can distribute
several templates to the AMR facility at oné time, cokrresponding to the series
of attention messages to be tranemitted .by the terminal module. This
eliminates the likelihood of an attention 'messafié” drriving and not being
recognized by the AMR facility because the facility has not yet received the
next template from the host protection module.

(10) Note that even if the enciphered attention message template has been
compromised by the communication system and the attention message received by
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Should An attention message be removed from the. attention channel, the
next attention message transnitted by the terminal will oot match the template
held by the AMR facility and will not be recognized as an attention message.
‘A similar situation ,arisc.as if an attention message 1s madified enroute to .the
host. 1In either case, examination of the "ba'.d"‘.-a;teq;j.on"messqge by the - host
protection module, in the course of normal message procesaing, results in a
channel resynchronization, and the wuser 1s notified of -the loss of  the
~attention message. . The maximum delay that can gaccur .in recqgaitiqn{,_g_;‘ an
gtcgng;on message qmier these cirg:uq;gtancgﬁa is dictated hy the timgqpt used
for periodic connect:lop integrity checking (see c.h;p];é,;,_q_hfo.urdmd six) . (11)

By,'using the mechanism proposed above to . solve,. the problem asspcilated
‘. with attention message recognition, we are able to use the. hest protection
" module whether or not buffer A is present and Eggthgf;.. oL . net a at‘a,n‘;l,g;d
c‘t‘mmunicatiop_ system protogel is used in congﬁmc:g};oa; with the :transmission 6f

gttenqion.,messa&es .

Echoi_n_g

The term "echoing" i¢ applied to - a variety 4,of_,:ch‘aractep processing
techniques performed op asynchronmous communication lings usuyally operating in
full—duplex mode. In its simplest form, echoing may merely involve tpe

;4

the protecg;ion module J.a Traudulcnt, tha nndnle nu.u no4: {jae t;x:lched iato
disruptin& the input  to. the user’s.. c,mutiop& :{as  long. as.mo Anput,.1s
~discarded by the prote@tion or the conngctim penagenant. :medules) :hecause
there 1s no matching data mark message  to confism,. t;r.amniu!ion of the
attention message. The connection integrity check, initiated by the host when
it fails ta locate the data mark meassge, will detsct. this iaJect;ion of the
atg:ention .mesgage and, ;‘esync,hxonize the connection., .. - .. .

‘ (11) If thia timeout is set to a short enough 1ptgrv;1, then it may -not be
necessary to propagate an attention message template-as noted ‘bweh R
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transmission back to the terminal of every character sent to the host. This
type of echoing is sometimes designated as echoplex mode and is used primarily
as a means of verifying the reception of characters transmitted over voice
grade lines. More elaborate echoing may 4nvolve a substitution for some
- characters -on a one-for-one basis or even a varlable length
substitution-for-characters recgived from the wuser terminal. (12)
Additionally, echoing may be co-ordinated with host putput messages so that
asynchronous interactions do not result 1n'haﬁhazard mixing of user inﬁﬁt and
host output on the user terminal display. The echoing connection seems to
belong in the connectioh management moduie of _thé communication systém
hierarchy, for it must analyze cleartext. . Such placement of the echoing
function, howéver, can cause inefficient use of connection bandwidth and
potentially unacceptable teal time delays for the user.

First; we note that the use of the protection protocols eliminates a
fundamental reason for employing echoplexvmode echoing. This 1is because use
of the protection modules guarantees, with high probability, that the
characters received by the user’s computation have not been altered in
transit. (13) Thus, as 1long as some means is provided for displaying each

typed character on the terminal, so that the user can determine if he has

(12) This last characterization of echoing includes techniques that .analyze
terminal input in an effort to complete the tomposition of an input line, or a
portion thereof, on behalf of the user. Such’processing is very sensitive to
the subsystem with which the user 1s interdcting and ”i:ims 13 usually performed
within the user’s process at the hoat {Bob] ’

(13) Because the host is not actively echoing each character typed by the
uger, this configuration does not provide the rapld detection of severarnce of
the connection that host-based echoing provides. This may be a problem in
situations where the user is typing text: for which he expects no response from
his computation, e.g., enteringitext into a file for later editing. -
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typed vhat he thought, he typed, there is no mged to favolve the host in
echoplex mode echoing. | R,
If host-based echoing is used with the protogols developed in this
Xthegis, because the echoing is more sophisticated thap echoplgx mode echeing,
.gach character input by the "ﬂer would be enciphered . in & separafe . message
~block and transmitted, to the hoat, where the black pould be desdphered and any
required echo procegsing, would be performad, The, result of that proceasing
, would be enciphered in a message block and trapsmifted to the  terminal . vhere
4t would be deciphered gnd displayed. Thus, mach chpracter transaicted by the
_terninal would go through the encryption/decryprion glgorithm a total of four
. times under these circumstances. (14) This emcryption averhesd, vhen added to
w}hgquunq_;;ig‘pranggigs%pg}égggfgnqﬁhoggeg‘ gssingwdelgys usually associ@ted
'-mﬂiph géhgﬁgg,fygyéconqtitute‘an-ungggepggy;e rgg;ﬁting&§a1§zqur:a‘uae¥fg§ hié
. terminal.. Of course it shoyld be remembered that the user ggnerally trensmits
.data to the host af a much lower rate that he receives, it and the effective
bsndwidth provided by this approach  ta. echoing. may be. acceptable if ..the
protec;ion podules are fast emough,. . . . .. FERRER™ TRt
- In many. hosts echoipg is performed by, snne.zmg.;:,plexm facility, e.g., a
front end processor. For the security rggg@qg;_gqpqggfggxgﬁer, pit. is  nmot
. desirable to permit, a multiplexed  facility to. confain the host protection
,module {n order to perforn echoing. Becpuse the echoing performed by a
multiplexed ia,c,}ility is ugually relatively simple, as oppased to sophiaticated
.¢choing. that  requires . a .pr_iveté.-,-g hogt-based procegs, the solution preseafed

] . : 3 o d . i
oot o . .- ) 3 - . 5y L R i o E g

Q}A) Ihis tp,nsmisaion pf blocks con;giniq;_sin;;g characters. teaul;a in block
"space utilization of about 5% and 10% for Lucifer and NBS block sizes
respectively.
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below alleviates the problem of multiplexed facilitiu'echbing, as wéll’ as
reducing transmission and encryption overhead.

As an alternative to host-based echoing 1n gituations not requiring
extremely sophisticated echo processing, we propose the ‘addition of ‘an
" echoing module to the protection modulé located at ‘the“temiﬁal’“ end of ‘the
connection. The degree of sophistication provided by suth a module can ‘vary
over a wide range depending upon the desires ¢f the user comunity. Details
of local echoing procedures have been develtped as the Remote Controlled
Transmission and FEchoinig (KCTE) Option in the ‘ARPARET TELN‘ETprotocol[ARP]
for use in situations where the time delay "la"s":sd‘éi”a‘téhﬁ‘ wlth conventional remote
echoing 1s considered unacceptably long, é.g., 14 satellite connections  from
continental users to the Aloha sys;éli 1n Hawaii, or when the hbs}tpéijués’r’not 3
wish to be burdened with the extra processing. ' The Telnet'" system also
provides a host level protocol optioh ‘For  Buch’ 1ocal echoing (TCC).” ‘The
concept of using a micfopi'bcessor to implement such’a local ééhotng module has
already been suggested in connection with packet radio’ networks T[KaRi. * This
approach to echoing eliminates the real tim“é delay ‘ahd 1nefficient block space

utilization problems noted above and does hbt! require’the pattictpation of any

yie

multiplexed facility in the echoing.

If a private érOCess or task is provided 'td wonitor terminal imput and
"the connection management module {is confainéd ‘48 “'this '”‘bi'i)ce’és,( f;":i:uﬁén
sophisticated forms of echoing can still be’ providéd’ by directing the termfhal
#choing module to transmit (for ‘echoing) only those” tharacters that’ teguire |
special processing. This minimizes the impact..of -echo processiag on the

‘connection performance since most characters are loéally échoed and ohily a
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few require echo processing by the host. ‘Since sophisticated echo processing
usually entails the use of private tasks or processes dedicated to monitoring
terminal input, this scheme does not imply a drastic extension of the

functionality already provided in such enviromeﬁts.

Smgtz ,

In E‘his chapter we have examfned féctoi';'inf‘luéx:iéli‘xig t\f;e“pbsiti'on'i:ng of
the encryption modules in the commuication sys'te;.v} B}" "p'o's‘itidnir;g»‘ " the
modules abo§e the level of multiplexed f‘acilitieﬁsj"‘iﬁ th;:coﬂﬂl;imica:tl:iobn ‘sy‘s‘tem,
the se¢urity gﬁarantéea ~ provided by thé modules cover much of the
commm ication system. This results in reduced coﬁpléxity in verifying the
secure opefatioxi of Both ti.ie,'protéction io&ﬁlés “and encompassed port‘ions of
the communication system, and increased fl"e';ib:lfit’:y'n in configuring diverse
user terminal networks. Problems associated with i‘eco'gnitioniofrattéhtion
‘ n:les'sageav in various host commumication enviromments were examiné& ' and
tﬁék:‘;hniq‘ues} of supporting | high priority niesbagg transmnission in all of ;hésé
environments were preseptgd. Pr‘oblems aésdéiai-e"d withn ;Ul bro;ad vspectrﬁm 'of}
echoing _,?i:'ec’l'miqué’s were examined md' it was pro‘pb‘é‘e'dy t'habt,‘ ‘in the ca;e of
simple ééﬂoing on asynchronous lines, some variant of a remoté ‘c_on.t-rollé‘zdv
transmission and echoing protocol be emprlckt‘yé.iiz to reduce real time"d'e‘l‘ays and

to 31mpr‘6ire’ bandwidth utilization.




Chapter Seven
Control Structure of the Protection Mpdules

This chapter consolidates ther discussion of the earlier chapters by
presenting a description of both the terminal and host protection modules.
This detailed description brings out agpects of the interactién of ‘the
protection protocols that is not evident from the 1ndepgnde§t‘descriptions of

the protocols in earlier chapters.

Message Formats

Seven types of messages were ;ntroducgd“qr ;gplggd in the discyssion of
protocols in earlier chapters. Formats for these message types areyyggsentgd
in Figure 7-1. No specific message block size 1is prgsumed ‘}F,, this
description, thus such details as the width of the various fields and uqused
space will be ignofed. (1) These messagerformﬁts can‘Qg gseq with either ;ﬁe
128-bit Lucifer blocks or the 64-bit.NBS blocks. |

As indicated in chapter three, all messageg‘have Fhe same»geqergl fo:mat,
consisting of origin identificatiqn, transmission counter, message type, and
data fields. The host is ideptifiedrby a "1" in the origin field and the
terminal is identified by a "0". The data field cqgﬁa;gs information specific

to a given message type and the message type field classifies the message as a

(1) In particular, relative field widths do not imply actual size
relationships among fields.
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.data (DATA), status (STA), request for status (RFS), key change (KCl & KC2),

attention (ATT), or data mark (DMK) message.

: trans. ’

name origin counter type data field

DATA 0/1 ~Te cC characters

STA 0/1 Te STA Re T

RFS o/T | Tc RFS | Rc Ac

DMK 0 Te [ DMK | . Ac \
| O 1

ATT 0 Ac AT —

KC1 T 1 00...0 | KCI | 1st half of new key |

KC2 T 100...0 | XC2 | 2nd half of new key
Figure 7-1

Message Formats

Data messages are used to transmit the charécter strings that represent
explicit user-computation correspondence, including the text of high priority

measéges. The tranemission counter of the sender forms DATA.Tc. In the type

L2 _1 3 2 . - - -2 _ 1 a1 . -~ - - — PR
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field. To prevent confusion, type field values for the other six’mesaagef'
types are numbers bigger than the character capacity: of a data’ message.
Several data messages may be needed to transmit a user level logical unit of
correspondence. Because the number of charactersjcontaiﬁei‘in the data field
is indicated in DATA.CC, no special conventions arQ required for indicating
the end of the used portion of the data field

The authentication tag of a status message containa the gsame information as
in a data message, while the type field identifies thg ‘mgggage as a status .
message. STA.Re in the data field containl-,the valueof:he regular me’ssag'e.
reception counter of the sendgr and STA.Ac contains the value of{the attention
message counter from the sender’s end of thg;connection.

The content of a rggpést for status message differs from thgt of a.status
message only in the type field. i

In a data mark message, the standardmﬁtgnggissiqg,qqyp;er (DMK.Tc) field
is wused but the origin is always "0", ipdig;;ing the terminal as éender. The
data field contains the value of the”tgrminaiﬁgwggt%ngign,nessage transmission
counter in.DMK.Ac. ; | : ﬂ -

In an attention message, the origin is always "0", the transmission
counter (ATT.Ac) field contains the value of the terminal’s attention message
transmission counter and the data field is not used.

Two types are used for key-changes. The origin field is always "1",
indiéating the host as sender, and the transmisaion counter field contains
some constant value agreed upon by both ends of the conmnection, e.g., "O".
The data field contains half of the new key (KCx.Key), the first half arriving

in the first key-change message and the secomd half in the second.
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Control Strxucture of the Modules

Although there are many ways the modules can be viewed and implemented
we have chosen to describe each module as a’”single process;‘ using message
style interprocess communication facilities for the interfaces to Jthe
terminal, ‘the user process in the host, and the communication system.‘ ”nn‘
actual implementation may use multiple processes and/or processors for each“
module. We have not deacribed a multi—proceas(or) implementation of the
modules so that we may omit the details of avoiding contention over the -
counterstc, Rc, and Ac that could‘ result from asynchronoua processing of‘
messages on the three channels of a. connection.; o o

Each protection module can be viewed asuconsisting of three operating
states: the normal state, the bad-message state and the ;;_z—change state.
(i) The normal and bad-message state are very eimilar in b;th modules, whilez
the key—change state is module specific. o ‘ N

Two functions are used frequently by both modules. message packaging andu
error logging. Message packaging consists of incrementing the message
’transmisaion counter, combining this counter ' ualue “and "the' origin
identification bit to form the tag, appending the message type field and data
field of the message, then enciphering the completed message block. | A
packaged message is ready for ‘transmission on an . outbound channel The datav
field and the type field of the message are supplied to the part of the module
that packages the'message. In the case of‘thefterminalumodule, there is‘ alao

an indication of whether the attention or regular message counter is to be

(2) ‘The terminal nodule also contains a transilnt starting state, the !gxyggi_
state. o : A ;
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used and, implicitly, whether to use the regular or attention -chamnel for
transmission of the message.

Error logging is an implementation dependent function. At the host,
logging can be accomplished by recording error messages in a file associated‘
with each connection. At the‘ terminal | logging may be accomplished by
generating messages on the terminal display or throagh lights, audible alarms,r
etc. |

The structure of the two protection modules is quite similar. Ve shallg
describe the terminal module first and then describe the host module by noting
how it differs from the terminal module.

In the normal state, the terminal module is blocked uaiting for.both
cleartext and ciphertext toput. In the bad-messsge state, entered after the
receipt of an unauthenticatable message and subsequent transmission of ‘an RFS,
and in the key-change state the module is waiting for ciphertext input only.l

We first describe the processing of ciphertext input by the terminal
module, examining the transitions between the states and the processing that
occurs upon receipt of various message types. igure 7-2 illustrates the
control structure of the terminal module in terms of the three states listed
sbove and should be examined while reading the following discussion.

After transmitting his login identifier in clesrtext the user insertsn
his primary key and enables the protection module. The terminal module s

1

initialized by loading the primary key as the current key and setting all

(3) In these two states, keyboard input is not processed This may be
accomplished by providing a*buffeér for input typed ‘while'the’ module ts fn one
of these two states, or by "locking" the keyboard.
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three of its counters to zero. (4) The module then enters the key-wait staté,
waiting for the arrival of a ciphertext block conﬁining a valid KCl message.
All other input is discarded unt;;‘suphrélmehgigg%gfgiiéa;:.ﬁpéh‘rgéeip; of a
KCl message, KCl.Key is saved and f‘he module "énﬂtera the key-change state. k

Upon entering the key-change state, %the nodple waits for a message froﬁ
the connecéion. The next messaje received on the connection must be a valid
KC2 meaiége'oruthe ptvtécfion“modqlé abiﬁdonswj;pé comnection, logging the
error, If the next message to arrive is ;wv;lidukcz message, the saved value
of KCl.Key is combined with KCZ.Kej to\fom the new c;ttgnt key and Ac, Tc, .
and Rc are all set to zero. The ,uo;dule packa_éen ‘and trnnu;[ts an STA message,
logs the key-change, and retu_rné to the normal staté. -"

Upon receipf: of a message on the ujier-lc.mputation connection in the
normal étate,'the origin bit is cheékad,and.ﬁiﬁ it does not 1ndiha;e;tha host
as sender, the message 1is comurd.hqétMnticatabie. ' Thel‘ transmission
counter field and the message tvyl‘ze field are él\écked and, in the case of a
DATA or RFS message, the transmission couhterffieiéfgﬁzt?i§FCh the value of Rc
to be accepted. An STA me.’?..aga is accepted 1f STA.Te hﬁ‘iches‘ Bc or if STA.Re
matches Tc. A KCl message is accepted if KCl.Tc contains féhe apprOpriate
constant . value, e.g., "o, All other measagea ‘are classified as

unauthenticatable. Now we explére the: prbtéasi@g"of each message type.

(4) To facilitate the description of the irotection modules, the regular
message tranamission  counter for each channel i¢ designated TIc and the regular
message reception counter is Rc. The attention message counter at each end of
the channel is referred to as Ac.
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A DATA message Ais ‘prpcgqged by freggyiqg the number of chargctérs
indicated by DATA.CC and forwarding them to the terminal. Rc 1is inggémgntgd
and the module enters the nqrmal‘stgtg. |

An RFS meassage requires logging any errors on'thgicoqgggtioq}as indicated
by‘differences between the pairs (RFS.Ac,;Ag)Vgnd (RFS.Rc, Tc). Then Ac is
set to the maximum of Ac and RFS.Ac, and Rc is set to oneLgreg;erjthan thg
maximum pf Rc and RFS.Tc. The data field of a responding STA message is
constructed using Ac and Tc and the message is packaggq;and‘txansmitted. The
module then teturﬁs to the normal state.

Receipt of #n STA message gis§ reguirgq‘;;oig;qukgny qconqgction errorg
indicated by diffetencgs between the vpg;ra (S;ﬁ,Ac,vAc) apd'(STAlIg, Re) .
Then Ac is set to the{maxigum of Ac andeIA.Ag and Ic'ﬁs set to the maximum of
Rc and STA.Tc. The module then réturns to the normal state.

At the terminal, when a KCl megaage ia‘tgggived,_KQ?.Kgy ﬂthe first pa;f»
of thev new key) 1is agved in a temporary location and thg mpdple enters the
key-change state.

When a bad (unauthenticatable) message is receivgd:}n the .qormal 'gtate,
the module constructs an RFS message, using the valpgs of Rc and Ac, and
pacﬁ&ges and transmits the RFS. Tﬁe error is logged and, 1f the ‘bad message

is a DATA measage the module forwards the chatactera in the data field to the

terminal (5) The module now enters the bad—message state.

(5) In order to avoid flooding the terminal with wnrning measages when one. of
a series of message from the host 1s lost ot garbied ‘£he ‘module could preface
the collection of unauthenticatable’ mgusa es “with a‘iuitable waxning. It~
could then process subsequent “bad" messages- gﬁtﬁout iisuing fhrther warnings
as long as the arriving messages are otherwise "good" data messages that have
authenticator values that are consistent with the First unautﬁenticatable
message received. When resynchronizatisén is effected another mesaage would
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Upoﬁ entry into the bad-message state, the module awaits input from the
connection. Arriving ciphertext input is deciphered and analyzed as in the
normal state. If the input is valid, it is processed as in the normal state
and after the processing is complete the module returns to the normal state.
Receipt of an unauthenticatable mgssage‘in the bad-message state results in
logging of the error and a return to the béd-messagé-state.

Now we have completed the descripiioﬁ of‘ciphertext proéeésiﬁg by the
terminal protection module and we turn to cleartext processing. In order to
simplify this discussion, cleartext input to the module is assumed to cdnsist
of the data field and character count for con‘atruc‘tfng‘ a DATA message. The
interface presented is simpler than 1f we assumed charaCter—ate;-time’input
and had to make provision for a sepafate; signal indicating the end of a
logical unit of correspondence. Whenever cleartext'iﬁput is receivéd,‘the
character count and data are combined an&ipﬁckaged into a DATA message and
transmitted. The module then returns to the normalystate.

The protection module can also receive ; control signal from the ‘terminal
keyboard indicating that a high priorityvméssage is to be sent. (6) Then an
attention message 1is constructed with an empty data field, paékaged and

transmitted on the attention channel. A data mark message is constructed with

be issued by the module telling the user that the winddﬁﬁ'of "bad" messages
has ended, thus bracketing the "bad" messages for the user. Although this
feature is not included in the terminal protection as described in Figure 7-2,
it could be included with only minor additions to the module.

(6) The terminal-to-protection module interface we have assumed assures us
that previously entered regular keyboard input has already been packaged and
transmitted before this control signal is received. Although this precludes
the transmission of a high priority messqgg vhile the terminal is in the
bad-message state, this is not considered to be a problem, as it may not be
desirable to send a high priority message until the connection. has been
resynchronized.

%
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the value of Ac as DMK.Ac and 18 packaged and tranémit;ed on the regular
terminal-to-host channel. The module now returns to the normal state.

Finally, we note mu’memmﬁwmm:htuﬂmLmﬁlwwueme
ability for a uséf tb force céggfiuﬁﬁigg;'é@él;;tﬁ;i”;ﬁd hffhﬁihikston‘~of° an
RFS message while in the normal state. After the. RFS mesuﬁge was sent, the
module would return tb the normal state. ‘Thii feaﬁgréiis not 111ustrated in
Figure 7-2. » \

Now we turn our attention  to the host pfotébtion moduie, which we
describe in terms of 1its differences with the terminal module. The
differences result frém the fact that EHE”hbat,}s the sénder;(;athet than the
receiver’ of‘key-cﬁange messages, tﬁe'rectivqr"(iather .fbnn ithd sender) of
attention and data mark messages, and because of the use of timeou;a at the
host. In order to simplify this description. we sssune that the host module
always receiyes a ciphertext block upon its arriv;l at the host end of the
connection (see chapﬁer 8ix), withou& having:to wait for a request from the
user computation for more 1nput. (7)  We . al.o assume’ that there is no
buffering between the host - protection moduln tnd the connection management
module (CMM), so that it is not necessary to notify the connecgion mgnagement
module upon receipt of a data mark message ngggis 1£ necessary to transform

the data mark message into a reservedtchgxac;e;gg As an aid in following the

discussion that follows, refer to Figure 7-3.

(7) This corresponds to a communication syscém organization in which no
buffering of input from the connection occurs before processing by the host
protection mqdule (see chapter six).
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other |

primary key loaded:

CSTART > _Key-Change

State j—
o ST timeout

STA

.authenticatable message,

integrity check timeout,

on input from user
computation

(Bad-Message State

DMK
DATA
RFS
ATA
"bad message'

Figure 7-3.
Host Protection Module Contyol Structure
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- In the normal state, the host module is blocked weiting for cleartext and
ciphertext input and a timeout. In the key-change and baﬂ-qea_ug’é gtates,: thé
module is blocked waiting for _ciphertnit input and rav-;timeo:ut.

There are two types of timeouts ugedg;b,yathe,host module, although only_
one 1is pending at any instant. - (8) The. first type, .@:Jnt-'&grity;check
timeout, 18 ysed to periodically trigger a;conaqqtion»v.\iﬁugru;y check, v-.'mve‘
second type, an STA timeout, is used when the module is «waiﬁiqg. for an STA
mea#age on the connection.

Message authentication, by the host module is very similar to
‘ authenticaitiop‘ carriad out by the terminal meduyle. Only messages with an’
origin bit indicating the terminal as sender. are anslyzed further. . The
counter-baaa;i w;hqntigation, criteria at ,:,tha_« ‘host. ‘are ‘the -game as at the
terminal for DATA, RFS, snd STA messages. DMK messages are accepted under the |
same criteria as DATA and RFS messages. ATIT measages are mutl'm.teica‘ted. based
on the value of Ac. - ; |

The host module is 1n,i;1gk1z§q, after the cleartext login identifier has
been received, by loading the primary key, retrieved from a host data base, as
the current key and entering t.hef key~change state.

In the key-change _state; the protection module generates a secondary key
and constructs two key-change messages, each c_onuin.ing half of this new key
in its data field. The KCl and KC2 messages are packaged and tranmmitted in

order, The module changes the current key to kbn,_}thq.,seqqndoty. key just sent

p— Eas —— et B o e T - e

(8) 'rimeouts are modeled in the control  structure th,cough ‘the . use of -two
primitive operatious: .establishing. a timeout and. cancelling a ‘timeout ,

.~ Establishing a timeout involves specifying. an elapsed time_ interval after

which the timeou: wakeup should oceur. A timeout that is.cencelled will never
generate. & wakeup. . o - - St
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to the terminal, resets Tc, R¢, and ‘Ac to zero, and  logs the. start of the
login session for this conneection. The module establishes an STA timeout and
.awaits this timeout and input from the connecttéﬁ. The module 18 waiting for
a valid STA message, discarding all other ciphertext imput. If the STA
tigeout occurs before a message arrives on the comnection, the module abandons
the connection and logs the error. When a valid STA message arrives, the
module processes 1it, cancels the STA timeout, estgblishea an integrity check
tigeout, and enters the normal state. (9)

Upon receipt of a DATA message, the host module performs the same
processing as the terminal module, in this case forwarding the characters to
the user computation via the connection management module,*

Receipt of an RFS message results in the same counter adjustment, error
logging, and transmigsion o¢f an STA as performed ‘at the terminal.

Receipt of an STA message results in the same counter 'adjustnent and
error logging as performed by the terminal module. The pending STA timeout is
cancelled and an integrity check timeout is established.

When an ATT message is received, the exact form of processing 1s system
specific, as noted in chapters five and six. As we are assuming an
environment 1in which ciphertext messages aré ‘forwarded to the protection
module upon arrival at the host, the module just logs arrival at the host of
the ATT message and returns to the normal state, awaiting the DMK message. If

an intervening buffer were pregent, interaction with the commumnication system

(9) The host protection module can maintain the total number of times the
key-change protocol =~ has been invoked ‘and compare  this value to a
user-specifiable limit. 1If the limit ‘is exceeded, the module will abandon the
connection and log the error. This provides the ‘user with a means of
controlling the amount of resources expended in resynchronization efforts.
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might be necessary to cause input buffcred before . the frotection modnle to be
forwarded to the module, in order t6~§earch for;the DMK‘; |

When a DMK nessage.is received, DMK.Ac is compared with the host value of
Ac. to decernine if there are any attention uaﬁsggns unaccounted for. If a
buffer were present between the pratectioﬁ module and the ‘CMM, a data mark
character would be inserted into that buffer, the count of data mark messages
re@eived would be incremented, and a signal vbuid;benoenf to the CMM, In any
case, 1f there are no attentlion messages unaccownted for, the module retur#s

to the norﬁal state. If one or more attention messages are vmiasihg, an RFS

‘message is constructed, packaged, and  transmitted and an STA timeout is

established.

When an 1n£egrity check timeout occurs, the module constructs, packageé,
and transmits an RFS message and eatablishes an STA timeout. ,This‘tineout
will be cancelled only by receipt of a valid SIA;nélBAse.or- upon .eantry ianto
the bad—messagé state. The module returns to the pormal state. When.a STA
timeout occurs, the module enters the kﬁy-change state. If an intervening
buffer were present, it would first be necessary .to .ascertain that the STA
meuaje was not in that buffer before th,e, transfer to.the key-change state was
éffeeted. | |

Upon receipt of an unautheaticatable messsge in .the normal = state, the

module logs the error, constructs, packaggs;ﬂagﬁftgaa-iits an. RFS measagd.,

The integrity check timeout is cancelled and an .STA  timeout is8 established.»

The module now enters the bad-message state.

_Once in the bad-message state, the module waits only for ciphertext input

and the STA timeout. Receipt of additional bad-messages results in logging of
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their arrival, but no additioﬁal RFS messages are transmitted. (10)  Receipt
of ; valid DATA, RFS, ATf, or;ﬁun megsage resubcsiinfﬁrowdssing“fnst:as in the
normal - state, but the module remains in the bad-massage state. "Only receipt'
of aﬁ STA message will cancel an STA timeout, establish an iﬁiegrityf chieck”
timeout and return the .mo§ﬁ1e to the ‘normal state diréétly. If the STA
timeout occurs, then the module enteré'thé*kéy-éﬁin&t*atﬁté.f

~ Processing of cleartex¢ input by the hest ‘wodulé parallels’ that _of ‘the
terminal module and 1s ‘simplified by-the*lhcﬁfof?the highfpriority message

signal.

Summary

This chap:erﬂpreseuﬁadithe formats of the: gevern “meséagé7ﬁtypes used to
implement the protection’ ptotocéls"described ~i% eéarlier éﬁapters. All of
these messages share a common format that permirs easy - {dentification and
authentication thfough‘standard location of thé& authenticdtor aﬂé“ﬂesSdge type
fitelds in the message block. The conttol ‘struéture of ‘the ‘host and terminal
protection modules is presented. |

The host module is more complex that the termindl  module, incorporating
mechanisms for automatic detection of connection blockage, initiating
key-change procedures, and assuming final i&&péhﬁfﬁliity”foi~retynchfdnizétion
efforts, reflecting ;he grettgr eenﬁﬁt&eional~pdvet< afiilible““At “the host.

. Provision 1is made for' the user to exert fAfluence svér the ‘reactiohn of the

(10) The host module can maintain totals on' the 'fiusbé&r of bad wmessages
received and the number of consecutive bad messages received and effect a key
change or abandon the coniection if thése totals excéed iser-définable limits.
This provides another means of permitting the user to exercise influence over
the amount of resources spent in attempting to resynchronize the connection.
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protection modules to possible intruder threats or extreme channel error
conditions, preventing excessive resource commitment to resynchronization and

recovery attempts.



Chapter Eiéht
Impiementation on Multics

This chapter describes the structure and operation of a test
implementation of the protection protocols on the Multics system and explains
some of the considerations involved in designing an implementation that could
be Incorporated into a production Multics system. The test implemeqtation was
undertaken to test the completéness of the proposed ﬁesign and té evaluate the
impact of the . protection protocols wupon the hﬁman interface of a computer

utilicy.

Structure of the Test Implementation

As illustrated in Figure 8-1, the test implementation uses four distinct
processes on the Multics system [MIT] to simﬁlate a user controlling a
computation through a connection protecged by the modules developed in this
thesis. Each process communicates with adjacent processes by means of ARPANET_
connections [RW].

One process simulates the functionality of the terminal protection
module, handling'cleartext and ciphertext input as described in chapter seven.
This process 1is created by 1logging in from any terminal and invoking the
terminal module simulatién program. It reads input from the terminal through
_st_andard Multics dinput facilities. In order to more accurately simulate

transmission loads, erase-kill procéssing and canonicalization are not
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performed on the input stream from the terminal to this module. Instead, such
operations are performed at the';arget process. Hhan~§choing iﬁ employed, the
echo processing 1is performed om the iaput stream from the terminal to the

terminal module process, emulating the style of remote controlled transmisston

echoing described in chapter six.

ARPANET

Connection

}

ARPANET

Connection

}

ARPANET

Connection

!

Terminal [-~<—wwre>| Inatruder |-—w-——w->| Host  [=——==—=>}| Target
Module {=wmeew=-=| Process S Module {m==—--=| Process
Process : Process 1
L“uuwlmu“>l
User Intruder
Terminal Terminal
Figure 8-1

Configuration of the Test Implementation on Multics

A condition‘handler is established in the'tgfminalyuodule process fqr/the
"quit" conditioﬁ, the only high priority.meaaage recogﬁized by thtics. Upon
receipt ofv a quit from the vterminal, ﬁhis proce#ﬁ tranénité a data mark
message on the regular terminal-to-host chanﬁel. No separate attention
channel 1is employed. There is no need to transmit an atteﬁiion message, a8
there are no demand buffers in the ARPANET connicti;n bétween the terminal
module process and the host module process.

The intruder computer in the coﬁnocfiog is iinulated by @ process

situated between thé terminal and host protection module processes. ALl

message traffic between the two ends of the comnection passes through the
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intruder process. This process is created by logging :in from any terﬁinal~and
invoking the intruder computer simulation program. The intruder ‘process has
the responsibility of logging in the host module process over the ARPANET and”
initiating the execution of the program that .otmulates-~the «hnct -module
functions within that process. The intruder also acts as the initiator of the
ARPANET connection between itself and the terminal module pracess.

Several commands are provided for the intruder‘ chei person at the
intruder éerminal) to engage inm ‘varioﬁs ‘forme . .of coanection disruption.
Provision isu made for the intruder to'reﬁove ﬁessﬁge biocks traveling‘in
either direction over the connectién. The intruder can cause a selected
message to be copled from the connection and ;user;gq into ﬁhé conntcfion_at
any future time. Spurious message blocks cén‘hevgéuefated and inserted ~i§to

.the connection at any time. Message blocks from either end of the cohnection
can be rerouted to their sender. The intruder éan monitor the traffic on the
connection in one or both directions seleetively. All of 'the .operations noted
above, with the exception of the copy operation, can be performed on one or
more message blocks as specified by.the intrudé:‘in’thé coﬁmﬁnd.i(l)

The host ptotection‘ module’ process imélements ﬁhe céntrolrstructufe
described in chaptér seven and maintains a log of #mpoftant‘é;ents that occur
6n ;he cipher connection. The protection ﬁbdﬁié»log caﬁ Bévexaﬁihed during'or

after a login session to review'abnormal channel activitiesQaé observed by the

(1) Note that the intruder does not posess any commands . that enable ,him to
engage in actual cryptanalysis of the message traffic he observes. It 1s felt
that the analysis presented in the appendix. indicates that such actions are
not practically performed in real time during the 1login session. Moreover,
adequate facilities for such cryptanalyais are not available to the author for
inclusion in the test implemeéntation,
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host. This process creates the target‘pgogésg,:;ogg;ng_itvig via an ARPANET
“connection, at the beginning of a test seasioq: ,Th93=h°§t moddle process
receiveg output from and fprwatds input to the ta:g§;wp:ocg§§ via this ARPANET
connection.  _Upon receipt of a val}d_wdata’,mérkxggogégq! the host module
process sends a quit to the target process, using tyis_éggAN§I connect1on.

The target process is a regular Mult}gp process ig“yhigh the user of ﬁhe
testv implementation may perforﬁ computations jﬁst as with any process logged
1in directly from a remote terminal. The target g:écggsracts as thoygh it were
g;tached to a userﬂ;erninal over the ARPANET, in terms of :e:minal—spegific
input/output transformations. It is in the input stream to this process that
the functions of erase~kill processing and ;caqggxcalizaqion _are finally
- performed.

The login protocol described in chapter three is not implemented. After
logging the terminal and intruder processes into Multics in the usugl fashion
and 1initiating the execution of the approgria;easimpl;t}pnwgrqgram in each
process, the term;nal user merely regponds,;ova query to  beg;g; the session.
The ,firs; output on his terminal gfter»;hip_is the lpgin greeting from the
target process logged in for him. _

. The problem of lqaéing the primary key into the protection modules at
both ends of the connection is handled by maingginiﬁgva key in a shared
segment that both the terminal and host module processes access. This segment
does not serve ag a commun ication vehicle bg;ygag_the_ two ;g¥ocesses in the
sense of. any of the functions that are aoqécig;gd'witp ;hg module control

structure.
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The programs for the test implemeéntation were coded 1in PL/I, with the
‘exception of the encryption algofitﬁm,'which was éb&ééxiq'assehﬁly laﬁgﬁagé’in
order to take adVﬁhfagé of bit mahipdlitfod‘1ﬁ§£rﬁbé16nswnot accessible from
PL/I.‘ 128-bit blocks were :h;ediéndféefe enéiphered h§ih§ a software version
of IﬁM's'Lucifer algorithm [BénT that 1&‘%v3115§1é353 Multics. This software
implementation c¢an encipher/decipher a- Ublock in'ﬁ"gﬁﬁiokindtelyJ four
milliseconds. s J

A twenty-four bit authenticator 1srempld§ed”1h thé'ﬁésahgeé,'along‘thﬁ a
six-bit message type field. This permits the ‘transmission of from one to .
messages are the most fréﬁﬁeﬂtly‘tranéiittéd”hedégéeé;'fﬂé authenticator size

was chosen to result in a:full block for this message type.
Results v , A : S Y

The implementation was tested on several occasions with a human -
controlling the process that simulated the intruder COﬁbﬁter; A variety of
attacks on the connection were attempted, iﬁéihﬁing‘ﬁeséige rerouting, message
deletion, generation of spurious messages, and”'idéeffioﬁ ‘of éopiesﬁ of old
messages. These ~attacks were carried out “with complete ‘knowledge of the
operation of both the terminal and host modules so that very §pec1f1c types of
message stream modification were effected, e.g., deletion of a Trequest for
‘status or status message during c0nnectioh_rés&ﬁﬁﬁtqﬁiéati&n.‘ The protocols
performed as expected, detecting each act of message stream modification or
denial of service, reporting these acts to the user and the host, and

restoring normal communication on the comnection if possible.
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The impréuion given to a wuser of—-a.zhe test inplcncntaiion must  be
tempered by several considerations. The delays that tend to: degrade the
response time to commands issued by the user are a result of geveral fnctérs,
most importantly the seven process. ,scl_mdﬁlyingl‘»“requine‘d . 'by a complete
roundtrip int;eraction. ‘The fact that process ichc&uling- is the most important
factor in the perceivable delay is evidenced by variations in the delay. under
different system loads. ‘

During extended periods of input, e.g., —ul'd.].ci enterins text into an
editor, or while executing commands that usually 1‘hav. noticeable: delays
associated with them (the PL/I compiler) no épparenﬁ differences in respounse
time are observed. Similarly, while’issuiniicongiﬁﬂa:ith;t-‘fend‘ to deliver
large amounts of output to the terminal, .the user of .the test implementation
is not generally aware of the intermediate. prdcend@ng going ;on between his
terminal and his target process. This 1is especially true if the user s
typing ahead, through his putput, so that ’t'he; response delay can be hidden ‘by
the continuing output from previous mui«cm. . Characteristic of the
performance of the test implementation under Lish:*,lﬁm losds (30 users) is
the fact that it 1is able to drive a 1200 bps urﬁinal at_capacit_y during
output from the host, although it could not ‘drive a 2400 bps . terminal
similarly. | |

‘User gxperiance with the test implementatiom led to ~;he idea of
"bracketing" a series of messages from the hom: that arti_vciaftcr the loss or
destructmn of ‘an.eu"lier host.message in chn:’%c‘erus,;raéher' that repeating an '
error message with each successive, unauthinticatabfie host message. It has

also been suggested that some means of "replaying” to the user the 1last good
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message (or messages) received —shouid be provided so that he can resume input
from a known place, after disruption of ﬁhe conhection. This feature 1is
easily added to the host module software. ‘In a sifmilar vein, is might be
,desir.aiale for the host module to fom:'d:‘lto the terminal the error messages
that are being placed in the host cipher log, on a user<controlled, selective
basis. |

Overall, the performance of the protocols in this test Mpleﬁenf:ation
suggests that, if a suitably fast implementation wers used, the impact on the

human interface of a computer utility should be negligible.

Considerations for 2 Product:lofx Implementation |

We now examine how a production version of the host protection module
might be incorporated into the Multics system. ' The discussion is meant to
provide some indication of the considerations fnvolved in 4 production
implementation of the .prvot:ocolev in an existing weystem and should not be
construed as a model for all systems, as Multics fﬁoeis not exhibft all of the
potential complexity possible in a host commemication system.

The description of the internal organization bf portiong of Multics, as
presented below, has been simplified in some ﬁlaefé‘i; where ché loss of décﬁ‘ﬂ
was felt to be irrelevant to this discussion. Tﬁe description .of the
structure of the input/output system reflects ongoing - and planned
modifications to the -uxltics Commun ication: System. ~

Multics employs: a front end ptqcesooer;,i* as 4an interfdace ' for dialup
c_gmmunication, lines (but not for the ARFANEQ);: ~This: front:-end procéssor is

not congidered secure, implements only very primitive -supervisor facilities
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and 1s programmable only invqn assembly level language. It is a multiplexed
communication facility, as described in chapter six, and it communicates with
.the central processﬁr via a direct memory intexggce. ,

The front end processor buffers term;nal‘;qput and forwards this input
to the central processor upon receipt of a newline character. Thus, it
engages in recognition of ';he‘ newline as va break character. Multics 1is
accessed primarily by asynchrquus terminals, and multi-character substitntion
eghoing is pe;forned by the front end processor if requepgted. Finally, high
priority messages in the fom of "line breaks" on asynchronous lines are
recognized by ;he front end processor as fgu}gqff causipg it to discard any
input or output buffers it holds for the s;gnalling 1iﬁe and to motify the
central prbcessor of receipt of this high'pgio?;;y mesgage..

In the’central processor, two levels .of {input/output processing are
involved: the supervisor level and the user level., At the supervisor level in
Multics, input from the front end ﬁtocesqox is cobied into multiplexed
core-resident buffers and then into private buﬁ_igr~ .axeas for each. user.
Output from user ‘processes 1is copied into core-resident buffers and
transferred to the fton; end pr/ocess}Or. Thugﬁ, at the;gupg:visqr. level, only
buffer managemenf"is performed., At the user level in the centrgl processor,
the transformation operations noted earlier for input (tramslation,
canonicalization, erase-kill processing, and a?cgqusQQuence p:éceasigg) and
output (translation and formatting) are implemented.

Multics also performs input aad output to remote terminals via an
interface to the»ARPAN@T. This ARPANET intprféce doas not involve the front

end processor, but appears to the central processor as a peripheral device.
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The software structure of this ‘inteffhcé’_invdlveé thféé:majbr 1evéls of
processing. At the lowest level 1is the module thaf’ACts'a§'thé device handler
for the ARPANET IMP to which Multics is connected. This module 1s 1nterrup£
driven and operates in the supervisor, 1ﬁp15meﬁ£1hg the host-IMP protocol
[BBN] of the ARPANET and managing multiplexed buffers of data for the IMP data
- channel, Logically abové the IMP interface moduie,'but still ppérating in the
supervisor, is the network control program, ' which {ibléﬁenfs the ARPANET
host-host protocol [ARP] and provides for the muitiplexiﬁé of the nétwork
interface among Multics users. “finally, highef level protocols, e.g., fiie
transfer, telecommunication nétwork,‘hnd"!hitial cqhnectibh procbcolé [ARP],
are impiehenfed in each user’s process in the user level.

Over the ARPANET, ' attentioh messages are tfahémitte& on a ‘separate
logical channel and are directed to a special network pfoéess for‘handiing,
The network process, a trusted, privileged process, deterimines the user
process for which the attention messsge 1s déstined and handles it
appropriately. It also monitors all of the network connections to Multics and
handles error conditions raised at the host-IMP protocol level.

The memory proféctibn facilities of Multics ‘proﬁide multiple address
spaces, each with eight iinearly otdéred'tiﬁgs of protection [Salz;vSSZI. The
system gives each procesé its own _addreés space in which the supervisor
functions execute in the most privileged rings (0 andjl)”and user procedures
execute only in the higher rings (4-7). |

For a production implementation of the protodois ‘developed in this

' thesis, we propose that each cipher connection'be provided with a separate.
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process to execute the hqst‘protection module. This prpcegq_would reside in
ring two or three of the address space of the corresponding user process. (2)

Sharing the address space with the corresponding user.process makes each
protection module process relatively inexpensive. Executing in ring two or
three protects each module from the user ring programs, but still provides an
execution enviromment that {is private‘ for each user ¢onﬁection, above the
multiplexed buffers managed at rings zero and Oné,‘_rinaily; by making eggh
protection module a distinct process, it can be aimply;progranhed:to manage
only one connection, accepting each ciphertext block as iit arrives without
waiting for demands for input frém the corresponding user process.

The froﬁt ~end processor. mgqt,be aware of the connections that will be
using the protection modules, so that it qan,aéqept‘tpg‘éngiphgred input,,and
forward it to the central processor a, block at.a time. On synchromous
communication lines this should pose no problem as entire -enciphered blocks
can be transparently transmitted using aygchronoﬁs»L;ne,cantrol protocols
[1SO, IBMl]. On asynchronous lines this may require qqsdnhlins,character-sile
pieces of a ciphertext block until a complete block is formed. Some form of
block framing may also be desired in order to insure that eatire blocks are

forwarded to the host module, for if block frame synchrony is lost,  the -

(2) while the current process implementation forces each process to have its
own address space, an implementation of processeg that would permit two or
more processes to share an address space in this fashion has recently been
developed by Reed [ReD]. Using the current process implementation, one can
avoid the cost of a separate process with its own address space for each
protection module by multiplexing a single trusted process among all cipher
connections. However, this savings is achieved at the cost of increasing the
complexity of this process, as it must now manage many connections at once,
and violating the security principle of 1least common mechanism noted in
chapter six.
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connection must bél manually suspended and re-established in order to resume
communication.

Of course echoing can no longer be performed by the front end processor
and some substitute for this must be provided as outlined in chapter six. On
half-duplex liﬁes, line breéks must still be used to terminate oufput froﬁ the
host and turn around the line for terminél”input, but a quit should be sent to
the user process only upon receipt of a valid data mark message. On
full-duplex lines, line breaks need no longer be sent since attention messages
cﬁn be transmitted on the terminal-to-host channéi.ﬁith assurance of being
processed rapldly by the host module.

The protection module process would accept input ciphertext blocks upon
arrival at the central processor from the supervisor level buffer management
softwaré for both dialup' lines and ARPANET connections, process them as
outlined 1in chapter six, and place the deciphered input into buffers for usef
level input processing. Output from a user‘proéess‘would‘be processed by this.
module and ciphertext blocks would be forwarded to the supervisor level buffer
managemént gsoftware.

We also propose the Introduction of a hdtdwareJ encryp;iOn insttuction
capable of enciphering/deciphering one or more 64-bit blocks using the NBS
data encryption standard. Such an instruction would be a logical extension to
the multiple-bperanq extended‘instructioﬁr set u§e3>‘fof_,ch§taccer éng ‘bit
manipulation on Multics {Hon] .. This‘insttuCtion‘could' be used to enciphet

S
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data both on communication channels and _for protection of data satored on

removable media, e.g,, tapes and demountable disk packs. (3)

-Performance Considerations

There are two major areas of system performnnce that will be affected by
use of the encryption protection modules: host aystem overhead in supporting'
the protocola and connection bandwidth utilization and delay resulting from
their use. Host system overhead involved in supporting the protocols includes
the processor and memory resources required to decipher and authenticate
incoming messnges, to encipher and‘tag output, and the processing involved in
resynchronization, key-change, and denialk of‘ meeuge ‘service protocolsy.» ‘The
overhead for resynchronization is encountered onlyighen connection dieruption
‘occurs and should be considered as a marginnli cost, \except‘,when such
Adisruption is a major prohlem. ‘The time dedicatedito'detection,of denial of
measage service is controllehle by:pgrumeteram;hgt}uhou14~bef“user definable,
thus permitting ”theivcost»kof ‘this protection};o‘hehcontrolled by the user,
‘vithin limits estebliehed by inatallation parameters.

Examination of the control structure of the, protection nodule‘ indicates ,
that most of the time under usual circunntances, uould be spent in the task
of . regular data message proceasing.» The operntions involved in this task are
.all readily progtalmable on modern hoet cyntems, .é§,3;9n3 e?}e;hardunre
'enciphering/ deciphering inatruction is provided. The ,aesociated overhead per

message block would be on the order of 50~100 microseconds on a large host

e

«(3) ‘The ‘details of ‘the operation of such an’ inieiuctfoﬁ3will vary baaed on the
architeéture of the-host computer, and thé denign of such an instruction is a
topié requiring further stuody. .
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system, given a hardware enciphering/deciphering instruction capable 6f
deciphering a block i1in 5-50 microsecbnds. Sincé a 64-bit block could'hoid
five or six characters when used as a user data message,bLock,;,this ~overhe§d
is ‘about 9-20 microseconds per character for full data blocks,.

Additiﬁnal overhead 1s involved thtbugh tﬁé use of ﬁﬁltiple processes to
implement the host protection ﬁodule functibné'and btﬁer>coﬁmﬁniéation ‘jystem
jﬁfunctions, but a compariéon betweentkﬁié'orgénizﬁfion and the édrrent‘syétem
brgénization is hard to make. Experience using multiple processes to pto;ide
echoing over the ‘ﬁétwbrk indicates that the "overhead involied in such
organization is not substantial. The working seéa of" th;e prbﬁesses in\foived
are small and the functions provided are ratﬁer simple éﬁd execute rapidl}.

With tespeét_ to transmission bandwidth it is reasonable to ignore the
effects of messages associated with resynchronization,' key—change, | and
‘detection of denial of message serviée protoédié, és'fhese ﬁessages should
constitute a very small fraction of the total message tf&ffic. The reduction
of bandwidth over the conmnection is a result of dedicating a portion of each
message block to authentication and message fybé 1nf6?ﬁ&tion. In a 64-bit
block, this information would occupy ébout 25% t6v351 of the block. (4) = Thus
only 657 to 75% of the connection bandﬁidtﬁv‘isbavailable for user data
_transmission. On input bandwidth utilization ié;usually not a?bioblem, as the

user rarely is capable of taking advantége'df the available bandwidth on the

L

(4) In a 64-bit block, five or six characters can be accomodated with space
for a four-bit message type field and an authqntiqagor that provides a
.probability of erroneous authentication on the .order of 10°°, The number of
characters varies depending on character size.r sqvon or. cight bits per
character, and desired authenticator size. {
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connection. (5) On output, however, this is k‘disndyantagg'#s the host . system
_ usually 1is capable of usiqg the maximum channel4g@pagi:y~iu:850£t bursts,

With respect to delays, the control structure of the protection modules
and the discuagion of host systemvnvephead in n@gﬁage_ blgék processing from
above indicétes that the overhead for preparation, encryptiop; decryption ,
and authentication of a single message block should result in a negligible
delay. Agsuming a tetminai module inplénentqd using a micropfocessor and a
special hapdware encryption chip, the total time,lrequired to ptoéess one
message block should be about 100 microsecondd; This indicates that the speed
of the encryption protection module i8 not a baﬁduddth limiting,factor for
data rates associated with user-computation connections. ‘Relative to the
other processing delays encountered by interactive terminal users in their
communication with a host system, the delay introduced by the use of the

protection protocols is negligible.

Summary

The test implementation tested the coqpleteneés of the protocols and
permitted evaluation of the impact of the protection protocols on the human
interface of a computer utility. The protocols performed as expected and
generally were transparent to the user. Even in situatioﬁs where the intruder
activel} engaged 1in connection dis;uption, the 1npaé£' on the user was
mitigated by the automatic resynchronization protocol. 'With the addition of

further enhancements noted above, the user interface could become quite robust

(5) 1f input to the host is via a multiplexed connection, e.g., an ARPANET
connection, this reduction of bandwidth may be of contern.
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in the face of dedicated intruder line disruption. The delays experienced in
the test 1implementation were unacceptably long, but with the use of hardware
encryption at both ends of the connection and the use of a microprocessor to
implement the terminal protection module, it appears that the delays would

become negligible.



Chapter Nine
Conclusions

The goal of this thesis was to develop a set of protocols to érggnize’the
use of encryption to provide a secure path between a usér at a terminal and
his interactive computation in a remote host cbnputer; We have proposed a
set of protocols to accomplish this goal, and perforned a firat demonstration
of their feasibility. These 'prbtocolé are"désighed'forﬁﬁse with a block
cipher such as the proposed NBS Data Encrypfion"Stéhdard' or iBM’s Lucifer,
taking advantage of the ‘fixéd;léhgthl blocks :té 4déiimit data and éoﬁ;;oi
messages. In producing these protdqola, éQéry’éffoft’ has been made to be
complete and general. Provision is made for allgcoinon a;pecté of interééti?e
user-computer coumunication -- from authentication at logih,bﬁo'high pfiofiﬁ&
messgages, to ch&régtﬁr echoing. The proéoébls gre“desigﬁéd to‘function in 'a
wide variety of communication systeﬁ configurations.

The level ' of description in the thesis should be sufficient to allow an
implementation to be engineered for most existing and foreeeeable gystems. We
hope that this work will contribute to futurg widespread use of
encryption~-based protection measures to reduce the ydlnerability of computer
systems to release and modification of the data theixcontaih through intrdsion
on their largely unprotected communication facilities.’ in bﬁ}det to achieve
éuch widespread use of encryptioh—béaéd neasufEa, both an enctyption alédrithm
and a set of protocols must be standardized to permit development of ibw‘éost

terminal protection modules that can be used ﬁith'any'hobt'thht employs bsuch
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measures. We hope that this research will stimulate work on a standard sét of

protocols.
Future Work

Although the level of description provided A;nﬁ;his thesis should be
adequate for one attempting to eﬁgineer'a terminal protection mpdule; there
are areas deserving of further study with respect to implementation of this
module. it appears that the use of a gene;gl purpose microprocessor and - a
. special purpose encryption chip should p;ovide an adequate hardware base for
the terminal mpduie,» but questions remain as to #wha; other functions
could/should be taken on by the microprocessor, e.g,, femote controlled
echoing énd communication line interfacing. There is algp the question of
ﬁsing ’different arr#ngements of one or more NBS encryption ch@ps to provide a
more secure cipher scheme. Hellman and Diffie hayg speculated [DH1] that a
cipher constructed_by caqcadgng‘twobﬂns encryption cbips;gnd using independent
keys would be more secure “;han ‘the use of a sing;g.an chip. Such a
modification to the protection modules :}q, egsily ~accomplished within the

context of the protocols employed in this thesié, It would be a simple matter

to e%tend the ‘key-change protocol to use‘fop;‘gaggggeq ;9';:;nsmit‘the‘keys
for ;he two cipher chips.

| Another topic fﬁr future study lies in the development of production
vérsions of the host prptection module. Ihg protocols haye.beén designed so
that the host modulé can be implemented 1n!9xisting}xsysteqs>_usipg the wide
variety of host communication system configurations that may be encountered,

although'the task of implementing the host module probably will vary in
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difficulty from one host to the next. The exsct bform _of the host
encryption/decryption instructions and the problem of managing the primary
keys at the host both require csreful study. Another important consideration
in.host implementations will be the overhead encountered by the host and the‘
delays; introduced into user interactions. Empirical anslysis of the cost of
supporting the protection modules and messurement of their performance should
be conducted. | In a similar vein, studies of the psychologicsl impact of using
the protocols should be carried out to determine how the humsn interface could

_ be further improved.

j It J would be encouraginé to see a proof vof correctness of an
implementation of the protection protocols developed in this thesis:’ The sree
of logical verification of protocols hss received little attention.Aso far
[Boc], but will certainly be critical to the scceptsnce of the protocols.in
the construction of secure systems., Part of the difficulty of proving the
correct operation of the protocols lies in establishing the formal assumptions
that correspond to informal goals. o

There 18 need to develop suitable algorithms for generating primary and
gsecondary keys at the host. Algorithms used for this‘purpose should have the
'properties that the keys they generate are statistically well distributed yet
the sequence of keys'should_not be predictable by soneoue-observing successive
" members of the sequence and knowing the algorithm being employed. Certainly
much research 1into this area must have been performed by agencies of the
Department of Defense in conjunction with existing needs to generate keps, but
it seems unlikely that many of the results of this research rw111‘ become

publicly available, In the public domain, Hellman [Hel] hasvsuggested‘the use
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of two random ﬁumber'generators, ohe generéting statistically random numberé
usihg a convehtioﬂal technique, as ‘dégéribed\nﬁy.rxnuth, yﬁndi the jﬁchér
génerating"numbers‘in a "non-deterministic" fdshiou, e.g., uaiﬁg)the value of -
thé‘real time clock as part of its func tional input. Encryptionkkeys could be
faihioned by combining the output from tﬁese: tﬁo> random numberlﬂgeneratqra
.usiﬁg an exclusiveéor operation. | |

Finaliy, it would:beEGe;y interesting Eolsee if sim;lar protocols can be
devel oped Based on étream cipﬁers. The use of stréam‘ ciﬁﬁéra- holds the
promise of  overcoming bandwidth utilization problems by eﬁploying
variable—leﬁgth messages. However, it is not éleaf whe;het protection mo?ules
and ﬁrotocols déveloped for use wifh st?eam ciphet# ;én’Se as simplei’as :he
ones 1illustrated in thisvthesis. Tﬁe tradebffs béégeén bandwidﬁh utilization

and complexity must be carefully exsamined.




Append ix

Cryptanalysis

The conversion of ciphertext to cleartExt.hy‘analytic‘techniqhes without
knowledge of the key is a toplic beyond the scope of this thesis. As noted in
chapter two, it 18 assumed that both Ilucifer and the NBS- algorithm’' are
resistant to such cryptanalytic attacks, (1) 1In the case of the NBS
algorithm, as noted by Diffie and Hellman [DH1}, the potential availability of
very fast, inexpensive encryption chips, and the size of the key space for'the
NBS algorithm make breaking the ‘cipher’bi exhaustive searching of the key
space not entirely iﬁfeasible. It is irenic that the potential availability
of an NBS encryption chip may make practical both the 1né1usion°ofven¢ryytion
devices in terminals and the breaking of the cipher systeam by means formerly
considered impractical. As- the possibilityqof practical exhaustive search'is

of importance in assessing the level of security provided by encryption, we

(1) It is very hard to establish the resistance level of an encryption
algorithm to cryptanalyeis. If a method of analyzing the cipher is discovered
then it provides an upper bound on the amount of work that may be needed to
break the cipher. But if no method is found, theén one has: no guarantee that
the cipher 1s unbreakable or even very hard to break, since some fresh
analysis might discover a simple means of drastically reducing the work needed
- to break the cipher. Whenever the cipher in question 18 not theoretically
secure, one 1is faced with this problem: During the development of Lucifer,
IBM made efforts to determine how susceptible the cipher was to various
cryptapglytic  technigues.  Although these efforts did not reveal any
weaknesseg that could be exploited by a cryptanalyst, this does not provide
one with a firm basis for concluding that the ¢ipher 1is practically
unbreakable. '
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now present an analysis of the effort required to break the NBS and Lucifer
ciphers by key épace search,

| The goal of an exhaustive key search is to determine the key used to
encipher some set -0of message blocks. It 1is pr?sumed that the analyst has
available some number of blocks of ciphertext and that for some of these
blocks he knows portions of the corresponding cleartext block. The key searéh
is to be performed by a large system equipped with an array of computing
elements, each capable of deciphering (or»énciphering) a single block of text
and comparing the result (with masking) to another block in parallel. Eaéh
element in the array can signal the result of a successful operation to a
- central controller. We will refer to the amount of time required to perform a
single deciphering and comparison as the basic cycle time of this system.

A single element could be used to search the entire key space. By
employing large numbers of the elements all operating in - parallel under thé
_supervision of some central wumit, howev#t, the amount of time required to
search the key space can be reduced by a factor equal to the number of
elements employed.

Now that we have a model for the key sea;ch process, some discussion of
the size of the key space and the expected duration‘of the.Searph'is possiblé.
For the 128-b1£ Lucifer, the key space cont;insiapproximdtgly 3.4 x 1038 keys,
while the NBS algorithm,_usingva 56-bit key, has # kéy‘space containing only
approximately 7.2- x 1016 keys. Note that, on the avetagg, only half of thev
key space need be. séarched if the cd:réct_ key can: be‘ recogyizéd‘ vhen
encountered. The _conditions vuﬁder ‘which an anaijsé éan know‘he has the

correct: key will be discussed later.
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'We will now make a simplifying aésumptidn,abodt the nature of ﬁhe. cipher
that is being analyzed. Tﬁé ébsunpti&ﬁ‘iatfhiérfhg cipher is approximately
perfect. A perfect cipher has the property that no two distinct keys. will
transform two distinct glea:be#t,blocka.;q;p the same ciphertext block [Shal .
(2)‘ Although'Lucifgr and the NBS algorithm atennotfnecessanily perfecﬁ, it is
[FH3]. In the case. of a perfect cipher,v an. analytt who possesses one
ciphertext block and the canplete matching cleartext can now deternine. by
exhaustive searching of the key space, Hhich,kpy was used to encipher the
block, because only one key will transform_a specific cleartext block into a
specific ’cﬁppe:;qxt_.block, If an aﬁaly't’ kaouu;,ail but k bits of the
cleartext in ah 1nterqep§ed'ciphgrcextvblogk,;therc ,;xe‘_Zk -keys that will
correctly decipher the known portion of the black while. .the. unknewn bits tauge
over all the possible ‘valueg that k bits may take om.

When an analyst has several blocks and portions of the clea;texc
agsqciatgd ﬁith gagh, iﬁ is reasonable ;o,glkhhgw'gany}kpyn thl be in the set
that ;egults fromvin;etlectihs the results of the key searches for each of the
1gcomplete{y<known blocks. Let K be the size of the key space, N be the
nuﬂb9r4¢Of unknoyn bits in each intercepted block, .and J ba the number of such
intercepted blocks. Then thé expected size of the set that results from the
intersection of the "possible" key sats for each m@fcépted»hlfock- E(I), 1s

given by the following expression.

(2) For purposes of exhaustive key searching, "panﬁcc&ion" conatitutes a worst
case assumption. In the case of a non-perfect cipher, an intruder may
discover several keys that correctly decipher a known intercepted block of:
ciphertext and he must further test to determine which one is the key used to-
encipher the collection of messages in which he is interested.
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-5 N J
E(I) = (K-1) * (2 -1) +]

The meaning of this result is that the possession of only a few blocks and the
knowledge of only‘a nodasf fraction of the bfts’ in each block reduces the
expecte& Hgize of the intersection key set to leéss than two. In the case of
the NBS algorithm, with only two intercepted blocks and 36 bits known in each
block (56X of the block) an analyst can discover the key used to encipher the
blocks in a two-phase operation.  All but a few of the array elements can be
put to work simultaneously deciphering ome of théitwb"ﬁlﬁéis with a huﬁbéf?bf
different keys. Whenever one of the elements find8 a key that correctly
deciphers the known portion of the first block, ohé of the otherwise idle
elements will decipher the second block with “the ‘same key. begpité the
incomplete information av#ilable to the analyst, this procedure will usually
produce only one key that correctly decdiphers”"the * known portions of both
Blocks. | .

‘Despite the arguments presented above, there is still an 6§etriding
question thét has not been considered: How IOng'ﬁilffit take to search the
key sdpace? 'We have noted that thé time involved 1n9£ﬁe'kej épaéé search is
inversely proporfioﬁgl to the number of elements in the arfayjf'adding more
elements ' reduces the time required'toiperfbrﬁzth; séhgch. Let us examine a
concrete example to put the question into perspective.

Diffie and Hellman have proposed a scenario in which a'deCiphérﬁng device
similar to the one described above 1s comstructed [DH1}. - They suggest that
the special purpose chips can be made with aﬁcydléfffﬁéudf one ﬁicfﬁsecgnd at

a cost of about $10 per chip, and they propose the construction of an afiay of
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1,000,000 chips and associated controlling and pouet supply hardware, costing
again as much as ‘the array of special’ purpoae chipe, for a total system cost
of $20,000,000. Thoy point’out that such a syaten cnuld<aearoh half the key
space of tﬁe proposeo NBS algorithm in about one dny,,givgn a matching clear
and ciphertett block. Oo the other hand, the tiyg_'réouiréd, for a ‘similat
‘search of the key space of the Lucifer algorithmvis about 1019'year8.

Our earlier results on exhaustive searching of the ke} space given only
partial natching bloekn of clear and ciphertext indicate that more time _would
be required to auccessfully determine the key under such circumstances, but
:the extra time involved should not be substantial enough to chgngo the»genetal
nature of figures put forth by Diffie and Hellman.
| Thus,’ohile_it is not feasible to‘éohﬁidor‘exhouitive'kéy searching as a
means of discovering the key used in a ﬁuéifgtkhaaed,syston, it is not
unreasonable to consider such an attack on a oysteq‘ooted on the NBS cipher.
As Diffie and Hellman point out, these‘calculatioos oxéhespecialli disturbing
when the projected improvements in hardﬁsre speed'an& roqoood hardﬁure‘ costs
of the ne#t decade are taken into consideration, Similar caloulations can be
performed assuming different system cycle timeg, numberé»of»artay elements ond
costs. Basically, though, it 18 apparent that a determined analyst with
odequate resources can detormine the key used'tofenoiphér poténtially lotge
volumes of data under the NBS cipher within a reasonsble time period, given

some knowledge of the contents of intercepted ciphertext blocks.
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