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CHAPTER 1 

INTBODUOTION 

The development of large integrated data bases, each serving a wide variety of applications, 

promises to be one of the most important data processing activities of the next decade. The 

effective utilization of such data bases is highly dependent on the relationship between their 

physical organization and the prevailing modes of use to which they are put. In this thesis, 

we address the problem of optimizing the performance of an integrated data base by 

automatically adapting its physical organization to cbanging access requirements. 

1. Integrated Data bases 

An integrated data base may be defined as a collection of interrelated data stored without 

harmful or unnecessary redundancy and accessed in ~. uniform and controlled mann~r. 

serving one or more applications in an optimal fashion [Martin75]. It may be viewed as the 

respository of information needed for performing certain functions in an enterprise. In 

addition to accesses (continuous retrievals and updateslby ~pplkairon programs for regular 

control functions, it may be used by interactive users for unanticipated information retrieval 

for planning purposes. 

The profits to be gained from the integration of ·previously related but highly duplicated 

data bases are manifold [Martin7S, Chambet1in76J. 'The elimination of unnecessary 

redundancy leads fo reduced storage ancl updating costs. More importantly, the consistency 

of information stored in the data base is enhanced, ~iri;ce.di~' posslbility ~f having different 

copies of the data in different stages of updating is removed. Furthermore, the improved 
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coherence of the data wilt significantly increa,se the "5ability of the data base. By providing 

users with the capability of extracting anJ lnf~tioll tbal is logically contained in the data 

base, the generation of extensive printed reports on a scheduled base for manual analysis 

can often be a voided. 

In order for these data bases to be truly effective, the data manag~nt systems which 

support them will have to manifest two important characteristi~: data independence and 
.... . - - .-· '~- -

non-procedural access. By data independence we mean that users and their application 
- ~ . . 

programs are shielded from knowledge of the actual .Physical organizations used to 
, . ·, '- - . ; -= - . - ' - ~ 

represent their data, concentrating on a logical view of the data. This makes the data base 

easy to use and avoids the need for application programs to change, when the data base's 

physical structure is reorganized. Non-procedural access also male.es the data base easy to 

use; this means the provision of access languages which allow the specification of desired 

data in terms of properties it possesses rather than in terms of the search algorithm u~ . to 
- .- ' - " 

locate it in the data base. 

2. Relational Data Model 

The relational model [Codd70) of data has been proposed as a means of achieving the 

above goals of data-independence and non-procedural access. The user of a relational data 

base is provided with a simple and uniform view of the data, a logical vi~w "'1hich i.s 

completely . independent of the actual slPf3rie strucwref .. ~sed ~ repr~t. th.eir data .. The 
- - . :_,'- ' ' )-... -

simplicity of this 1.ogical data structure lends itse.lf t~. _access b~~ me!lns of easy-to-:use 

languages, which provide associative referencing (conteJlt addressing) of the data, base 

contents. 
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Specifically, a relational data base consists of a collection of relations - a relation is a named 

two-dimensional table, which has a fixed number of (named) cblumns and an arbitrary 

number of (unnamed) rows (called tuples). Each tuple (t1, t2' ····-, tm) represents an entry in 

the relation; ti, the ith component of a tuple, is a member of Di• the domain associated with 

the ith column. (Henceforth, we will use the terms column and; domains interchangably.) 

The relation EMP depicted in Figure 1 has four columns; for each tuple of the relation, the 

corresponding columnar values represent:the name. age, sex, .ct salary of the particular 

employee. Figure l represents a snapshot of the relation at a particular point in time; 

relational data base languageJ provide users the ability to selecl'ively retrieve or· modify 

individual tuples, as well as insert and delete tuples. 

• 

EMP: TUPLE NAME AGE SEX SALARY 

1 Smith 30 M 16000 
2 James 25 M 12000 
3 Black 28 F 14000 
4 Brown 35 M 20000 
s Jones 20 F 10000 
6 Wbite 40 F 16000 
7 Gray 35 M 15000 
8 Green 20 F 10000 

Figure 1 

A Sample Relation 

The table ·of Fig'-lre l ii purely the .uaer'1 logJcal:.view of the data base; there are no 

stipulations as to how thi• data would actually .be scored on the computer. 
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In order to find the names of all male employees making more tlndl 115,000. the user might, 

express a query CAstrahan?!l as 

SELECT 
FROM 
WHERE 
AND 

NAME 
EMP 
SEX • 'M' 
SAL > 15000. 

The query language processor would translate this Jf>ldficatioft of the desired information 

into searches on the data base that utilize the prec:ite srerag.e scructuft!S and auxiliary access 

mechanisms used to 5lDre the data in order to ,locale tM< dtlirlld tuples and retrieve the 

specified column values. 

a. Relational Data Base Implementation 

Because of the distance of the user's view of a: relational data base (and of his queries 

against it) from the realities of the data base's physical organization, more responsibility is 

placed on a relational data 0base system than on a conventional system~ This responsibility 

takes two forms: choosing the physical representation for a relation; and optimizing the 

execution of queries against a relation, making optimally efficient use of the available access 

structures. Relational data base systems must possess •intelligence• in order to make 

decisions in these areas, which have heretofore been the province of human decision­

makers. 

We believe that the selection of good storage structures is the primary issue in relational 

data basec implementation, since the -eff icilllCJ that an be a~, bJ a quer-y opttmitet' is 

strictly delimited by tilt available 5tUrap' struc:IUra.> Fart~~ efftdent utilization of 
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a data base is highly depencSent on the optimal matching of its physical organization to its 

access requirements, as well as to other of its characteristics (such as the distribution of 

values in it). (For example, certain data base orpnizattont are suitable for low update -

high retrieval situattonS; while others yield- optimal f*f ormance ill' opposite circumstances.) 

Hence, the usage pattern of a data base should be ascertained U.d utilited in choosing its 

physical organization. In addition, when viewed at the repdsttotf Of aH information used in 

managing an enterprise, an integrated data base can no longer be considered as a static 

entity. Instead, it is conrinuaHy changing in -Silt, and lts- access requiremfnts gradually aker 

as applications evolve and users develop familiarity with the system. Accordingly, the 

tuning of a data bate\ physical orpnimion to fit its' Uslge pattern· must be an ongoing 

process. 

In current relational data base systems, the data' base administrator (OBA) may make 

recommendations to the 1ystem about desirable auxiliary 1access structures, but his 

judgements are based largely on intuition and on a limited amount· of communication with 

some individual users. For large integrated data bases, a more systematic means for 

acquiring information about data base usage, and a mote algorithmic way of evaluating the 

costs of alternative configurations, wilt be essential A minimat- capability of a data base 

management system should be the incorporation of monitoring mechanisms that co1tect 

usage statistics while performing query processing. A more sophisticated system would sense 

a change in access requirements~ evaluate the cost/benefits of' various reorganization 

strategies, and choose an optimal structure to l>e ream\~ «nhe OBA; eventua11y, such 

a system might itself petforrn the necessary tuning. 
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The work to be reported in this. thesis is part of an ongoing l'llafCh eff on to develop a 

self-adaptive dat;d>ase.management sptes.n. The intent of this.fleve'JapnenUs twofold: to 

develop the techniques and ~y for the c:onstr~ of .it syscems. and to do 

performance analysis of these techniq-. so_ auo a.ssm their casts. and pa.yof fl. 

The operation of the initial version of the prototype, syitem is env~ed as follows. The 

specifications. of data base interactiolU, by ~b iateractive users and application 

programmers. wiU be expres.sed -in a non-~ Jan&~ t~ are first ua111laled into 

an a high level procedural system level interface language, which is then interpreted by the 

system modules. The language processor has available to it a model of the current state of 

the data base. which contains. ~g other things. a desaipijon of the current .physical 

organiz.ation of tbe data ~se, and estim&tiOA$ of the. chaJ'a~ristics. of the data bas.e
1
£ 

current contents. Using thit information, the A.ng"1age wocessor can thoose the best 

strategy for processing each data base operation in the current envi.rqnment. StatistiCS 

gathering mechanisms ar.e embedded within the sptem modules that intlr:pret the object 

code of the language processor. and record data canceming.tbe execution of.every data base 

transaction. The statiitical information gathered for a run is depg1ited in a a>Uection area 

and summ&rized from time to time. When the. reorganization CQmPOAent of the 5Jstem is 

invoked (whidl will· be at fixed interVak of time). the starist\Ql information collected over 

the preceding interval is combined with statistics fr.om pr.eviouii if:lterval and aned. to. obtain 

a forecast of the access requirements for tM upcoming .intefV.ai. in addition. a projected 

assessment of various characteristics of the data in the data base is made. A near-optimal 

physical organiZation for the data base is then determined heuriiticallyi optimality means 
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with respect to total cost for the upcoming interval, caking Into account the storage and 

maintenance cost of any auxiliary access structures. This ·cost iS compared with the 

projected cost for the existing organization. ReorgamntiOn Witt be performed only if its 

p-ayoff is great enough to cover an appropriate fraction of its cost as wen as that of 

application program retranslation. '' 

5. Thesis Objectives 

The principal goal of this thesis is to dev~lop the tedmiques and methodolo for the 

construction of self-adaptive data base management sySterris:· M'ititreart, this s a problem 

in pattern recognition. statistical foreCasting and ·attfitial intelligence: f int, t extract from 

a mass of statistics relating to data base performance a SUtdnct pattern which ·· aracterizes 

its mode of use; second, to apply forecasting techniques developed in management science in 

the detection of shifts in usage pattern and the projection of upcoming access requirements; 

third, since an exhaustive consideration of all possible structures is computationally 

infeasible, to devefop efficient heuristics that can use the projected usage pattern to 

synthesb:e ·a near-optimal structure. 

The continuous monitoring of accesses to a data base Opens up many possibilities for its 

reorganization. Rather than providing a -comprehensiV"e study on reorganization 

possibilities in a data base management system, we have limited the scope of our initial 

investigation to a well-defined aspect of data base reorganization, so as to obta0in some 

concrete results. We have chosen as the vehide for this study the problem of index 

selection in a relational data base. A secondaf'Y"lndex {sometimes ·refened to as an 

inversion} is a we11-knawn software structure wltich·can improve the performance of 
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accesses to a relation (fUe) [Bleir67, Date75, Martin75]. Fer each domain (field) of the 

relation that is indexed, a table is maintained, which for each value of the domaiil in 

question contains pointers to all those tuples (records) whose c:Qntents in the designated 

. domain is the specified value. Clearly, the presence of a secondary index for a particular 

domain can improve the execution of many queries that ref eren'4! that domain; on .the 

other hand, manitenance of such an index has costs that slow down the performance of data 

base updates, insertions, and deletions. Roughly speaking, a domain that is referenced 

frequently relative to its modification is a good candidate for index maintenance. The 

choice of which (if any) domains to. index must, be done w;ith. care; a gCK>d.choice can 

significantly improve the pei:formance of the system. while a bad. selection can seriously 

degrade it. The goal of our system is to mar.e a good chqke of those domains for which to 

maintain secondary indict$, ba.sed on how the data base is actually used. 

8. Approach 

There have been a number of previous studies on the index selection problem [Lum71, 

King74, Stonebraker74, Cardenas75, Held75b, Farley7S, Scholnick75l However, we feel that 

the results that have been obtained are not directly applicable to a complete or general data 

base environment. Some of these have been formal ~a11Us whicl:t have made many 

simplifying assumptions in order to obtain analytic solut~5' others have been system 

designs that are incomplete or unrealistic in many wa,ys. Our thrust here is to relax many 

of the simplifying assumptions made in previoUs studit.S and to develop more complete and 

accurate models of costs and accesses. In addition, we will stress the importance of the 

acquistion of a.c+Urate parameters to the cost mod'I, an area which is of special significance 

in a dynamic environment where access requirements are CGDtinually chaQging, but which 
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has hardly been addressed in previous works. F~ba•components of ollr investigations 

can be identified: 

(1) the development of accuratt c:ost'cmodels:for the .fWotellint· or data base transactions 

under different indexing organization (i.e. when different sets of domains are 

indexed); 

(2) the identification of the set of usage parameters that succinctly characterize the data 

base usage and which can be inexpensively acquired during the processing of data 

base transactions; 

(3) the application of appropriate forecasting techniques to detect and respond to shifts in 

access patterns and data characteristics; 

( 4) the design of heuristic computation procedures that exploit the structure of the index 

selection problem in the synthesis of a near-optimal data base organization (i.e. 

choosing a near optimal index set) at a reasonable cost. 

7. Organization 

The rest of this thesis is organized as follows. Chapter Two summarizes the data base 

environment which we shall utilize: the data model, the transaction model, the storage and 

index organizations, and the various assumptions we have made. In Chapter Three, we 

present our cost analysis for various basic operations in the data base and describe the 

objective cost function that we will attempt to minimize. Then in Chapter Four, we explain 
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how parameters needed by our cost model are acquired through statistics gathering and 

application of forecasting techniques. In chapter Five, we argue for the need of heuristics 

for the solution of the index selection problem and describe the heuristics we have devised. 

Finally, Chapter Six includes summary, conclusions and suggestions for future research. 
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CHAPTllB.2 

DA.TA BA.SB OR&A.RIZ.t\TION 

In this chapter, we describe the data base environment we have assumt!d in our research. 

Our discussions will be based on a rather· general ,model of the di.ta base, one which can 

readily be extended to characterize a large variety of existing systems. We will ~ibe the 

storage and access structures in the data base, the kinds of transactions that may be 

conducted against it, and the way transactions are:~.· In addition, we wm contrast 

our assumptions with thole employed in previous Studies whkh wiHeel to· be incomplete or 

unrealistic. 

1. File ·Model 

As we have said, we operate in the environment of a relationaf data base. The totality of 

formatted data in the data base consists· therefore of' one or mOt'.e- relations. However, we 

address here the reduced problem of selecting indiceS:·for a data baw made· of a single 

relation. (We expect that extensions can be made to the general multi-relation case.) Even 

though insertion and deletion of tuples are permitted in our transaction model, we will 

assume that the cardinality (number of tuples) of the relatiarfrtmairis relattvely"Unchanged 

between two consecutive points at which index selection is considered (i.e. the rate of 

change in size of the data base per review internlis ·small). 

2. Access Model 

Previous studies on index selection have often ·assumed· rather -.unrealistic access models: 
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both King CKing74] and Schkolnick [Scholnick75J have assumed that the cost of aQ:essing 

an arbitrary subset of all tbe tuples tn a relation ii 4lr-f$tly proporUona1 to the size of the 

set. This will be true only if all tuples are equally accessible, as in the case when they all 

reside in primary memory, or equally inaccessible,u in.the cue when each is independently 

stored on secondary atorage. For data bu.a of r~ble size and reasonable tuple length, 

neither assumption will hoJd. 

In this study, we will assume that the teiJlity of the data ba. (both the stored represematiOn 

of the r•Ja.Jion and .the set· of sec:ondary indtca lhat are lDailltaintd) raldes on direct access 

secondary storage devices like disks CRothnie7i, Blasgen76l Physical storage space on such 

devices is partitioned into fixed size blocks called pages. The page is the unit of memory 

allocation and the unit of transfer between main memory and secondatJ SIDJ'ag~ The 

accessing cost of a page is assumed to be independent of the sequence of page accesses. 

Furthermore, we will assu~ that the system is 1/0 bound, ao..tba.t page accessing cost 

dominates all other internal processing cests. Hence.: t\t proc:nPPI eost for a data base 

transaction is measured solely in terms ·of the number of pcagea t.ha.t have to be accessed in 

its processing. 

8. Tuple Organization 

We will assume that tuples are of fixed length (i.e.each. oc.qJp._s the same amount of 

physical storage space) so that each page has a capacity for a fixed number of tuples. To 

retrieve all the tuples in the relation, a scan of au the pages on which the tuples reside can 

be performed. (Henceforth, we will ref er to these pages as the segment on which the 

relation is stored.) The cost of thil ....-nual .an JI just,lt paps, where p is the number of 
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pages in the segment. However, in many instances, only a small subset of the tuples will 

actua11y be required for processing; hence, it is desirable to provide additional access paths 

to enable access to just those tuples that are needed. In other situations, all tuples may be 

required, but in a specific sort order. If the required ordering ts different from the one in 

which tuples are physically stored, then sorting will be required; (or typical sizes of data 

bases, an external sort would· be in order, and would entail going over the data in several 

passes. Hence, it is desirable to physically cluster together tuples that are needed together: 

Held and Stonebraker [He1d75b) have investigated a variety of organizati()ns for storing 

tuples of a relation on pages of a direct access file, and have ma~ a broad categorization of 

keyed structures versus non·keyed structures. A key structure is one in 'Which a domain (or a 

combination of domains} is used to determine where in secondary storage the tuple should 

be stored. The advantage of a keyed strucrure is that tuples that are often needed together 

can be clustered together physically. However, any modification· tc>' a tuple in the keyed 

domain(s) will require the tuple to be relocated. ·Hence, aft index entries that pOint to this 

tuple will have to be modified also. A non-keyed structure is one in which the tuples are 

stored using some criteria that is independent of the value of the tuple. The ad vantage of 

a non-keyed structure is that it enables auxiliary access struc:tures like indices to be 

maintained more economically. 

For the purpose of this thesis, we will assume that the tuples in the relation are organized as 

a non-keyed structure. We will assume that they are stored sequentially on the pages ·of the 

segment without any preferred ordering. (For example, they might be stored according to 

their chronological order of insertion into the data base.) Since the cost of a sequential scan 

is dependent, on the number of pages in the segment, it is essential that the storage 

utilization in the tuple space be maximized, so -as to minimize the cost of segment scans. We 
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will assume that all empty spa~ea resulting from the. d~tion of tuples will be rewed f-or 

newly inserted tuples. before a new page ii allocated for the SilP*IL (Thi.scan readily be 

done by keepin1 a linked ti.st of the empty apa.ca io the 511ment. Tae linked . list QIJ be 

stored in the empty~ in the segment ·itself. Only a pointer to the· Mad of the list need 

to be maintained separ.ately for the purpose d storag~ al~ in the ~pie space.) Even. 

with the above assumption, poor lU>rage utilizaticm-?D seiJLradt flOIB ~ Ieng. sequence: of 

tuple insertion& follow~ by. a long ~,Qf tuple ·dele&ieni. On the other hand; garbage 

coll~tion in the tuple space would have to~ ~ed bf dte'.modif icatioo of a.It those 

index entries for tvples tb~ .are rtlocatad. To ~tJ.our dilcuuMlns hei:e. we wilH.inesfe 

the need to garbage ,collect in the tuple. space by auwmma dial· there are no clustered 

deletions of ,tuples from tbe ~ page;, ~. taat cthe·~;tfeqd is for: the da- base to 

grow in siz.e. (Nore that . W( coulcl readily include w~ .;C(Hlectiep . overhead· in eu.r cost 

model by moqitor~ c~ uerage pumber of tuples.lbat • ·Nloc'ated per re\ti«W iAlerval. in 

addition to the actual number of insertiona. cleJetiOM and modif icatiQo,. towards the 

estimation of index maintenance cost.) 

4, Index Or.anlzaUon 

We assume that each tuple in the relation has associated with it a unique tuple identifier 

(TID).-a logical address which enables the tuple to be lecated. with .a. single.page access. An 

index on a, ~olumn of a relation is then a mapping fl'Om v..ahla ~ th~ column to TJD_s of 

tuples with those values. Conceptually. a11 ~ex .maJ be viewed as a binary relation 

consisting of pairs whose first CQITl~t u a value from the a>l"'1UJ and whose second 

component is the TID .of a tuple with that~. FJcure 2 ~.lc~q ipdex on the ~um~ 

salary for the EMP (e)a.µQn depicted in Fi&,Ure L('J"hi$c,~.~ is ~J 
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assumed in [King7i).) However, as Cardenas [Cardenas75] has pointed out, the 

organization of the index is itself an important problem in the enhancement of system 

performance. We will therefore assume that the index is organized in such a way that all 

those TIDs associated With the same column value are easily accessible. Specifically, we will 

adopt the VSAM-Uke tree organization as used in Blasgen's study [Wagner73, Blasgen76). 

Figure 3 shows how the index shown in Figure 2 will actually be stored. It is a balanced 

tree whose nodes are index pages. Leaf pages contain pairs wl1ose first component is a 

column value and whose second component is a sorted list of the TIDs of those tuples with 

that column value. The pairs in each leaf-page are sorted on the value of their first 

component. Higher level pages contains pairs consisting of the identifier of a lower page 

and the high key value on it. These pairs are also sorted by the values of their first 

components. The tree is kept balanced on in,sertion or deletion in a way that is similar to 

the maintenance of B-trees [Bayer72], with the splitting attd' merging of pages as necessary. 

SALARY TID 

16000 1 
12000 2 
14000 3 
20000 4 
10000 5 
16000 6 
15000 7 
10000 8 

FigYU ,~ 
Conceptual Organization of an Index 
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/ 

/ 

Figure 3 

Physical Organization of an Index 
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5. Transaction Model and Processing 

We will consider four types of transactions that may be conducted against the data base: 

the retrieval, insertion, updating and deletion of tuples. An update or a delete operation is 

often specified in two components: a selection component which determines the set of tuples 

to be processed, and an action component (which in the case of an update, determines how 

each tuple is to be processed). As wiJJ be discussed below, the use of an index (or indices) to 
< ' • • -~- • • • ; 

identify the set of tuples that satisfy (or potential1y satisfy) a selection component entails a 

number of steps, after which we can no tonger assume that any part of an index still reside 

in primary memory. Hence, we can assume that the maintenance to the indices due to an 

update or delete is independent of the selection component of the transaction (i.e., the 

maintenance cost of an index due to a tuple deletio~ or. modifieation is the same regardless 

of whether the tuple is identified through the use of that index' or~ through a sequential 

scan). Therefore, we will assume that the data base transactions specified in the source 

language get translated by the language processor into sequences of queries, updates, inserts, 

and deletes, as described below. 

(1) Q..uery - this can result either from a retrieval specification in the source language or 
. . . 

from the data selection component of an update or delete specification as discussed 

above. It enables those tuples to be retrieved or acted upon to be specified in terms of 
·;~ 

the properties they possess. In relational access languages that are currently being 

developed, powerful and general data selection predicates are allowed [Codd71, 

Boyce74, Astrahan7S, Held75a, Czarnik.751 However, in order to be able to evaluate 

the tradeoffs of a particular index, we shall limit ourselves to the consideration of only 
' . ~ . '; . 

those data selection predicates for whose processing the utility of indices can readily be 
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determined. We will therefore allow only the following predicate types: 

(a) a predicate consisting of a single equality condition or a conjunction of two or more 

equality conditions; 

(b) a predicate consisting of a disjunction of two or more equality conditions. 

(By an equality condition, we mean a predicate of the form A•k., where A is some 

domain name, and k is a constant or program variable.) 

Henceforth, we will refer to the process of identifying the set of tuples that satisfy 

(qualify for) the selection predicate associated with a query as the resolving of the 

query. (A retrieval specification in the source language may in addition to the selection 

of tuples, specify what fields in the selected tuples are tQ be output or further 

processed. However, the time to perform these operations is. independent of which 

indices are maintained, and so will be ignored in our disucssion here.) For a query 

arising from a delete or update specification in the source language. we wilt assume 

that each qualified tuple is returned accompanied. by its TIO, thus allowing it ~o be 

identified in subsequent delete or upciate operations. 

An index (or a set of indices) can be used to totall.Y or partially resolve a query. (A 

query is said to be totally resolved when the exact ~t of tuples that satisfy the 

associated selection predicate is identified, and it is said to be partia11y resolved if a 

superset (but one which is smaller than the entire set of tuples in the relation) of those 

tuples that satisfy the associated selection predicate is identified. This partially 
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qualified set of tuples will have to be brought into main memory and each tuple must 

be examined to determine if it satisfies the f'Uft predicate.) Given a data selection 

predicate and an existing set of indices, there are a number 'of possible strategies for 

obtaining the set of selected tuples. Depending on the riature of the predicate and the 

selectivities of the domains involved, it may be most profitable to use none, all, or a 

subset of the applicable indices. In previous studies, it is assumed that indices are used 

whenever they are available. However, as we will see from our cost analysis in the 

next chapter, there may be situations in which it would be most economical to use less 

than the full set of ·applicable indices in resolving a query. For simplicity, we wilt 

assume that the query processor uses the f otlowing decision criterion: it wilt evaluate 

the expected cost of processing the query using the futt set of applicable indices (i.e. 

existing indices on those columns which are specified in the query) and will use alt of 

them only if this expected cost is less that of a sequential scan; otherwise a sequential 

scan wilt be utilized. (Note that a disjuncti'te qtierf wt11 be resolved using indices only 

if indices on all of the domains referenced- in the query are available; a tuple that 

does not satisfy any of the predicates resolved through indk:es can still potentially 

satisfy those predicates on domains for which no indices exist, and hence some 

qualified tuples can only be identified through a sequential scan of the entire segment.) 

We wilt assume that a query is processed using indices as follows: 

(a) For each domain specified in the query and for which ,an index exists, a list containing 

the TIDs of all those tuples that satisfy the-!qudity condition on the column in 

question is obtained; 
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Cb) Depending on whether the selection predicate Ll a conjunction or diajunction, an 

intersection or UIUon Ust-of all tbole 1ilcl obsaimd,in·srep (al¥·fonned. This restricted 

Ii.st contaim the TIDs of all those tuples tbat satisty the CCllljmaien er: dis~ of 

those equality predic:ata involving donaains· for whidl incljca Gist; 

(c) This restricted set of tuples is brought to main memorp for further procesiing. On the 

case of a conjunctln query that has only beta partiallJ.~i.e,..the rairicted set 

of tuples only satisfy the COlljµnction at d1ole equalitJ. predicates. in vmving domains 

which are indexed, each of the r.e.striaec1 CQplU ii,. ~ICJ ~ the equality 

conditions involving the non-iadft.t ~-and chea discatc:IC or resatned 

accordingly. (This is sometima lr.nown • tbe removal of falsrdnlp CSchHlnick'lil) 

(In the procw of obtainin& the TID lilt for, the- reatticted Wples that have to be 

accessed, it is possible that some ot the TID Usu,iRYol'Hill are. me that they cannot 

completely reside in primary memoJJ. Th.-ef.ore. we will, assume that the list 

manipulation phase is combined with the tuple ac(eu..fhaae: i.e., .we w.ill assume that 

the individual TIO lists are in the same sort order, sa that the union or intenection 

process can be carried out in a tingle pa.a over a.U of. the putkipadaJ ksu .[Welch 76]. 

By utilizing portions of the resulting TID list as soon as it is available, extra page 

accessing can be a voided.) 

(2) Insen - this m.ts ~ lingle t&lp)e into ttw relalion. k is lplCi{m by aupplymg a value 

for each of f~.in the tuple to.be ipsertsl,.llMlresultlm the tuple't insertion into the 

main file, together with the necessary maintenance. to the' existiJW;• ol indka. 
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(3) Delete - this deletes a single tuple from the relation. It is specified by supplying the 

TID of the tuple to be deleted, together with values in different fields of the tuple, 

and results in the deletion of the tuple from the stored representation of the relation, 

and the necessary maintenance to the existing set of indices to reflect this deletion. 

(4) Update - this involves a single tuple in the relation. It is specified by three 

components: the TID of the tuple to be updated, its old component values, and its new 

component values. It causes the tuple to be updated, and the indices on the affected 

domains modified accordingly. 

6. Query Distribution 

In earlier index selection studies, simplifying assumptions on query distributions are often 

adopted. In [King74], it is assumed that selection predicates only consist of of single equality 

conditions. Hence, it is sufficient to summarize the statistics on query distribution by the 

probabilities of each domain being specified in a selection predicate. In [Scholnick75], the 

restriction to the consideration of single-domain queries is relaxed, but with the imposition 

of the new assumption that domain occurrence probabilities in queries are independent. 

Hence, the model that is used there is unable to account for the positive or negative 

correlation among domain occurrences in queries; such correlation is common in the usage 

of real data bases. {For example, in queries on the EMP relation {Figure 1), age and salary 

might often be specified together while name is more likely to be specified alone.) In this 

study, we will do away with any such simplifying assumption by observing the occurrence 

frequencies of those queries that actua11y occur. 
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7. Domain Value Distribution 

In earlier work, it is often assumed that the set of distinct values in a domain is evenly 

distributed among tuples in the relation, and that all domain values are equally likely to be 

specified in the constant part of a selection predicate. Consequently, the average fraction of 

tuples that can be expected to satisfy an equality cond•uon on a domain is assumed to be the 

reciprocal of the number of values in the domain. However. in a real data base, it is often 

the case that the distribution of domain values among tuples and in cp!fJ specifications are 

skewed; i.e. some values are used more often than others. We would like to take advantage 

of our continuous monitoring facility to detect such situations. We will therefore define a 

new measure for the resolving power of a domain index. We cief•'itse.a.wra1e selectivitf' 

of a domain as the average fraction of tuples under consideration that have historically 

satisfied an equality .condition involving that domain. 

Since we allow the specification of multiple domains in queriel. it is necessary to have a 

measure for the joint resolving power of two or more domain indicel. For this purpose, we 

wilt assume that the specification of value1 from different domilins in a query are 

uncorrelated (i.e., given that a query specifies two columns A and B, the probability of a 

particular key value in column B being specified is. independent of the value in column A 

that is specified). Hence, the joint conjunctive selectivity of a set of domains D, each with 

average selectivity ASi is 

(2. 1) 

(The interpretation of this expression is that the expected fraction of tuples that satisfy a 
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number of predicates simultaneously is equal to the product of the individual expected 

fractions that satisfy the predicates.} Similarly, the joint disjunctive selectivity of a set of 

domains D, each with average selectivity ASi is 

(2. 2) 

(The interpretation of this is that the expected fraction of tuples that satisfy a disjunction 

of equality conditions is the complement of the fraction expected not to satisfy any of the 

equality conditions in the disjunction.) 

8. Objective of Index Selection 

We assume that index selection will be reconsidered at fixed intervals and that usage 

statistics are collected during the processing of each transaction in the data base and 

summarized at the end of each interval. The objective of the selection process is to 

minimize the total system cost for the upcoming interval. This total cost includes retrieval 

processing; index creation, maintenance and storage; and application program 

retranslation. In contrast with previous studies, we have chosen to minimize this total cost, 

rather than using a probabilistic model of data base transactions and attempting to 

minimize only the expected cost of an average transaction. Our information on the absolute 

level of activities in the data base (in addition to their relative levels} allows us to amortize 

such cost as index creation, index storage and application program retranslation over the 

data base transactions, rather than completely omitting them from the cost model. 
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CHAPTEB 8 

COST ANALYSIS 

One of the most important tasks in the analysis and enhancement of performance of any 

system is the determination of the set of parameters that have a sJgnificant effect on 

performance and the formulation of the cost model relating system performance to these 

parameters. Since we operate in a. dy~amic environment,. we have ~ reaort to the ~ontlJluQUS 

monitoring of data .base transactions to obtain the panun~ers in our syst«m. Ju we shall 

see, most of these parameters can be directly measured. ~owever, there are Qthers that are 
< ,- ' ' , ·-

not directly observable, in which case we have to relate them to statistics that can be readily 

obtained through statistics gathering. In this d1~., we_ wm J11aq~ the ccast. ~f ~ious 
. . ~ ~ - ' ~ . - -

basic operations in the data base system and then discuss the objective cost function that 

our index ~lection procedure will endeavour to minimize. 

As we have seen, the processing of a query using indi~ involves the re_trieval of the 

relevant TIO lists from. the indices, the manipulation Q_f t~ Usts to obtain an intersection 

or union list, and the accessing of the restricted set of tuples as identified by the resultant 

list. As in previous studies, we assume. that the manipµJaqon °" the TlD Jists is done in 

main memo:y. and is therefore negligible accordinc to our. cost ~iterion of page accesses. 

Similarly, any need to remove "false-drops" from the restricte4 set of tuples is done in 

primary memory at a negligible cost Hence. the processin( cost of a query. using indices can 

be assumed to be made up of two components: the_ cost o,f using "1e relevant indices and 

the cost of accessing the restricted set of_ !'Jples. }J,J regards to mod*".Ftic>n~ to ~_data: b~se 

(update, insert and delete). maintenance of the existing indices in addition to modifications 

of the stored representation of the relation must be made. Since tM tatter cost is incurred 
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regardless of what domains are indexed, we will ignore it from further consideration, and 

concentrate only on the maintenance cost of the indices in determining the costs of data base 

modification. 

1. Tuple Access 

In order to compare the utility of different sets of indices towards the processing of a query, 

we need to have an estimate of the sizes of the sets of tuples that must be accessed in order 

to resolve the query, given the availability of each of the index sets. We have earlier 

defined the average selectivity of a domain as a measure for the resolving power of an 

index on that domain. Using the selectivity of the domains specified in a query which are 

indexed, we can estimate the number of tuples that have to be examined to evaluate all the 

predicates. Since our cost criterion is the number of pages that have to be accessed, we have 

to translate this expected number of tuple accesses to an expected number of page accesses. 

We feel most previous index selection studies have been inaccurate in their choice of cost 

model for the accessing of such a restricted set of tuples. In [Scholnick75] linear relationship 

between the number of tuples to access and the accessing cost is assumed. This is equivalent 

to saying that each tuple specified in the resulting TIO list will incur one page access. In 

[Held75b], a piecewise linear relationship is assumed: if the relation is stored as p pages of t 

tuples each, and r tuples are to be accessed, then the number of page accesses is assumed to 

be min(r, p). In a paged memory environment in which tuples are blocked together on 

pages, neither of the above schemes accurately model the tuple accessing process (since the 

restricted set of tuples can be accessed in the order of their TIDs so that tuples from the 

same page will incur only a single page access). A more realistic scheme to estimate the 

accessing cost for r tuples is to assume that they are equally likely to be any r tuples in the 
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segment. and to use the expected number of page accesses. for r randomly selected tuples in 

the relation as an estimate for the tuple aCCe$Sing cost for a querJ .. whase resolµtion under 

the availability of a particular set of indices is expected to require the retrieval °:f r wples. 

This expected number has been considered in a number of previous studies [Rothnie72, 

Schmid75, Yue75]. However, the formulations that have been deriv.ed are often 

computationally infeuible or inaccurate. Based on a Markov model approximation to the 

underlying process of accessing r randomly selected tu.p,Jes. R<ithn&.dR~nie72l has obtaiDed . 

a lower and upper bound on the expected number of pages that have to .be touched. 

Schmid and Bernstein CSchmid75]. using a corpbioatorial analysis. have derived an exact 

formulation that involves a complicated recurrence relation whose computation for moderate 

values of the parameters becomes very costly and ina.«Urate because of t~ significant 

round-off errors encountered. The following formulation, due to Yue and Wong [Yue75l is 

by far the most satisfactory. 

Let n = number of tuples. in segment 

t = number of tuples per page 

p • m1mber of pages in segment 

f Cr) = expected number of page access for r randomly selected wples. then 

(3. 1) f (0) = 0 

(3. 2) 
t(p-1)-i 

f Cr+l) = f Ci) 
pt 

+--
pt-1 pt-1 

The value of f for an arbitrary value of r can be computai from the recurrenc:e relation 

with relatively little round-off error. However, this- mmputation involves r multiplications 

and r divisions and is therefore quite ex.pensive to carry out. We. (in conjunction with 
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Bahram Niamir of the MIT Laboratory for Computer Science) have obtained a closed form 

solution of the above difference .equation which can be computed more efficiently. 

(3. 3) f Cr> 

A detailed derivation of this formulation is included in Appendix 1. The above 

formulation also admits of a simple interpretation. Consider an arbitrary page in the 

segment; the probability that it does not contain any of the r desired tuples is equal to the 

number of ways of choosing t tuples from n - r tuples, divided by the number of ways of 

choosing t tuples from n tuples. Hence, the expression within the parenthesis gives the 

probability that this page contains one or more of the r desired tuples. Thus, multiplying 

this expression by the total number of pag·es in the segment gives the number of pages 

expected to contain one or more of the desired tuples, i.e., the egpected number of page 

accesses. 

For a fixed value of p (say 1000), and for a typical value of t (say 50), the shape of the 

function f(r) is shown in curve •3 of Figur4! 4. It is. instructive to note that for values of r 

close to, but less that p, the value of f(r) is roughly 0.6p, which is substiantiatly different 

from the value given by a linear cost function. (Curve •I .indicates a linear cost function 

[Scholnick75] while curve •2 indicates a piecewise linear cost function [Held75b].) 

--------- ---------------
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2. Index Creation 

In order to determine if reorganization is worthwhil&, we need to- have an estimate for its 

costs and its payoffs. Two major components of ,tile norpnitatiOR cost (due to a change in 

indexing policy) are: 

(1) cost of retranslating existing application programs. 

(2) cost of creating the new indices. 

The former can be estimated from the previous translation costs of the individual 

application programs. (In many systems, the data manipulauorLlanguage is interpreted in 

which case no retranslation cost is incurred as a result of physical reorganization.) The 

latter, in general, depends both on the current size of the re1ati0n and on the number of 

distinct key values in each of the domains. we assume that an index is created as follows. 

(1) For each tuple in the relation, a pair consisting of the value of the tuple for the 

indexed domain, and of the tuple identifier is formed. 

(2) These pairs are sorted, with the domain value as. the major sort key, and the tuple 

identifier as the minor sort key. (Typically, this will involve an external sort consisting 

of a sorting and a merging phase.) 

(.3) A data structure (see Figure 9) that facilitates the accessing of the list of tuple 

identifiers for tuples associated with any value in the domain is construaed from the 
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sorted pairs of domain values and tuple id. 

n .. number ~ tuples in relation 

p • number of pages in segment 

w = number of words per page 

b = number of pages availabk for internal buffering 

1 n • number of words in die rtpnJM•3JUian af·aol.ef wlu.e ill tile demain 

Step one involves the scanning of the segment and the fennatloa Gf the pain of key ~alue 

and TID. For practical sizes of the data base. these pairs have to be written back to 

secondary memory for: remporarJ samage. 11lil can 1..-:&nltiMil·-wttb· IM initial illtmaal 

sorting phase of 111p two widl. a .cmr or 

Cl. 4) p + r11 Cln+1) /Wl 

where p is the cost of scanning tuples in the segment and [n(ln+l)lwl is the number of 

pages needed for the writing out of then pairs (ach of·length ln+l) of cllmain value and 

TID into the initial sorted subfiles. Let 

(3. 5) P' = fn<ln+1)/vl 

Then we will assume that at the end of step one. s - I IUM'tfa. Of llngth b ·and one or length 

b' are formed where 

(3. 6) s :& fp' /b-1 
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(3. 7) b' • ( b 
mod Cp', b) 

S7 

if mod (p', b) 

otherwise 

The cost of merging these s subfiles is derived in Appendix 2 an.d is given by 

(3. 8) cmerae Cs - 1, b') 

Cost Analysis 

However, we note that in the last pass of the merging process. instead of writing out the b .;a 

(s - 1) + b' pages for the single sorted file. we will build the. VSAM-like tree for the index. 

Hence, the cost of the second phase of the index creation proceclure is 

C3. 9) emerge Cs - 1, b') - Cb * Cs - 1) + b') 

Finalty, the cost of the third phase consists of writing out the leaf and node pages of the 

index tree and can be estimated as follows. (We wilt assume that pages in an index are not 

filled to capacity at creation time, so as to facilitate subsequent modifications.) 

Let Un • initial fraction of utilization in a node page 

u1 = initial fraction of utilization in il leaf page 

v = number of distinct key values in the indexed domain. 

c = number of key pointer pairs a node page can contain 

k • initial number of key pointer pairs }'Jith wbich a 11ode page is filled (•uni:c) 

then the number of leaf pages If is 
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(3. 10) lf = (V * ln + n)/(Ul * W) 

The height h of the index tree is 

(3. 11) 

(where the leaf nodes are at height 0), and the number of node pages is 

{3. 12) ru1k1 + rru11c111c1 + rrru11l11c11t1 + •••••• 

- lf/k + lf/k2 + lf/k3 + 

= lf/(k - 1) 

Cost Analysis 

From the above analysis, we also have a rough estimate for the storage requirement of an 

index on the domain in question, which is 

(3. 13) 1 f + 1 fl (k - 1) 

The above analysis has been motivated by the need to estimate the costs of index creation 

and storage. However, it depends very much on the number of distinct keys in the indexed 

domain, for which we can only have a rough estimate. Consequently. it wiU be difficult to 

come up with a close.estimate of the index creation and storage costs. 

3. Index Accessing and Maintenance 

(The average cost of using ;in index as weH as the total maintenance cost of an index within 
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an interval can be direaty measured. The purpose of the analysis below is only for the 

purpose of estimating these parameters for those domains which are not indexed.) 

The use of an index to otitain the list of tuple idehttfters ·with a particular value in the 

indexed domain involves Starting from the root or t~ riee,. and to00wthg
7 a path through 

the node pages which leads to the leaf page contliniftg the delited TID list Let h be the 

height Of the index (where the root ot th~· tree· is at height 0, and the leaf pages are at 

height h), then the (Ost of using the index to obtain an avirage TIO 'list can btt~imated as 

(3. 14) h + flf/vl 

Similarly, the cost of modifying a· TIO list in a leaf of the irKlex (as a· result or' a tuple 

insertion or deletion) when . no overflow or underrtbw is' iricurred, is :. ·· · 

(3. 15) h + 2 flf/Vl 

(The maintenance to an index due' to the update of a tuple in th~f ind~xed domain can be 

assumed tG be the sum Of the maintenance due 'to a defete and ~n insert.) The cost of' index. 

maintenance due to the splitting and merging (or garbage collection) in ·th~, i~dex' is ~ore 

difficult to parameterize, since it depends on the actual sequence of tuple insertions, 

deletions and mddit'ications. this component' has often ~ com.,tetety ignared in previous 

studies. Here, we can adci'totlte ·above·&,jt an average•overhead :Cbst per .modification, a 

parameter which can be obtained bfinbnitoting th~ 'lfcruit'maintetfante of an index. For 

those dornaini that fltve noc been pr~'tocrstfifidtl'~ dui'normatiUcl average overhead 

among those indices that have been mainta.inf!d··Cih'bt!\usat'ii a·~ r0ughatimate. 
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4. Total System Cost 

With full knowledge of the upcoming requirements. the total system cost for the next 

interval under a particular indexing pqJicy js comput~ uf~ F.or each query tyg_e, we 

can determine, using the selecµvities of tbe domain& ~t occur. bath in the query and in the 

proposed index set, bow many tuples will nee,d to be sc:annecl to r-1.ve thil qyery type .. with 

the full use of the ~dices. Our non-linear cost_ function ~ this into an ~pected 

number of page accesses To this _is added the ex~ number of page accesses that are 

involved in accessing the indices themselves. This then gives m the total processing cost for 

this query type, if the proposed indices are used. We t'-1 P.. it the query processor 

would, given the proposed index set, use them to resolve this query type or would process it 

by means of a sequential scan. In any. event. we th.a lc.Aow the ~,ieeted cost of processing 

this query type in the presence of the pr~ set of indices. w, .m,U,Jtiplx.this cost by the 

expected frequency of this query type, and repeat the process for at1 the query types. This 

gives the projected total query processing cost. Adding to tliis the pr~ed indexing. costs 

(creation (if applicable), maintenance (due to tuple insertion, deletion and modification) and 

storage) and the application program retranslatiop costs (nil for ~he index set which is 

identical to the one that is maintained in the previo,w interval) JicldS.. the tQ£als1stem co.st 

for the next interval 

Let CC 1 • expected creation cost Qf index on domainr J (if not .already exilt) 

MC1 • expected maintenance cost of.~~ d~ i 

SC1 • expectedsto~ge cost of index 0,11.domain i. 

AC1 = expected. cost ol ol>ta!D;ing~-q.Q.~t l,llin&,Nl~U-OD domain-i 

AS1 • aver.ace selectivity of domain i 
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Q = projected set of queries in' uptoming interval 

F q = occurrence frequency of query q where q ·E Q. 

n = average number tuples in relation 

Cost Analysis 

p = average number of pages in stOred representation ot relation 

DP = set of domains indeXed in the previaus interval 

Dq • set of domains specified in query q 

T q • type of query q (O if con juntrtve, 1 if disjunctive) 

RC (D) • application program retranslation cost. 0 if D • DP 

Iq CD> • I if Dq c D, &otherwise 

Cq CD) • cost of processmg query q With the index Jet I> 

• (1-Tq)omin(p,((Eh DnB AC1l•f((J\E OnD ASi)on)»-• 
q q 

T qi.l((l-Iq)<.p+Iqi:cmin(p,((E1E Dq ACi)+f((l-(niE Dq (1-Si)))<.n)))) 

The objective of the index selection procedure is then to select the·tndex Set D which 

minimizes the following expression: 

(3. 16) 
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CBA.PTEll 4 

PABAMBTBB AC~11ISITION 

A fundamental problem in an adaptive system operating in a dynamic and uncertain 

environment is the exploitation of new infounatiQa in r~uc;ing, the i.mcertainty of the 

system. In our context. this involves the utiliza&iafl of ob.lerMd data on how access 

requirements and data charuteristics cbang~ over t«ne in the· estiqaation of exogenous 

(uncontrollable) parameters essential for pre4icting the .l*f ormaRCll- of different indexing 

organizations for the planning horizon. In the Collowjag ,.CiQllSi we .. will 0 describe the 

statistics that are to be coU«ted d11riDg transaction .. pr~. We. will then e2'plain our 

choice of forecasting technique and how the various parameter& i9' theo system are to be 

forecasted. 

1. Statistics Gathering 

Statistics are collected during the procesing of each data base transaction for two purposes: 

(1) as a direct measurement of certain system parameters in the current time interval; 

(2) to be used in the indirect estimation of certain system parameters. parameters that 

cannot be measured directly or whose direct measurement would entail excessive 

overhead. 

The statistics to be gathered for the purpose of index selection fall into four general classes. 
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(1) lnd~x Maintenance Statistics - This has-several components .. First of.all, there iS the 

total maintenance cost of each active index in the current interval For domains that 

are not indeKed. we ued to obtain an estimant of ~be cent- thu migbt have been 

upended had an.mdex been matntainecl-~ each al' the»dom&ins. For this purpose, 

we record the tocal nucnber of tuples that are dele*1: from:.ami -inserted into the 

relation in the cu.rnmt mterva~ and the nwrmer of updatn to-- each domain· in the 

tuples. In additiOn, ~ will-break- down. the. miUntenance c:mt Of each ac:tive-index into 

two parts: the cost of basic maintenance to a leaf .. in -thtt·-index tree, and the more 

difficult-to-parameterize costs of . .- splittiag :anctmergiRg necessary for maintaining 

the index as a balanced tree. This wilt allow us to calulate the normalized node 

splitting and merging overhead per insertion or deletierdan update cm be counted as 

a delete and an insert) in the active indices, which will be used in estimating the cost of 

maintaining an index on a domain which is not index-ed in :the current interval. 

{2) Qpery Type Statistics - The type of a query is determined by the set of domains it 

utilizes and by whether-it is a conjunction or disjunction:of equality 'predicates. We 

record the occurrence of each query (this can be ..u:oded a a bit pattem) and then 

summarize the occurr.~ f requatcies of each qutry type'from time to time. 

{3) Domain Selectivity Statistics - For .each domain, we maintain its average selectivity 

over all uses of the domain in equality conditions in the current interval. This is 

accomplished by recording the number of ~iJWs the domain occurs in equality 

conditions and the sum of the selectivities of the domain in each of these predicates. 

If. an index for the domain-is used 10 resolve *''.pamculu eq\lllity:'.G>ndition-, then the 

precise selectivity of the domain for this query can be calculated as the fraction of 
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tuples in the relation with the domain value in question. 1r the equatity condition is 

resolved through a sequential scan. the selec:tivity at the in\folved domain has co be 

calculated in a reduced tuple space and then extrapolatedl ro the. entire tuple space. 

This is necessary for two reasons: iR tbe'first place, the ~ IUJ· be of a reduced set 

of tuples identified· through the use of an index (Or inGIGfS); setOndly, we assume that 

the query resol¥er is efficient in that it wiU avoid die< •n«e111ry·-checking of tuples 

against equality predicates (i;e., avoiding testing subRquent predb•·tn a conjanction 

once one- has e'l4duated to fai.. or iR a.·dfljanatioll onc. dAe'.• ·fi'alftttd to true). 

The estimation of 1elesivity can be dane'u Nillllw•· .. 

{a) Suppose the equality condition appean in a con~ of ccplitions ot the ·form 

where each of the Ci •an equality conclition inv,olving domain D1~ (We a~ tbat 

the ordering of the equality conditions above reflects· the .order of conditions against 

which a tuple is checked.) Let No be the total number~ t11ples scanned. and let N1• 

N2, ······, Nn be the number of tuples that satisfy er. '1· fli -~ .,.-• -Ci " ~ A - " C0 

respectively. (Note that these numbers are readily available). The selectivity of 

domain D1 for this .-J is then appraximated as 

(4.: 1) 
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c v c v ••••.• v c 1 2 n 

where each of the Ci is an equality condition ·involving domain Di. Let No be the 

total number of tuples scannect;atld let N1, N2' --. Nn be·the number of tuples that 

satisfy c1, NCi A ~ ....... --c1 A ~ I\ -- " en respectively. ' (Again. these numbers 

are readily available). The selectivity of domain Dr for tltis query is then 

approximated as 

·. (4~ 2) 

(4) Index Accessing Statistics - For each active index, we record the number of times it is 

used for resolving equality COQditions and .~ t-1 ~ -elkled: m l\Kh. uses. . ThiS 

allows us to obtain the average cost of using the index. M for a domain that is not 

indexed, we can estimate the number of distU1Ctv111ues iQ each'as·the r«iprocal of its 

observed selecuvtty and use the procedVre -idesatbed in tlfe previous chapter for 

estimating its average accessing cost. 

The foregoing statistics comprise our model of the usage pattem of the data base. The 

frequency count of the query types, together with the index maintenance statistics constitute 

the record of transactions with the data base. ay rfCOFdlng the types of the queries that 

actually occur, we detect any correlations (positive or negative) that may exist between the 

occurrences of different domains in a query (it may happtn,·that ·SOMe combinations of 

de>mains are frequently used together, while others rarely are}. Thus we a void making the 

strong (and often inaccura~}.auumptton: that thelil'Mtltatlbls·~ of' domains in a 

query are mutually independent events. (Previous studies have made this assumption, and 
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so have recorded access history merely as the frequency of each domain's occurrence in 

queries.) We observe that our measure of domain selectivity serves as a succinct yet precise 

indi~tion of how a domain is actually used in queries. By a¥etaglnf the selectivities of the 

actual occurrences of a domain, we take into consid~iOlt both ~ i& the distribution 

of domain val.ues over the tupla u well as non-unif or.m we of domain values •n queries. 
. . 

This measurement of selectivity is more accurate tl'lan its CORventiona1 estimate as the 

reciprocal of the number of distinct values in the domain. Finally, we 'note that all of the 

foregoing statistics can be collected and maintained with very little overhead, either in 

execution time or in storage requirements. . Alt of the required information can be easily 

obtained during query or transaction processing, and requires little space for its recording. 

As we have said, at each reorganization po.int.. we forecast, a· nulllber of characteristics of the 

system for the interval up to the next r«>rpnintional point. ~icaHy. ~-.predict the 

following: 

(1) the average size of the relation (number of tuples and number of pages); 

(2) the average selectivity of each domain; 

(3) the expected COSE of maincatning an index for each domain; 

(4) the expected storage rettUiremenc of an index for each domail1i 
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(5) the expected cost of each use of an index in obtaining the TIDs of those tuples that 

satisfy an equality condition involving the indexed domain; 

(6) the number of occurrences of each query type. 

We could do these projections solely on the basis of statistics collected during the latest time 

period, or we could combine together the statistics collected over all previous periods. 

However, neither alone would be satisfactory for the purpose of a stable and yet responsive 

adaptive system. In the former case, the system would be overly vulnerable to chance 

fluctuations, whereas in the latter case, it would be too insensitive to real changes. A more 

satisfactory approach would be to take into consideration the pattern of change in each of 

these parameters in earlier time intervals in arriving at predictions for their values in the 

upcoming interval. A broad spectrum of techniques is available for the analysis and 

forecasting of time series. However, because of the potentially large number of parameters 

in our cost model, we have to restrict ourselves to those forecasting techniques that are 

efficient in terms of computation and storage requirement. Specifically, we consider here 

the technique of exponential smoothing for our forecasting procedure because of its 

simplicity of computation, its minimal storage requirement, its adjustibility for 

responsiveness and its generalizability to account for trends. In the following discussion, we 

will refer to the t th observation of a time series (i.e., values of a parameter over successive 

periods of time) as x(t) and the next forecast based on observations up to x(t) as x(t). 

3. Exponential Smoothing 

Intuitively, a weighted moving average strikes a reasonable balance between the two 
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extrema for parameter ·prediction mentioned earlier. Forecasu. derived. by weighing past 

observations exponentially (or geometrically) have b.n used with SGme succns in operations 

research and economics [Brown59, Muth60, Winters60, Brown62l The forecast is based on 

two sources of evidence, the most recent obserft'liort.and the f'orecaat made one period 

before. The exponential smoothing procedure, in its simplest form, is carried out as follows: 

(4. 3) i (1) • x (1) 

(4. 4) i (k) •• x (k) + (1 - •)· t (t - 1) 

where .- is called a unoodling conscant and rakes on. values bllw-. 0 ancl.L A closed form 

expression.for i(k) is 

t-1 k-2 i 
(4. 5) 2 Ck) = x Cl) Cl - •> + • Z x Ck - i) C1 - •> 

i-0 

In essence, the new forecast is calculated as a weighted average of all previous observations 

with the weight decreasing geometrically over successively earlier observations. The 

compactness of the scheme lies in the fact that only two parameters need to be maintained 

for each time series: the current observation and the previous estimate. Note that equation 

(4.4) can be rewritten as follows: 

(4. 6) i Ck> • i Ck - u + • ex ct> - iCk - 1)) 

We see that the new forecast is equal to the sum of the two terms: the old estimate and a 

correction term that is proportional to the previous forecasting error (difference between 
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forecast and actual observation). The rate of response to recent changes can be adjusted 

simply by changing the smoothing constant: the larger the smoothing constant, the more 

sensitive is the forecast to recent changes and chance fluctuations. Since the weights given 

to earlier observations sum up to one, no systematic bias is introduced (i.e., the expected 

value of the forecast is equal to the expected value of the random variable). Hence, this 

procedure is appropriate only for the forecasting of the expected values of stochastic 

variables whose sums do not change between successiVe periods [Denning71]. If there is a . 
long term upward or downward trend in the seri~S, the forecast will always tag behind or 

lead the actual observation. Since we expect to ob~r~e trends i~ various activities in the 
. . 

data base, it is appropriate to choose a forecasting teehnique that can accomodate trends. 

4. Adaptive Forecasting 

This is a variant of the simple exponential smoothing technique that takes trend into 

consideration. Its form is IThe1164] 

(4. 7) i (t) • x Ct) + e Ct) 

(4. 8) X (t) ,. • x (t) + Cl - •> Cl (t - 1) + e (t - 1)) 

(4. 9) e(t) = 6 CXCt) - XCt - 1)) + (1 - 6) e(t - 1) 

where f(t) and e(t) are the trend and the trend change at time t respectively. (Either an 

additive or a multiplicative trend can· be incorporated: 'the latter through togafithmic 

transformation of the original set1es.) To carry ·but;_ forecast, we nttd only the. current 
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observation, the previously computed values for the trend, and the trend dlang~. and the 

computation is still very simple. 

The appropriate choices for the smoothing constants_• and -. b,owe:v~. _is. a. non-trivial 

problem. It is possible to take a completely empi~l_,,proadt twlnten&Ol; &f maiRtaining 

the previous values for the time series. it is possible toccampan the forecasp made using 
~ - . ' ., . " . 

different sets of the parameters« and _I {One reasonable Q'iteriQn for comparison may be 

the standard deviation of forecasting error)~ __ ~interl {Winters60l~5¥1i:ested.the method 

of steepest descent CB«kenbach56] for_ finding the best~-'- fm: ~.single series..· ThiS 
' -·' - - . . .· --- . ' 

method, however_, consumes sufficient sto~p -~~ an~·.coP1p1.1tiag. qme to make its 

application to the large number of series in our system feasible. On the other hand, we 

have no reason to believe that a set of parameters that ~1'- ~Joi. a pr;W:qlar ~es will 

work equally· well for other series, so that it might not be too practical to choose the 

optimum weights for one series and use ~~e same,~ f« all,ochef series. Theil and 

Wage CTheil6i] have formulated an explicit stochasti~JJ)Odftl-u a.basil, for the above 

forecasting method (equations ('i.7} through (4.lO)). The time series is postulated to be 

generated by 

(4. 10) x (t) • i (t) + ~(t) 

(4. 11) t(t) • f(t - 1) + ,(t) 

where l{t) is the mean of x(t} a~d t{t)_ is. ttte trend _cbaQp from,,~ t - l. to. per~ l (We 

can interpret X(t) a11d e{t) of equatiQns (i.8) uq {f.9) as r~tors (){ l(t) and tt(t) 
' ' _J,. 

respectively.) 111• treqd change is lfOlb~1'~-~ be,~ by 
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(4. 12) , Ct) = , Ct - 1) + • (t) 

where ,a(t) and .(t) are time series with zero mean, constant variance (•2(,.) and .. 2(•) 

respectively) and zero covariance of all kinds. 

For this underlying model, Theil and Wage [Thei160] have found the optimal weights er 

and fJ to be used. Let 

(4. 13) 

(4. 14) 

Then the optimal weights for • and fJ are 

(4. 15) • .. 2h/ (1 + h) 

(4. 16) fJ .. h 

The mean square error of the forecasts is dependent on the choices for er and fJ which in 

turn are dependent on the estimate for the variance ratio g2 (ratio between the estimates for 

,2(•) and ,2(,.)) A sensitivity analysis of the consequences of error in estimating the 

variances ratio (g2) in [Theil60] has shown that a-~- error results in less that I.Si increase 

in the mean square prediction error. We can therefore start with a rough estimate of g2, 

determine the appropriate values for• and fJ (or equivaletitly, we can start with an arbitrary 

choice for er and IJ), and adapt these coefficients to updated estimates of the variance ratio. 

-------- -- ---------------------------- -------------
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Our application of the above technique in the forecasting of a time series in our system can 

be summarized as fallows. 

At initialization, let 

(4. 17) x (0) = x (0) 

(4. 18) e (0) = O 

At t .. 1, 

(4. 19) x(l) =a x(l) + (1 - a) x(Q) 

(4. 20) e (1) = fJ Cx (1) - x (0)) 

At t .. 2, 

(4. 21) x C2) = a x (2) + Cl - a) Cx Cl) + e Cl)) 

(4. 22) e (2) = fJ Cx (2) - x (1)) + Cl - {J) e (1) 

(4. 23) 2 2 - 2 " (;£, ) - ex (1) + e (1) - x (2)) 

(4. 24) 
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(,2<,a, t) and ,2(•. t) are estimates of the variance .2<,.) and ,2(.) at time t) 

Fort> 2, 

(4. 25) i(t) • « X(t) + (1 - «l (f(t - 1) + e(t - 1)) 

(4. 26) e(t) • , (!(t) - !(t - 1)) + (1 .;. ,, e(t - ·1n 

(4. 27) , 2 c,., t) • ((t - 3) , 2 (Ja, t - 1) + 

(x(t) - t(t - u - e<t - h) 2>rCt - 2) 

(4. 28) , 2 c., t) • ((t - 3) • 2 (6, t - u + Ce Ct> - e<t - 1» 2>t<t - 2> 

We begin by using arbitrary values for •and J: Al new estimate for the variance ratio g2 

becomes avai1able (from the ratiO of •2<•. t) to .?u. t)}, we cal'l tdaptl'fle values for• and /J. 

(Note that the amount of information that 1\~ to be pissed :an:rrom one interval to the next 

is still quite small, and the computation needed to choose the appropriate weights is 

minimal.) 

5. Parameter Forecasting 

Using the foregoing techniques, we can summarize our forecasting procedures for upcoming 

parameters as follows: 

(1) average size of the relation - we can use the current size of the relation as our current 
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observation, forecast the size of the relation at the en~ of_ the upcoming interval, and 

use the average of the two as the average size of the relation over the upcoming 

interval 

(2) maintenance COS[ of each domain index - if the domain is. ind_exed in th~ previous 

interval, then its actual maintenance cost can be used as the latest observation; 

otherwise we can use the estimated cost .as desaibed earlier as the la.test evidence. 

(3) number of occurrences of each query_ type - if an ob~ed_query type ha __ s no preYiolJS 
". - " . 

forecast, then we will use the obsery«l freqyency_~ tile next, forecast and treat this as 

a new series to be forecasted. 

(4) average selectivity of each domain, storage requirement and average accessing cost of 

each domain index - we note that our estimatu for the current values of these . . . ' '. ' 

parameters in the case of non-indexed domains,~re Plther crude. hence we will 
' ,. . 

reinitialize the forecasting pr~ure for eadl ·newly• J,ncleud domain. i.e., if a ~n 

is indexed in the most recent interval but not in_ t~ one before. _then we will use the 

most recent observation as the sole evidence in the forecasting of these parameters. 
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INDBX SllLl:CTION 

A straightforward approach to the index selection problem would be to evaluate the 

projected total system oost for eaC:h possible index set (Using equation (3J6)). an<! then select 

that set of domains which gives the smallest cost. With m d0mains in the relation, there are 

~ possible choices of index sets. For small m (say less than 10), this enumerative approach 

may be feasible for finding the optimal combination of domalnl 'to be indexed. However, 

because of the exponential rate· of increase of the number or possible index sets with the 

number of domains, the search space becomes prohibitively large v"ery rapidly. (With '30 

domains, there are more than 109, index sets to be c0nsidered. The cost of exhaustively 

exploring the search space may no longer comm~nsurate with the' profits that can be 

gained.) Yet, it is not uncommon to find sing~relation data bases with tens of domains. 

Therefore, it is appropriate to look. for ways whereby the search space of potential index 

sets can be systematically reduced. One possible approach is to look for properties of the 

cost function that wm allow it to be minimized Without· exhaustive enumeration, such as 

through a depth-first search, as exemplified in SctlkotniCk's index selection study 

[Schko1nick75l However, these properties depend upon unrealistic assumptions that domain 

occurrences are uncorrelated and that the tupt~ ad!ss' cost f\mctton is linear; and even so, 

the associated upper bound of 2m0.51or m index sets to be tested is not enough of a 

reduction to enable the inexpensive selection of the optimal index set for a relation with a 

moderate number of domains. 

When we remove the above two assumptions, the computation needed to evaluate the utility 

of a proposed index set becomes~ dependent' 'on the 'hutnber of di'stincf query types 
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forecasted. (All told, there are <2"' - I} paull>le coniUKtive query types (which specify 1 or 

more domains) and CZ" - m - l).disjunctive ..-1 IJpes:(which specify 2 or more domains 

for a total of czn·1 - m - 2) possible query types.) Except in cases when only a few of the 

large number of potential, query types actuallt .occur~ t~ eva~ ~ the cost-effectiveness 

of a part.tPllar potential i,OO_ex set U, q\iite e~,_..slve. ~we lta.v~ .a strong incentive for 

systematically reducing the search spate for the optjm,a.l in.dell set. Yet. a.;ause of our lack 

of simplifyin_g assumptions. the hope of finding "°. alg9fithmic way to explore a, reduced 

search space of practical size and stilJ finding the optilJwm is dim. Therefore. it is 

appropriate to draw ~ the experience of a.nUidalJn~ ,~ work.Ing in areas 

where .formal mathematical structures are ~lly il;np1Ktkal.. and we .. heu.ci#ie 

rnethocis CFeig.,bawn&!. Meier69l ~ sipifiQlltll ~~·the.sea~ spat&, and .that 

work. towal'ds obtaining a near-optimal~ 

1. Index §geetgp. Bem"IQics 

In thi5 section, we examine the structure of the index selection problem and describe a 

number of ways in which the index Jelectkm c;ost c:aa be reducecL 

(1) Not all queries can use indices profitably. The expected set of tuples that satisfy a 

query may be so larp (i.e. the.qualified tuplls~ely to reside on .close top pages) 

that no sec of indices could pos$ibly be llSeful in ~· ~ocelling. Since the cast of 

computing the utility of a proposed set of indices is dependml aa the: total nu,mber of 

queries under consideration, thase queries that cannot profitably make use of indices 

should be removed from the projected query,~ wfMY! 1'QJC~ng ~ is to be 

minimized. T:fais ~ be done by ~·· t1Je ~Ji_ng ~ of each qu«J given 
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the availability of indices on aU domains that are used in the query. If this is more 

expensive than a sequential scan. then the query should be removed from the projected 

set of queries. 

(2) Some domains can be eliminated from the initial candidate set by virtue of their low 

occurrence frequendes in queries; This effectively reduces m, the initial number of 

domains in the candidate set. Using the forecasted frequency of each query type, and 

the projected selectivity of each domain in the relation, we can compute an upper 

bound on the number of page accesses that the use of Jn index iK1 a particular domain 

can save in the processing of the f orecastl!d set of ·queries, . lf this upper bound is less 

than the projected cost of maintaining an index on ·the domain, then this domain can 

safely be excluded from the iftitial candidate set i.e., the domain is so unselective or is 

used in retrievals so infrequently relative te its being updated. that it cannot possibly 

be profitable to index it. 

The upper bound on the utility of an index~for an arbitrary domain i is computed as 

follows. Let q be a conjunctive query type that involves domain i, and let Sq be the 

joint selectivity of all the domains of q. Then the tuples that satisfy q are expected to 

reside on f(SqWl) pages, where n· is the total number or tuples in the relation and f is 

our non-linear function for expected page accesses. So an upper bound on the benefit 

that an index on i could possibly bring to the- evaluation of. ct would be to reduce the 

number of pages to be accessed from p to f(Sq*A). {A silnilar formula holds as well for 

the maximal reduction where q is a disjUnctive query. but with Sq there representing 

the joint diSjuncti\re selectivity of the domains usec:nn-q.) In the case of a conjunctive 

query, an additional upper carr'-bi eomputed whidi in some cases may be tighter than 
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the one just mentioned. Note that an index on domai& i with, .-klctivity Si reduces the 

number of tuples that ha.ve to be examined to resolve a conj\lnctive query involving 

domain i by a faaor of Si. However, because of the convexity of out tuple a~ cost 

function, a reduction by Si in the number of tuples to acceH leads to Jess than a 

reduction by Si in page accesses Hence the max.Unal- incrtnWll~ sa.vmg (in tmns of 

page accesaes) cannot ex~ (»(l - S~. Thul tu· upper bouRc1 en the &&tility of an 

index for i is; 

(5. 1) 

where 

1'-qtQi Fq• ( (1-Tq)•ain {p• (1-S1> ,.pa(l~f ( <'l.J,&q Sj) *A)) + 

Tq•P•U-f ( (1-~lD o-s~ )•n)) 
q 

Qi • set of. forecasted query tn*: &hat ta domain i 

F q • projecled number of GCCW'reaMS of q. 

Dq = set of domains referenced in q 

Tq = 0 if q is conjunctive and 1 if q is disjunctive 

n • total number of tuples in the relation 

f • noa .. linear tuple~· cGlt functien for tfae. relation 

(3) Some domains could be known to be included in the optimal index. set by virtue of 

their high occurrence frequencies- in queries.. Fe each domaia. we can compute a lower 

bound ,oo the savings in query processing ill indeXinl an, tanag. If the latter is less 

than the expected mainrenanGe COii. then the <lofnaiA, mtlll liw ind&Kklct ia the optimal 

index set. In cases where a domain is wed together Mdl· ochert in a query. it is very 

difficult to. assess the- lower bound QQ.- the utility .of the' ia4-~ T~pre. we will 

compute,the lower -Oouad for &. domain. bMeQ:,oaty, oa ~,.-~ in wtw:h the 
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domain occur alone. 

C 4) A near optimum choice of the index set can· be made inaementa11y. This heuristic 

permits analysli Of the problem as a stepwise 'minimization, ea.ch time adding to the 

index set that domain which will bring the best tmprovtmt!rrt to the cost function. 

There have been two previous suggestions regarding the incremental selection of 

domains to be indexed. Farley arrd Stfiuster trl+fey15l' suggest that the incremental 

selection process can be terminated once no single domain in the non-indexed set can 

be chosen that wit1 yield in-detnenta1 cbst/benefitS. This: ts ittsutfiaent for our choice 

of query and tuple access modelS; there are- two reasons why it may be necessary to 

consider the incremental stvings broughf-by-adtllnf- cw· or· more indices together to 

the index set candidate. -First, it marhppen tbat'fot a query involving a conjun'ction 

of conditions, the selectivity of any one domain may nof.be' stiffieient to reduce the 

number of pages to be accessed to significantly less than the total number of pages in 

the relation, whereas the joint selectivity of 't'WO::iM- m&R-tloinai~s' might. (lleca11 that 

the reduction must be significant in order to cover the index accessing cost.) Secondly, 

a disjunction of conditions cari be resolved via indices unfy if an of the domains 

involved in the disjunction are indexed. Arr alf@triatiW strategy has been suggested by 

Held [Held75b], who, at any stage of the incremental index selection procedure, 

considers the incremental savings Of ·each of ihe- pomble 'Subset of domains in the 

candidate set with less than or equal to:soine-fixed numt>et0f'1i~ains in it. This, of 

course, may be' very inefficient. We have 'taken an tnrerrriediate approach. We 

consider the adjoining of multiple domains to the index set only if no single domain 

that will yield positive intrtmenta1 5avingi can b~cfonnd. ' 
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(5) Only a smaJJ subset of all possible candidate domains need be considered in 

determining the next domain or set of domains to be adjoined to the index set at each 

stage. We can rank the domains with respect to the maxi""l sa..vings each can bring 

and then consider only the top ran.king M dqmaim.and combj~s of them, for 

detailed incremental savings calculation. (Altern~tively, we cap take the maintenance 

cost of each into consideration and divide the maximal savings of each index by its 

maintenance cost before doing the. ranking.) F!Jrtliermore. a bound M' (M'sM) can be 

imposed on the number of domains that wiU be.~ ~Jther. . . 

(6) An upper bound can be put on the. total RW,llber. of cost ,evaluations 0.e.. the total 

number of index sets.~) to .be performtd,.~ t~ ~~selection Rrocedure. 

Also, an upper bound can be put on the maximUm ~ of ~ index set that will be 

considered. The incremental seJec.tion. promclw'e _will be ~ when either of 

these bounds is exceeded. 

2. Ind.ex Selection. P£ocedure 

To illustrate the above heuristics,_ we p.reJent the ct.Wis. o£ our index selection procedure. 

Our procedure can be divided into thre. phases. 

Phase 1 (Initialization) - During this p~se. a temative index set is- .q,osen to include aU 

those clearly profitable dmnains. and &, rant.mg of. the 4~ins tbai might J>e profitable to 

adjoin to the tentative index set is computed. Thi.I involves·. the f QJlowilJi; ~ 

(a) Remove from the projected set Qf queries all those- that ~n~ profitably make use of 
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indices. 

(b) For each domain, compute a lower and upper bound on the savings an index on the 

domain-can bring. 

(c) Partition the set of domains D in tht rmtkm ·into three diljoint Subsets: Dt - the 

tentatively chosen index set, De - the candidate set, :an4 Dn • the non-profitable set. 

Initialize Dt with those domains whose maintenance costs are less than the 

corresponding minimal savings they can bring; Dn with those domairas whose 

mainrenance eo11: .. Rceeds the corresponding max{(nat savtng& they can bring, and ·De 

With D - De - Dn. 

Cd) Rank the domains in Dc with respect to their estin'Jlted utility. 

Phase 2 (Incremental Selection) - The tentative index set is enlarged by the adjoinment of 

domain(s) to it incrementally. 

(a) Consider in turn the incremental savings gained by indexing each of the M top 

ranking domains in the candidate set (i.e., for each of these domaim d, compute the 

cost associated with Dt + d, and compare it to the cost associated with Dt). Adjoin to 

Dt that one which will give the best improvement to the cost function. If one cannot 

be found. then consider larger-sized combinations (up to M') of these M domains. 

Consider combinations of the next -larger size only if it is. not -protita11te "to ad join any 

of the combinations of the current size. 
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(b) Remove the domain(s) from Dc as they are adjoined to Dt. Resume considering 

individual domains for further adjoinment after an adjoinment to Dr 

(c) Terminate the incremental selection if no subset (of size less than or equal to M') of the 

M top ranking domains in the candldate set can be chosen such that its adjoinment to 

the index se:t wiU improve the index set's cmt fu~· ,or .if dM upper bound an the 

total number of cost evaluatiom is reached. 

Phase 3 (Bump-shift [Kuehn63]) - Domains that have been adjoiR«l to the tenta.ttve index 

set early in the incremental selection pbaae IMJ atm G8l to. be,~.-amical •-the- remit of 

later addition of other domains to the set, and thus should be remov~;from theindex set. 

Since the probability of the need for the simultaneous removal of more than one domain is 

quite small, we will only cORsider tae remcwalof individual dalainS. (The necessity to 

remove two domains from Dt implies that some of those queries whose processing costs are 

significantly improved by the initial adjoimnent of thele demains. to J)t• becom~ less 

dependent on them as other indices become available. The fact Chai it ii not prof itab• to 

remove one of them alone implies that there are some queries which depend on both of 

them, and whose processing costa are improvec::l. in. tht presence-: *>f ea&b indices. by more 

than the maintenance cost of either one, but less than the maintenance cost of both. Such a 

combinatiOn of Circumstances is rare emugh for us- .co ignore .it.) 

{a) For each domain d cenca.ti'nly assigned to the inda. sa, aibtratt the toral cost for Dt 

from that for ~ - cl. llaM>Ye from D1 that d for whidl the ._,ctifferenm u Jargest. 

(b) Repeat the process until no domains remain in De whose removal would improve its 
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cost function. 

In order to assure that we have a real local optimum, we may go back to the 

incremental selection phase after some domains have been teinoved from the tentative 

index set To parantee that the procesl terminates. we wauldd put a domain d into Dn 

if it is removed from· Dt by the bump-shift pfttse. 

8. Performance of Index Selection Heuristics 

We have discussed a number of ways in which the index selection problem may be 

simplified. The initialization phase of our heuristic selection procedure leads to a reduction 

in the search space for the optimal index set and a reducti0n in the total ·number of queries 

that have tO be considered under any proposed iiidexing policy,· without jeopardizing the 

possibility of finding the real optimum indtx set. On 'the other hand, when we make use of 

the heuristics of stepwise minimization and of considering only ttd! 'tof>: rlnking domains for 

incremental selection, we have opted for a good solution at reasonable cost rather than the 

opttmat solution at any cost. There are several reasons why th~ stepwise minizauon 

procedure should be good. 

(a) It resembles the methods that might be employed by· an ·intelligent human being in 

solving the index selection problem. For any tentatively chose1findex·set, we know for 

sure that the cost of ma-irttaining these indices is less than the savings that they bring. 

Furthermore, the totat system eost is m0notonica1ly decreasing as successive-domains are 

added to (during incremental selection) md removed from (during· bump-shift) ·the 

tentative index set. 



Chapter 5 Index Se~tion 

(b) It has been successfully applied in problem areas of a similar nature. In [Kuehn6S], 

stepwise minimization was applied to the problem of choosing the sites for warehouses 

from a number of potential sites which mini,mize a particular cost funelion. The· 

problem is in many respects simil;u' to the index selection, especially in the fact that for 

each potential wareh,ouse site. there is the .possibHity of bav.i,r,lg or no~ baving a 

warehouse at that site, just as for each domaill, we have the possibility of having or 

not having an index on that domain. 

(c) It actually finds the optimal index set under certain circumstances. It is provably 

optimal if only single domain queries .and/or .disjullctive. quer~ ar~ present in the 

projected query set. In such a case, it.is im~ible for the heuristic algorithm to 

choose an index set that is a subset of the optimum, since it considers adjoining 

combinations when necessary; also, it is impossible for tb~ heuristi~. algorithm to 

include in its choice a domain that is not in the real optimum index set. (The fact that 

a domain has been adjoined to the heµristically chosen index set means tha.t there is a 

set of queries which depend on the availability of the index in question in order to be 

resolved wing indices. and that the savings from processing these queries using indices 

more than pay for the maintenance cost of that index.) 

In the presence of both conjunctive and disjunctive queries, it is possible that the 

heuristically chosen index set can depart significantly f.rom the optimal index set. However, 

we can argue that the probabilily of this occurring.is quite small, and.. even if it thil does 

occur, the total system cost under the heuristically chosen set oi indices may not be too 

different from that under the optimal index set. 
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Let Dopt and Dheur be the optimum index set and the set chosen by the heuristic index 

selection procedure respectively; then we have the following circumstances in which Dheur 

will be non"'()ptimal. 

(a) Dopt strictly includes Dheur - This is highly unlikely, since we do consider the 

adjoinment of multiple domains (up to a certain bound) to the tentatively chosen index 

set if no simpler adjOinment is profitable. 

(b) Dheur strictly includes Dopt - Because of our bump-shift procedure, we know that 

Dheur must include two or more domains that are not in Dopt• and as discussed in the 

previous section (on the bump-shift procedure), this is very unlikely. 

(c) There are domains in Dopt which are not in Dheur and vice versa - This is probably 

going to be the most common. The fact that domains which are in Dopt - Dheur are 

not adjoined to Dheur implies either that they need to be simultaneously indexed to be 

useful and their total number exceeds the bound on the number of domains that the 

heuristic index selection procedure will consider for simultaneous adjoinment, a 

possibility which is quite remote; or that indices on them are no longer useful in the 

presence of domains in Dheur - Dopt• in which case the total system cost for Dheur 

may not be too far away from that for Dopr 

We have performed a limited amount of experimentation with the above heuristic 

algorithm, applying it to a number of access histories, and comparing its results to those 

obtained by an exhaustive consideration of all possible index sets. In the cases that we have 

tested, the heuristic algorithm has almost always found the optimal index set at a small 
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fraction of the cost of the exhaustive procedure. Most of the increments to the tentative 

index set consist of single domains, so that the toial number o€ index sets considered only 

increased only linearly, instead of exponentially, with the total number of domains in the 

relation. Moreover, the bump-shift phase seldom yielded an improved choice over that 

given by the incremental .selettion. which, in many cases was alreadJ. identieal to the choice 

given by an exhaustive seal'Ch and. tberefore opWJlal 

4. On Further Reducing the Cost of Index Selection 

The main thrust of the heuristic index selection algorithm described in the previous section 

was towards reducing the search space far potential index set1 by making the. selection 

procedure an incremental one. However, in addition to the need for cutting down the index 

set search space. there is also the need to minimize. the cost of ~ing . the cost/benefits of 

each indi¥idual index set Ry mak.in_g forecasts of qµery type ouurxence fr~cies based 

on past observation, we have thus far avoided the strong ll»Umption that individual 

domain occurrence probabilities in a query are independent In consequence •. however. our 

scheme requir6 that in considering eadl po,uible increment to tbe iodex set.. we evaluate the 

costs of processing each of the projected query types that invoJves any of the domains in the 

increment The number of possible query typ~ is an exponential function of the n&1mber of 

domains in the relation; so the number of query types. that aau.Jly qccur is ~ lik.ely to 

increase quite rapidly with the number of domains. There may be as many as~ - ~-k 

conjunctive query types that will reqUire individual computa.Wm (for n~ proc;asing cost). 

where k. is the size of the. increment under coniideration; tbae are those queries that use at 

least one of the domams in the proposed increment OlU; poWbJe UinpJification is to group 

<p1eries together and to characterize the gioup in terms of ~ ..it oumber of statistical 
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properties. Instead of finding the savings in the pr~ng of each of the queries that are 

affected by a proposed incr~ment, we can compute the savinp·fQr the group as a whole, 

which can be done more efficiently. In the foUQ.wt91,MetiORJ. ~··will samine one query 

. grouping scheme that has been suggested previously and suggest .extensions to it. 

In [Schkolnick75] (who considers only conjunctive queries), aU querieS are put into a single 

group which is described by the query occurrence probabilities of each domain, (i.e., the 

fraction of queries in which the domain is used). Furthermore, these probabilities are 

assumed to be independent. For example, for a relation with three domains a, b and c, each 

with occurrence probability Pa• Pb• Pc respectively. the probability of having a query that 

involves just the domains •and b is usumed .to be 

cs. 2) 

since Pa and Pb are the oc.currence probabilities of domain• a and b, and 1 - Pc is the 

probability of domain e's non-occurrence. For -a proposed index set D. the total query 

proceSSing cost can then be computed as follows. 

Let Nt • total number of tuples 

NQ • totil nu~ of queries 

Q = set of all possible queries 

AS 1 = average selectivity of domain i 

AC1 = average access cost for index on domain i 

_P·q • occurrence probability of query 'I· q£ Q 

Dq = domains specified in query q, qE Q 
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F q • cost of accessing the set of tuples to resolve q using index set D 

• cost of accessing (llh D nD AS1) • Ht tuples-
q 

Cq • processing cost of qutry q wieh index set D 

• czhDqnD AC1> + Pq 

then the total query processing <OSt ii 

(5. 3) 

considered. (A distinguishable sub-group of queries consists of aU those queries with the 

same expected processing cost under a given Ht Of indices. GiYen an index set I>, two 

queries fall into the same sub-group if they use the same set of domains in D, since their 

processing will involve the use of the same set of it'ld1o!t. fflUkillC·iA the accessing of sets of 

tuples of the same expected size;) Consider the atJcwe Memaift relation met lhe index set 

which includes only domain a, then the possible queries iR me. group- a.n be dividad into 

two sub-groups, those that specify domain a and those don't. In generai it is necessary to 

evaluate the processing cost of each of these distinguilhablf'sub-gnM.lps indtvidually beforw. 

an expected processing cost for an average query can IJe cainpl!lid. HeWever, ·by assuming 

that the tuple access cost function is linear, a fur!her stmp1katiDn 1'esub in the following 

total query processing cost 

(5. 4) 
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The above formula admits of the following simple interpretation: for an average query, 

With probability pi domain 1 in tfte. index Slt· :1). is spedf ied, • trt' Wftkh case the fraction M 

tuples that have to be exlmined ·is ·reduced by-AS'i~ .. a:nd with probability 1 - Pi domain i is 

not specified in which case an· index on doma~ i does m'lr ·lead tO' any reduction in the 

number of tuples t~ be examined. 

We thus see that Schkolnick's scheme leads to a very Simple computation for the eva:lua.tion 

of the utility of an index set. However, the- simplifying assumptions that lead to this 

computational simplicity are not altogether realistic 

5. Query Clustering 

We feel that the idea of grouping. queries is furidamentallf' sound, since it significantly 

reduces the numt?er of query types that have to be considered at each step of the 

incremental index selection procedure. On the othe't hand, grouping can lead to toss ·in 

correlation information. For example, again consider the above S-domain relation: it may 

happen that domains a and b never appear tbgether tri queries, whereas the independence 

assumption will lead us to assume that a query that specifies 0nly dorilatn a and domain b 

does occur with probabtlity Pa * Pb Ct (1 - Pc>· In order to preserve the correlation 

information, we should only group similar queries together. Hence, the division of the 

queries into more than one group may be necessary. Since s0me eorrelation Information is 

inevitably lost when queries are grouped together and it often happens that some queries 

occur quite frequently while others only rarely, we may want to consider:the most frequently 

Oc:curring queries individually, in the process of tncrerfreiltlf indexing utltity calcUlation: 

while 'grouping the 1ess frequent ones into ·one or more groups. 
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To incorporate tbe above scheme.,the.eY.aluation of the-µ~y Qf ~.proposed increment to 

the tentative index set can be mod.ified.~S;f~i. T~ -eJQen~ avin• afforded by the 

increment to each of the Jr-.u• {nQR-gr011ped) que.ries, iso camp1.1ted as before. A\ for each 

of the query groups .. w.e compute Jbe: imprGHIMDt. to.~ disting~Je. sub-graup of 

queries that is affected by the increment The improvement tQ.the gn,tU~" is ~ compuied. 

as a product of the total number of query occurences in the group and the average 

improv.ement to a '1.Uery in. tht g,wp •. The, latter ii. ~· f mm. the< sum Of the 

improvements ta each of the.. diltin~h.le ~avpa. qg.hed. bJ their imlivictwd 

occurrence probability with respect to the group. 

The clustering scheme we suggest for the less frequent quer• ~ q{ the ·nea~~id" 

type [Belford75]. (This involves the definition of a metric or a measure for the distance 

between queries and groups of queries. The centroitLof a group may he looked upon. as an 

averag,e (or representative). query in. the g~oup.} Since. the c.ost .evaluation proces& at ea.ch 

step of the incremental index selection proce,ciure is dependent on the. number of query 

groups we have, we ma¥ a priori determine the !)Umber of groups ($1.y G) iAtO wbic.h the 

less frequent queries are to b~ divided. A possible Pl;l.Uering strategy is u follows. We rank 

the less frequent queries in terms of their occurrence frequencies, and start off with groups 

that are singletons of the G top ranking queries. The remaining; ~ries are considered 

sequentially; each is added to the 1roup. with . the nearest centrQkl.. aft.er which the centroid 

for the affected group is recomputed. 

For each query group. we maintain its centroid arui tlM total number of qµery occurrences in 

the g.-oup. We r.epresent a query by means .. of a binacy vec:tor which indi~ tJ)e domains 

that are used in the query and the centroid of a lfOUll of queries. bJ means. pf a vector that 
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indicates the occurrence probability of the individual domains with respect to the group. 

Let V g • vector representation of a query group g 

V q • vector representation of a query q 

F g • total number of query occurrences' in· g 

F q • total number of otcurrences of q · 

The distance between q and g can be computed as 

(5. 5) 

When q is added to g, the centroid of the group is- recomput~ as 

(5. 6) 

and the total number of query occurrences in the -group is up4ated as 

(5. 7) 

In order to evaluate the utility of a proposed index set with respect to a given group of 

queries, we need to have a scheme for the assignment of ·occuu-ence probability to each 

possible query in the group. One possibility is to use the independence assumption 

discussed previously. However, this results in:the assignment of a non.;zero probability to 

the query that specifies none of the domains, whicfFts'inli~tesinc~ we-never·include·the 

query that specifies no domain in our grouping scheme. Therefore, we need to have a 
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scheme for the normalization of probability assignments. ln addition, we might want to 

take into consideration the complexity (number of domains specified) of the component 

queries of the group. For example, if altof the cotnponent,quenes in the group. involve say 

two domains, then we should discount single-domailt or naortibu--twcHlomain queries in 

the probability assignments. In view of the abe\le two comideratians; we- can keep track. of 

the number of query occurrences for each c:ompleQ:f in the plWlllS: d ad.ding queries to a 

group, and use the following normalization scheme. 

Let NQ = total number of query occurrences in the group 

le .. total number of domains. with aon-uro occurrence probability 

P 1 = occurrence probability of the ith domain 

NC1 ,. number of query ouurrences Wilh-'*'Plmtityi 

The conditional occurrence probability of a query q. which uses domains in Dq• given that 

the query is of complexity Cq• can be computed as the product of the occurrence 

probabilities of domains in D fr normalilfd by the wm of procipcts of probabilities of all 

non-zero-occurrence-probability domains in the group, taken Cq at a time. The above 

normalization factor for queries of complexity i can be shown to be the coefficient of xi in 

the following expansion 0..iu68]: 

Hena, the unconditional proabilicy of having a ')UelJ 'l wh~ usa the sec of domains in 

Dq and of complexity Cq.can De~ u 
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(5.8) 

Note that the number of distinguishable sub-groups in a query group with respect to an 

index set (and hence the cost of indexing utility evaluation) depends on the number of 

domains with non-zero occurrence probability (with respect «> the the group) that the index 

set contains~ (The adjoinmeRt of domain• With Jll'O occurrence probability in the group to 

the index set will not affect the processing of the group.) Therefore, an alternative 'to the 

above strategy of a priori deciding the number of groups to have is to limit the number of 

domains· with non-zero occurrence- probabl1ity in each -group. In attempting tO add a query 

to one of the existirtg poups, we e&R< take into tonlideratlen both. its distanee from the 

group and the number ot domains with non-zero ocellrtence prebability in the resulting 

group, and create a new group if necessary. 
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CBAPTBB ·8 .... 

SUMMA.BY A.ND PUTUBIJ BBSBA.BCB 

The research reported m this thesis has been motivated by the need for inteHigent data taase 

~eme1tt syat~. «>c su.pporc larl' illteg~ dala- .... -,~ have propased a 

methedology for the ~ of ~1UMl·JIJ~capabilities into 

databaa~t1pciwn. ... Specifkally.we._.t)te;~appraada:. 

(1) the ~ve~ of an uc:w:a~ cost model ~t,.~IJ,,r:c(a.cc.. tlte: .4-ta bate 

eAVircxNBent ancl - .~ . .,..., ..-,(dlil~ .... ta.lle:-~both bJ-lhe · - .. . 

query-~ Iqr.~ lhe- mou. ecGll8n\ic--....~path fer a. pv.~ -query a~ by 

the reorganization component of the system f .. ,_die Hlllf;ian a. L..,~ -phJ*al 

data base organization for the observed access pattern); 

(2) the monitoring of accesses to the data base that allows the system to build up an 

accurate model of the contents of the data but and the way that the data base is used; 

(3) the application of forecasting techniques to detect and respond to changes in access 

requirements and data characteristics; 

(4) the design of computationally feasible heuristics that select a near-optimal physical 

organization at a reasonable cost. 

We have applied the foregoing steps to the index selection problem and have achieV«l a 

design for the incorporation of an adaptive index selection capability inro a dynamic. single-
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relation data base environment. In the following sections, ,we will summarize the novel 

aspects of our approach and. suggest poqible extensions to it 

1. Comparison with Previous Work 

Our experimental and. heuristic approach to the index se~ problem is different in 

many respects from previous studies by Stonebrate [Stonebrater74]. King [King74l 

Schkolnick [Schkolnick75], Farley [Farley'75l and Held [Held75bl These other studies have 

either been formal analyses. which have· made many simplifying aaumptions in order to 

obtain an analytic solution, or else system desigM that have been .ma.plete or unrealistic in 

various ways. 

Our work attempts to go farther than these by utiliZing more complefe and accurate models 

of cost and access, and by emphasizing important aspects of realistic data base 

environments. Our model of tuple access is realistic in Jlle senie that we ta.le into 

consideration the bJocJUng effect of tuples on secondary. stGrage dukes. Our ~t models 

for data base access and maintenance aa:ount for such real overheads as the expense of 

index accessing and the cost of maintaining the index as a balanced tree. Our approach of 

minimizing the total processing cost for the upcoming interva~ rather than the expected cost 

for a single data base transaction, is flexible enough to ~nt for ~e overhead costs of 

index creation, index storage, and application program retranslation. 

We have stressed the importance of accurate usag11 ~ acquismen and dat4l characteristic 

estimation in a dynamic environment where access. r4t11ir«nents are continually changing. 

Our scheme endeavDW"s. to obtain a precise model of 4ata base. u .. e by r.ecording actual 
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query patterns, thereby avoiding the strong and often maccurate .uumption that domain 

specifications in queries are uncormated. Wt at..ilile: •<dMHicleratlan the facts that 

values of a domain may not be equany used in queries and that they may not be evenly 

distributed among tuples of the retation,·bymonitoriftC theUn\atMl«tivitie:ofthe·dOmain­

values that are used in queries. On the other hand, we have also made sure that our 

schemes for gatherinf ·Slatistics during· the proc.essmg of 41.ta bue ri'ansactions· have u little 

effect on system performance- as· poui&ale. 

We believe it necessary to apply f orecutlnt bldaniques &o past" o&NeFYUions and pnrdict 

fature acceu reqWf'ements and chuacteristia. in order .to c:aphlle aad tespond. to the 

dynamic and changing nature of data base usage. In the selection of applicable fORCllSting 

techniques, we have stressed the importance of minimal storage requirements. simplicity in 

computation, responsi-...and adaptability. 

Finally, the size of actual data bases is reflected in our cen~m for ·efueient heuriscia to 

speed up the index selection pA>CtSS. Our scheme for the greupiQf1of Cpaeries allows us to 

reduce the index selecticlft cost and yet preserve the- iDf1ueM» af dl•ia'cerrelatton on the 

selection procedure. 

2. Directions for> Puwre Besearoh 

There are numerous optimization opportunities in a complex data base environment. In 

this thesis, we have addmsed the optitniattGn issUes related.'to the cheice of indiceS to be 

maintained· and tlle srrategy for •tftg time iftdkes ill .-r procenmg~ ··By way or 

conclusions, we suggest ·sevetal direuions in whidt ear wort, can· be' stended. 
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Cl) There are many separate issues that need resolution in the selection of physical 

organization for a general integrated data base, including method of· placement of 

records on secondary storage, primary access mechanism, auxiliary access aids, 

clustering parameters etc. Within a single-data base environment, an organizational 

issue that might be profitable to consider in conjunction with the selection of indices is 

the division of the stored representation ot the relation into a. number of subfiles, each 

consitting of subtuples containing only a subset of ··the fields in the relation. The 

purpose of such an organization is to timit the amount of irrelevant information that 

is accessed, when the qualification and output parts of a query involve only a small 

number of domains in the relation. Prevlotls stu'.dies [Kennedy'72~ ·stocker,,, Hoffer75) 

have considered this file partitioning problem in the absence of auxiliary access aids. 

An adaptive strategy towards the simultaneous se1ection of indices and :file partitions 

might be fruitful. 

(2) Even though our investigations into index ·selection are· in many respects more 

comprehensive than previous studies, we hue considered only the environment of a 

single-relation data base accessed through a restricted lnterf'ace with limited capa'bilities 

for the selection of data. To fully realize the flexibility of a relational data base, it is 

necessary to consider a mutti•relation environment together With· a high-level non­

procedural language i·nterface that permits .'.quertes with arbitrary interconnection 

between relations m the qualification part and htgtr level operations on the qualified 

data. In such an environment, it is necessary tb canstdefthe utility' of indites for more 

complicated operations (such as restriction, projection, division, join, etc. [Codd70, 

Patermo72, Smith75, Rothnte75, Pecherer75, Wong76]} and 'to select indices for all the 

relations in the data base as a whole. The recording of demiled access history will be 
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necessary for optimal index selection in tlUs envimommt, and tbe use .cf heuristic$ 

should be fruitful in cutting down the. seuda apace and for selecting richer index 

strucwres (such as combined indices). 

(3) We, have proposed that an intelligent daia managemeat.system.should build. up a 

model of the COlltenU of the data halt and.ta. way that it ii used. Su.ch ial:ormation 

can be used for the evaluation of c;asts of aleemative .~ ~for the precessing of 

queries. In additian .to individuat .-y ~·,and. glQbal .~of optimal 

physical orpntzation. a query coat estimator can, fiad yet another appliQ.tioD in large 

integrated data hues. It is all too ea.sy for a naiv.c. data.bue .U!ef' co..~ a simple-to­

phra$e query that will tab a .great deal of ~I nseun:e and time ta. answer. 

Freq.uently. the value Qf this. inforrnanoa to: the mpaescor will not be commensurate 

with the resources expended to obtain it If a cost estimator is availa~le at the user 

interface, a user can obtain an estimate of the cost of answering his query and then 

decide to pay the pnce_and hLve it amwered.or ta..cancelthequery. More work an the 

development oJ COit models for complex query proceuing. and schemes. for the 

acquisition of the necessary parameters. in order to: provide such a fadlity. 

(4) We have applied for.ecastin' techniq~es to .the predictioa of upcoming access 

req\lirements and data characteristia. In a truly adaptive..,,. hjgher level adaptive 

mechanisms will aho be necassary. Levin.~¥ia'75l. hu '"Ii~ the following 

hierarchy of adaptive mechanisms to be _,.yed in.an. ~eWr:onment: 

Ca) a f orecastift&. mechanism that per£ arms prtdimon olo vartous pantmten ·IA the system 

bued on past obserlations; 
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(b) a parameter adaptive mechanism that for a given forecasting technique chooses the 

best values for the basic parameters of the •hni((Ue. 

(c) a meta-adaptation mechanism that auiomati~IJY switches from one forecuti11g 

technique to another based on their individ~l .Wf~ 

The adpative forecasting procedure we have described actually encompasses the first 

two mechanisms. To incorporate the meta-adaptive mechanism for a particular time 

series involves keeping around the entire series (or at 1ealt the JltOlt recent portion) and 

comparing the amount of forecasting error that would have been resulted from the 

application of each of the forecasting technique under consideration. The large 

number of parameters that we utilize preclude the applieation of any meta-adaptation 

mechanism to each of them. On the other hand, a selective application of such a 

mechanism to parameters to which the cost function is most sensitive may be 

appropriate. 

We have assumed that reorganization is to be considered at fixed intervals, the length 

of which are to be determined by the data b~ administrator. Since the overhead of 

index selection is incurred at each reorganiuUoA pqint, it would be desirable to have 

the system automatically adjust the intervals between reorganization points to suit the 
\ 

rate of change in access pattern and the ctegrac;Jation of system performance. More 

fundamentally, an intelliggent adaptive system must assure that the payoff of the 

adaptive mechanisms is commensurate with itl overhead costs, and ·switch if orr· 
when the usage requirements reaches a steady state. 
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APPENDIX 1 

PROOF 01' BQVATION (8.8) 

Consider m tuples T 1• T 2' """, Tm to be placed into n equally Ubly slots that att partitioned 

into p blocks of t slots each (n • ptt). I.et p(r) be tM' number of blocb that contain Ti• T 2' 

-. Tr Detine 

(Al. 1) p (0) • 0 

(Al. 2) dCr> • p(l'+1) - p(r) 

then p(r) and d(r) are random variables. and d(r) takes ,on values 0 or l Let f(r) be the 
' ' ' 

expected value of p(r), then we have the following recurrence relation: 
- ' •'" ' 

(Al. 3) f (0) • 0 

CAl.4) f(r+l) - f(r) • E{dCr>> 

(Al. 5) 

.. Prob Cd Cr> •11 

.. :z Prob Id Cr) •1 I p Cr> •kl Prob [p Cr> •kl 
k 

k•P n - k t 
= :Z Prob [p(r)•kJ 

k•O n - r 

k•p ( n k t ) • :z - - --:- Prob Ip,Cr)•kl 
k•O n - r n - r 

n t 
• ----- - ----- f (r) 

n - r n - r 

n - r - t n 
f Cr+l) • f(r) + -

n - r n - r 
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A closed form solution of the above difference equation can be obtained as follows. Let 

(At. 6) 

(Al. 7) 

(Al. 8) 

s = n - r 

r = n - s, then 

GO 

E s f Cn-s+l) XS 
S=O 

GO GO 

= E (S - t) f (n-s) XS + E n XS 
S•O S•O 

With some manipulations of equation {Al.8) we have 

GO 

(Al. 9) E (S - 1 + 1) f (n- (s-1)) XS 
S=O 

GO 

• E Cs - 1 + 1) f <n-<s-1)) xs 
S•l 

GO GO 

• E s f Cn-s) x5 - E t f Cn-s) x5 + 
S•O S=O 

Considering the second equality sign in equation {Al.9), we get 

GO 

(Al. 10) x2 E Cs - 1) f Cn-Cs-1)) xs-2 + x 
S•l 

GO 

+ x E f(n-Cs-1)) xs-l 
S=l 

GO GO 

GO 

E n XS 
S=O 

GO 

E f Cn- Cs-1)) 
S•l 

GO 

= x E s f Cn-s) x5- 1 - t E f <n-s) x5 + n E XS 
• S•O S•O S=O 

x s-1 
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Let 

GO 

(Al. 11) F{X) • l! f {n-s) x5 

• 
(Al. 12) F' <x> • Z s f <n~s> xs-1 

then f ram equation (ALlO) we get 

x 
{Al. 13) x2 F' {x) + x F {x) • x F' (x) - t F (X) + • or 

1 - x 

t + x n 
(Al. 14) F' {X) - ---- p (X). . -----

X (1 - X) X (1 - X) 2 

Equation (Al.14) is a linear first order differendal equation. and has the following general 

solution 

CAl. 15) 
X t ( J (1 _ X) t-1 ) 

F{X) = c - dx 
(1 _ X)t~l xt+l 

• xt ( n (1 -x)t) 
n - x> t+ t c + ; --;- , 
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c xt n 
= + 

(1 _ X)t+l t (1 - X) 

m Ck) n co 

= c xt E xk + - E XS 
k=O k t S=O 

co c·k) n co 

= c E k xt+k + - E XS 
k=O t s=O 

From equations (Al.7) and (Al.8), f(r) • f(n-s) = coefficient of xs in F(x). Letting 

(Al. 16) s = t + k 

= n - r, we have 

(Al.17) F(X) = C ; (t+tk) XS + ~ ; XS 
S=t t S=O 

(Al. 18) 

Using the initial condition f(O) "'0, we have 

(Al. 19) 

1 
(Al. 20) c = - --

(n-1) 
t-1 
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Substituting this for c in equation (Al.19) we have, 

n 
(n~r) 

(Al. 21) f (r) = 
t 

c-1) 
t-1 

n ( Cr)) 
= - 1 - --

t (:) 
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APPENDIX 2 

ANALYSIS OP SOBTING COST 

The sorting of pairs of domain values and tuple identifiers forms a key step in the creation 

of an index. For typical fife sizes in a data base environment, an external sorting is 

required. The sort merge technique has been extenSively studied [*l Ignoring internal 

comparison costs, the cost of a sort merge depends 0n the number of initial sorted subfiles, 

the merge factor, and the size of the blocks that are read from and written back into 

secondary storage. However~ as we have assumed that the i)age ts the fixed unit of storage 

altocation, we wi11 ignore the possibility of improving the Clisk ~ng cost by reading and 

writing blocks larger than one page each. 

Consider the sorting of a file of e. pages. Let !z. be the number of pages in main memory 

available for internal buffering. As a first step of the sorting prOcess, ! sorted subfiles of 

the original file can be formed using s internal sorts. To optirt1ite fh4fsubsequent merging 

process, s should be minimized by maximizing the size of each of the sorted subfiles. 

Hence, the size of each sorted subfile should be made equal to the size of the internal 

buff er, i.e. b pages. The cost of this phase of the sort-merge is 2*P page accesses (since the 

sorting of each of the subfiles is done internally without incurring extra page accesses). It is 

possible that the original p pages of the file are only partially occupied, sa that the writing 

out of the sorted subfiles will incur less than p page accesses. Let u be the occupancy factor 

(or fraction of storage utilization) of the original f1te; th'en the cost orrorming the subfiles 

is p (I (l + u) since the total length of the sorted subfiles will only be p(IU pages. It is also 

possible that pu is not a multiple of b, in which case s-1 subfiles of length b, and one with 

length b' (• p - b • (s - l)) will be formed. 
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The merge phase consists of repe~ty .meritnc JOrted subfiles until a single one is 

obtained. Knuth [,,..] has shoWfl that merg~ pattems~J!-.lfe:~~ as trees, and that the 

merging cost is proportional to the external path length of the corresponding tree. 

Therefore, sorting cost is minimlled. by choosing a tree ~with mini~µm external ~th length 

(sum of the level numbers of all the external nodes). such as ,a ~~ z-ary~ree where z is 

as large u aJlowable by the internal buff ~r size. Allowi~g QM. ~' Jor tbe buffering of 

tuples from each subfile that participates in 1 merg,e, fU)d one page for the QUJput bµffer, z 

will be chosen to be b-1. Given s initial sorted subfiles. (of "'hich the first s-1 are of length . 
- : ·. j . , ~ .. ' 5 • - , ·-

b. and the. last one ii of length b'), the algorithm f~ c:airy~ oqt; t,be roergin~ according to 

a complete .z-ary tree pattlfp can .. ~ pescribed.~.follows.. Fint .. ~<Wmmy?~bfi_~ (of .~r.o 
• - - - ~ • ~ . • • .. - .• .-- • - ' j ;_ ~ 

length) as necessary to makes• l(modulo (m-1)). to th.e front Qt'.,~ ~~~e.Qf injrJal.su~fil~. 

then combine subfiles according to a f irst-in·first-out discipline, at any stage merging the z 

oldest subf i~ at the front of the ciueue in~ ~ single f~ which is ,placed at ~he r~r. Th• 

merging process terminates_ when a single sorted f ileJ~ ~t The cztem,at path ~h I,.. for 

a complete z-ary merge .trfie ii [•} 

CA2. 1) L • qs - l (Zq - s) I (t - 1) J 

where s • rptbl 

q • flogzsl 

Hence, the paging cost Ci for the merging. phase for ttle\case that pu i$ a multiple of b is: 

(A2. 2) 
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If pu is not a multiple of b, there will bes - 1 subfiles of length b, and one with length b' (• 

p - b •:• (s - 1)). In this case, the merge-sort cost c2 is: 

(A2. 3) c2 = c1 - q * (b - b') 

Hence, the merging cost emerge (s - l, b') for s - 1 subfiles of length b and one of length b' 

is 

(A2. 4) if b = b' 

if b f. b' 
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select:i.ng the s~~ of seconda.ry indi"c~s to be ma.inta~ned in an 
integrated relat.ional data base. Stress. is pl•ce(l on the 
acquisition o·f ·an.. accurate usage mdclfil. and' 01f We -~eoise 
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.smoothing t~iques. The cost model u8ed to ~va+uate p~p~osed 
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