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ABSTRACT

An analysis of the incomprehensibility of large, complex computer systems is made.
The thesis is that there Is strong relationship between system incomprehensibility
and the necessity to trust computer systems. A cogent definition of Incomprehensi
bllity in computer systems is established, with common themes drawn from Interdis-
ciplinary literature dealing with computers and soclety. Reasons for the creation of
incomprehensible computer systems are explored, as well as the consequences
(both technical and social) of using and relying on them. The relationship between
the real and perceived purposes of computer systems and the appropriateness of.
trusting these systems is analyzed. Approaches for dealing with the existence of
vital computer systems which are functionally incomprehensible are evaluated, and
positive suggestions are made.
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Chapter 1: Introduction

The technological society contains many parts and specialized
activities within a myriad of interconnections. . The totality of
such interconnections - the relationships of the parts to each
other and the parts to the whole - [s something which is no
longer comprehensible to anyone. In the complexity of this
world, people are confronted with extreordirary events and
functions that are literally unlntelllgib!e to them. They are
unable to give an adaquate explanation .of man made
phenomena in their immediate experience. They are unable to
form a coherent, rational picture. of the whole. -Under these cir
cumstances, all persons do and, indeed, must accept a great
number of things on faith.  Theysare -aware that the major com-
ponents of complex systems usually work, that other specialists
know what they -are deing, and -that: somehow .the whole fits
together in relatively good adjustment. Their way of under-
standing, however, is basjcally religious rather. than sdlentific;
only a small portion of one’s everyday experlonco in the tech-
nolagical society can be made scientific, For the.rest, svaryone
is forced to depend upon and have faith in matters about which
one has little information or intelligant grasp. It Is.-this.condition
that Ellul describes as the soqrce of the modern versions of
mystery, magic, arnxi the sacred. P

Langdon Winner

In recent years, the computer scionco communlty \has begun to racogntis
comprehensibility as an important dlmenslon of computer programs Much asrlier,
thoughtful observers of the growlng preemlnonce of technology in modern culturos
worried about the diminishing ability of people to understand and cope with the
technological system with which they were so deaply Involved Today, Dr. Robert
Johnson, Vlce-PresIdent for Englneerlng of Burroughs Corporation is not alone in his
belief that the most serious problem faclng the computer Industry Is the

2

Incomprehensibility of large computer systems Saveral factors comblne to make

computer system vlncomprehenslbllity an issue of immedlato concom to any soclety

1 angdon Winner, Autonomous Technology '(Cambrﬁf&é,: MA: The MIT Press,
1977), p. 284.

2Hearsay.
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as committed to technology as our own: notably, the rapid rate of proliferation of
new systems, the strong social and economic incentives to use them, and the rising
level of dependance on computer systems thet heve vital, nonreversibie impacts on

our lives. If widespread unintended ‘consequences ‘of udag computer systems that
| cannot be understood are to be avoided the problem of lucomprehenslbmty must be
analyzed and deait with now. Thls thesls is about the incomprehensibility of many
computer systems we presently use and on which we depend heavily.

The exlsttng- notlon of Incemprehenelb‘llityres documented in the computer
science literature as well as in writings from reievent normhnlcd fields (such as
sociology and polltlcal sclence), is mghly ambiguous; therefere, my. first objective,
pursued in Chapter 2, is to eherpen’thls neuen encl to lrrlve at a .demttlon from
which one ‘may more- usefully proceed. Some eommmr seiem have a tendency
to become so involved with the details of the mtt methads of .rendering com-
puter programs understandable (for example, the technlque of structured program-
ming or the avoldance of goto statements) that they seem to forget about more
general, higher Ievel issues. Conversely, crltlcs of technology‘s socilal role,
aithough they may appreciate the wldespread eﬂ‘ecte of technologlcal innovetlon,
are often hampered by the inability to understand spectﬁc technical applications.
The study of computer system lncomprehenslbnity thus demands an Interdisclplinery
approach, based on an understanding of beth compuiers r:hemse!ves aed the‘tech-
nological system of which they are ernonp the foremost .representatives.
Throughout thls thesis, | refer to the ohservations of dlverse groups of
people - computer scientists, phllosophers, peychologlsts soclolog!sts. It is not
expected that the reader will be femlliar with e,l!‘t‘he relevent dieclplinee; therefere,
| have provided a "list of characters” - a collection of short blograpﬁles of most of

the people on whose ideas | have drawn - following the body of the th'eegle.
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in discussing computer comprehensibility, it is useful to first _consige,r’
comprehension in a broad oontext as, for example, in communication between peo-
ple. This need not be a spacialized andeavor; most people have a strong lntuitiye
sense of what it means to understand someone. glsg, .and it Is; this informally
learned knowiedge that one projects onta one’s interactions ‘\g{l"th computers. Shar
pening the general concept of comprehension, as. it is np__pljca.blq to human communi-
cation, in order to arrive at its much more specific. form, namely as it appears in the
context of computers, requireas competence In. computer sclence. Insights about
comprehension, when applled to problem evaluation, system deslgn,; programmi;tg,
etc. (all fundamentally human activities), cen .heip establish what it means to
comprehend a computesr system and the behavior of computer, systems.

incomprehenaibility is not a property of a computer system (in the sense
that color is a property of an orange); rather, it is a derived attribute which is
dependant upon the context in which a system is used. and the criterla according
to which it is judged. An airline reservation system might be crystal clear to the
reservation clerks who use it every day, but. largely mystarious to the systems‘
analysts: who attempt to medify it. In addition, incomprehensibility takes on a
different meaning In relation to the "front end" of a system (analysis of a problem
and design of a system) than it does to .the "back end" (utilization and mainte-
nance of a system once it has been implemented). Difficuities are bound to arise
either when a system is designed in a haphazard, ad hoc fashion (,surpri;lngly com-
mon outside the restricted domaln of research ‘ggategns) ar ,ﬁwper_\l‘us/er_s are forqg_d
to communicate with a system without some knowledge of the theory on which its
‘design was based. Indeed, incomprehensible systems often tun out to be those
which are based on no well formed theory at.all. .

It is important at this point to stress the fact that.| am concerned with the

Chapter 1: Introduction 9.



incomprehensibility that arises from systems; that is, collections of Interrelated and
intercommunicating activities, of which computers and comﬁuter programs are impor-
tant, but not exclusive, components. By the term “computer system" | wish to
refer to not just computers themselves, but also the béoph‘who choose to design,
maintain, and use them. Computer systems bring into question much more than just
computers and the programs that run on them; for instance, the nature of the prob-
fems that we deem sultable for computerized solutions, and the poorly understood
processes of problem analysis, system specification and design, and programming.

The kind of incomprehensibility 1 m;n interested in-does not derive solely, or
even mainly, from any easily identifiable: errors (such as coding errors or obscure
programming), but from more elusive probiems with the way we think about and deal
with technology in general, and computers in particular. if we apply computer tech-
nolog); inappropriately or indiscriminately (for -Im;ance, If we are more motivated by
aﬁ eagerness to make use of computers than by the actual effectiveness of apply-
ing computers In a given application), we may end up having dificuity understanding
the relationship between the original problem and the computer system constructed
in response to it. In some cases, “"problems” are artificlally created or taflored to
make them better suited for ’appﬁcaﬁons of current technology. Computer systems
that arise from such situations can be functionally incomprehensible - incomprehen-
sible in relation to the problem that a system’s users belleve it is “solving.”

Already In the present discussion, | have turned to the question of how does
incomprehensibility afise in a computer system. in Chapter .3, | examine factors
which can lead to the generation of Incomprehensible domiputer systems. Concerns
about the process of programming are relevant here: Gerald Weinberg has re-
minded us that programming is a human activity with a psychological component

which is often ignored, but which significantly ‘affects the quality of programs which
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are written. The activity of programming a large computer system is plagued by
what some people have described as problems of communication. Interactions
between the diverse groups of people who are touched by computers can be
stified by the elitist belief, held by some specialists, that non-technical knowledge
is not very relevant in the design of acompétor aystem; or that outsiders should
not question the appropriateness of applications of technology. Professional Isola-
tionism helps distort the knowledge that ceders, system designers, users, and
everyone in-between can have of a system (by coders, | rafer to people who carry
out fairly routine programming job# which are handed over. to them by other people
who are more Invoived with higher ievel jobs like the deaign of:a system). Blzarre
stereotypes of programmers as solitary individuais who are datached from: other
-paople are reinforced by the informal attitudinatl-training .of software workers, which
tends to discourage curiosity beyond the level of specifin, unconnected program-
ming tasks. : : C P

‘In addition to relatively low level problems which may be inherent in the pro-
gramming process, there are broader, societal lasues which have important impacts
on our relationship to computation; these issues are discuseed in Chapter 4. As |
mentioned before, a thorough consideration of the. .problems entrained by
lr_tcomprehensible computer systems requires -both an understanding of computers
and a high degree of sensitivity to the social contexts in which computers play an
important role. In the modern world, one ought not talk about social “"problems"
without talking about technology, nor -discuss technology without taking Into
account Its’ social context.

The present organization of society. is such that there is an air of inevitabil-
ity about the role of technology. Our abllity to critically evaluate social problems

and proposed computer solutions to these problems is strongly influenced by what

Chapter 1: Introduction 11.



appears to some as our acceptance of the autonomy of technology at the axpense
of our own human autonomy. The perception of technology as an irresistible force
leads to a situation where the usefulness of the computer is often assumed, even
when a given application of computer technology is by many criteria inappropriate;
where the widespread’ use of computars is accepted in spite of the fears and mis-
givings of many people; where the surface appeal of quick technological fixes for
pressing problems often causes a redefinition of our problems to make them more
amenable to computerized solutions. Present day soclety uncritically accepts a
way of Hfe founded on technical necessity -and shaped primarily. by what Langdon
Winnet calls’  the technical (rational, artificlal, productive) made. of activity and
thought:> Our love affair with technology has always been characterized by biind-
ness; and the so-called computer:revolution is only the most recent example of: this
technological preoccupation.

Chapter 5 of this thesis is a discussion of the results of the use of
incomprehensible computer systems and of the social system in which they are
embedded. Some technical resuits are the inability to cm§ adequate reliability
for many large, complex computer systems, and the resistance of of these systems
to even minor modifications.: Other consequences are extansions of points | raise in
my discussion of potential sources of incomprehensibliity; for instance, the obscure-
tion of the root of a problem as a result of over-rationalizing the processes of
evaluating problems and of planning solutions :to .them. - if a computer. application is
viewed solely in information processing terms, there may be a gap sensed between
the problem and the computer system which was Mmad 1o solve it, but which in

actuality attacks only those symptoms of the problem which were easy to translate

Swinner, p. 127.
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into the form of a computer program. The size of this gap reflacts the importance
of those aspects of the problem which could not be expressed according 1o reduc-
tionist criteria, and hence were never reckoned into the design of the computer
system. Technological eiitism, which.| clted earlier as a so:i;ce of incomprehensibi-
ity, is strengthened by the existence of computer systems which only a few tech
nically trained people can plausibly .claim. to undetsitn,nq,g:;p_e able to maintain. In
Kenneth Laudon’s words, we are experiencing * . . . a legitimization of technological
‘experts’ at the expense of poets."4 ,

On a still broader level, an attempt to calculate the costs of living in a tech-
nologically based soclaty must include some estimate of the personal price that is
pald - the_human suffering. There has bsen a gradual adaptation of human needs,
desires, and thought processes to that which: contemperary. technology can explain
and satisfy. What happens to the self image of peoplae when "all the business of
life, from work. and amusement to love and death, is sgen from the technical point
of view"?% As ‘a result of society’s continuing quest.for the perfection of the
machine, some people now seriously question whether we. will.be able to keep pace
with our computers. | will examine these and other unintended, but perhaps un-
avoldable byproducts of the computer “revolution.”

Perhaps the most sarious effect of the widespread use of computer systems
is our gréwinq dependance on.computer systems that we do. not understand. The
use of computer systems that are not comprehansible. can result in_the loss of our

control over the processes that computers monitor, as we become Increasingly

4Kenneth Laudon, review of The Conquest of WIII information Processing in
Human Affairs, by Abbe Mowshowltz, Science, T83 (September, 1076), 1111,

: 5.Ja'cqucs Ellul, The Technological Seciety (Mew York: Vintage Books, 1964),
p. 117.
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dependant on the information, and even the decisions, which are the output of the
computers. in actual apph¢ations involving large, compiex computer systems, peo-
ple using ‘such systems’ output often céine to rely on "what the machine says.”
They are effectively in a position of aither havlngtoab the work the computer is
supposed to be doing, or of having to uncritically accept the output of the com-
puter. The Inherent complexity of many systsms makes it aimost impossible to ade-
‘quately explain, predict, or trace their ‘operations. ‘Nevertheless, in using ‘these
computer systems, one must cross a thresh&d"fm:roum to unjustified trust.
Trust is'deeply embedded with human valiés; and It Ié ‘not at-aif clear that the pro-
Jection of these values onto man-machine interactions is appropriate-or desirable.

An unwilinghess to depend on computeis -ald in important decision making
may be deemed evidenceé of an *antitechnological™ attfiide. Nowadays, an attitude
of technological optimisin and trust appéears Rot 0 rised justification, while techno-
logical distrust is often greéted with Hosthity. “This scolat ressure against eriticism
‘of technology s not irrelevant to my discussion of incomprehensibiity.

' 1 believe that there Is a correspondenee betwsen our trust in computer sys-
tems and the purposés of the systems (bSth our uhderstanding of thesé purposes
and how well the systems actually fulfif thé);: that'’ there ia  a discrepancy
betwsen the resl and the perceived purposes of many compiter Systems, and that
there Is a strong relationship between our comprehension of these:purposes and
the appropriateness of trusting the systems. If'ls ouf’ trust in computer systems
which makes us 8o vuinerable to thair effects.

One direct and dangerous effect of trustlng lncomprohans!ble eystems is-the
responsible for modern uompu&r*syshmsf»m&;vmazm,evdvade into their

present forms and that simply cannot be sald to have authors? Already, some
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people are suggesting that the computer be responsible for its share of the dech
sion making load, but it is: far from clear what possible meaning computer responsi-
bility could have for the people affected by matchine made decisions. Some advo-
cate the idea that systems retain control over ongoihg processes. In pracﬁce,
incomprehensible systems become autonomous, unchaliengeable authorities to whom
a society of users abdicate responsibility. ' According to Joseph Welzenbaum,
. .. responsibility has attogether evaporated. No huihan is any longer responsible
for ‘what the machine says.’ Thus there can be nelth"er right-nbr wrong, no ques-
tion of justice, no theory with which one can &grée or disagree, and finally no basis
on which one can challenge ‘what the machine says.”°

Certainly | do not wish to leave the reader with nothing but dismal pro-
nouncements about the Imposslblﬂty of individua! action against an autonomous
technology. iIn Chapter 8, 1 discuss alternate courses of action in the face of
incomprehensible computer systems. First, | consider various technical "solutions.”
These include verification proofs, reliability studies, and modern programming prac-
tices like structured programming. In the course of analyzing these and other
means of injecting understandability into computer systems, it becomes clear that,
for the most part, they attack only the incomprehensibility of computer programs.
However, the enforcement of structure on the product (the program) does not
necessarily enforce structure or compulehensiblllty on the process which created it
(the design of a system), and it is the larger computer system that is the concern
of this thesis.

| believe that system incomprehensibiiity Is fundamentally not a problem in

the engineering sense of that word, and that Vthe most interesting kinds of

BJjoseph Weizenbaum, "On the impact of the Computer on Society,” Science,
176 (May 12, 1972), 613.

Chapter 1: Introduction 16.



incomprehensibility are not. to be dealt with by technical means. Rather, we must
make a conscious effort to.widen our perspective .beyond a nmmfesslmal
one. The sacial consequences of using incomprebenaible computer systems have
direct impacts on the meaning of responsibility, the ethical and moral burdens of
computer scientists, and the self image of all paople. It is necessary to reckon not
only the technical, but also the human costs of the technological system; In Lewis
Mumford’s words, to ask "aot what is good for sclence or techaclogy, ... , but
what is good for man . , . *7.

~ Thera are positive steps which can be: taken .to. avold the potentlally
dangerous effects of the existence of vital computer-systems that are functionally
incomprehensible. . As Vice-Admiral H. G, Rickowver has pointed gut, a good beginning
may be made by reflecting on whether or not ayverything hailed as progress actually
contributes to happiness (or whatever ¢lse the.reader belleves sustains human cul

ture), and remembering that we alone are.responsible for our tqqhqohgy.e

7 owis Mumford, "Authoritarian and Democratic. Technics,” in Technology and
Culture, ed. by Melvin Kranzberg and William H. Davenport (Now York: Schocken

Books, 1972), p. &8

8. a. Rickover, "A Humanistic Technology,” in Technology and Society, ed.
by Noel deNevers {(USA: Addison-Wesiey Publishing Company, 1972), pp. 22-23. ’
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Chapter 2: Understanding Computer Systams

There can be no total understanding -and .no ebsolutely reliable

test of understanding.1
‘ ' _Joseph Weizenbaum .

. 1 understand® e
ELIZA

It ls acknowledged wlthin the computer sclence communlty that the

Ty

mcomprehensrbmty of computer systems is s mejor problem assoclated with the
rapid proliferation of large scale computer appltcetions Nevertheless; incomprehen-

sibility has proved to be a most difficult concept for both computer scientists and
ERet VT Ha154

social sclentlsts (working from technical and non-techmcal perspectives) to deﬂne .
Computer speclellsts hint et the Issue of incomprehonstblllty when they dlscuss the

Ysoftware problem,” which Is really a whole collection of probleme that make com-

1“’ R

puter programs, partlculerly lerge ones, Intracteble There seems to be somethlng ,
lnherent in |arge computer systems, perhaps it ls the complexlty of such systems,
whlch fosters lncomprehenslbmty A Iarge computer system Is worked on by s0’

many people over such a long perlod of time thet there Is ﬂnally no group of people '

«'!o_.'

‘ who can be said to be Its authors or who understend it ln any useful sense, “for

2 e R

exemple, well enough to guarantee Its reliabmty

lt ls probably premeture to Jump rlght Into a discuss!on of computer
I iieics
Incomprehenslbllity before seying somethmg ebout comprehenslon in the context in

which we are most femiliar wlth it - thet of interpersonal communlcation Our feel
w7 bBup 3

Ings of understendlng another person and of belng understood by others are not‘

1.!oseph Weizenbaum, Computer Power and Humon Reason From Judgmen&a,to_
Calculation (New York W. H. Free,man, 1976), p. 193. .

2 s aimatt e wect s
A computer program, publlshed in 1968, which mekes posstbte@ertaln klr;ds
of natural language conversation between man and computer.
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formally learned, but are lnsteed the results of lntuitlon SOme aspects of this
intuitive knowledge seem to be shared emong all people by means of unspoken
channels; communication is by definition an act of snaﬂng Tbe sssunptlons which
make human communication work (to the extent thet ltdoes work) most often
remain unstated. The incomprehensibility of computer systelns-;ls such an elusive
notion because our sense of what It meens to understand ls not externalized when

we change our freme of reference from thet of people to thet of machines, and

begin to talk about understandlng computers

2.1: Interpersonal Understanding

As a result of our Interactions with other people, we arrive at an informal
definition of understandlng, eccordlnn to which understenetng is a function not only
of words that are spoken (or thouohts that are communlceted in other ways), but
most importantly of the speaker and the Ilstener. who brtng somethlng of them-
selves to any- exchenge with enother person. Cemprehenslon as implicitly defined
in human relationships, is to a large extent founded on shered experiences end:
values. Interactions between people nearty elweys requtre some element of faith,
based on our trust that the other personwm "knowwhet ! mean.” Thls trust is
justified only because "all people have some common formtlve experlencee oo
There Is consequently some besls of understsndng hetween any two humans simply
because they are human."* We find- that our trust is best rewerded by pecple who

see the world as we do, and in particular by those people who heve hed expeﬂ-

31he Oxford English Dictionary (Oxford: Oxford Unlvers!ty Press,‘ 1833),
p. 6090, ’ : ‘

4Welzenbaum, cOmputer Power end Humen m: From Judgment to Calcu-
lation, pp. 192-198.
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ences similar to ones that we have had and that were important to us. An under
standing between peopis is not something carelessly acknowledged. It is only
when we feel that someona eise’s interpretation of the world is sympathetic to our
own that we are ready to believe that that person: can understand us.
One of the most important observations that can be made about human
. understanding s that there are insurmountable mits to the level of communication
that can be achieved.
Since, in the last analysis, each of our lives is unique, there Is
a limit to what we can bring another person to understand.
There is an ultimate privacy about each of us that-abksolutely .
precludes full communication of any of our ideas to the universe
‘outside ourselves: and which thus lsdlates: sach:ene of us from
every other noetic object in the world .
T Yo know - with: un&tymp&w understood what
has been said to him is to perceive his entire belief strycture
and that is ‘éguivalent to sharing his entira lifecexparence.”
Attempts to communicate with other people are largely acts of-faith, substantiated
in part, though rever entirely, by a common. languags, social background, environ-
ment, experiences, etc. | wish to stress this polnt- the: significance. of a  common
humanity in human understanding - because’ it is -precisely this common humanity
that Is not part of cur “relationships™ with computers, and thus cannot play any role

in an understanding between man and machine.

2.2: Comprehending Computers
An emphasis on the human element of Interpersonal coh:iamﬁcatlon leads

directly to the belief that understanding must take on. a vary diﬁerent meaning in

relation to Interactiona between men &ml mchinas than in rolaﬂon ho interactions -

between people. Just what it is that chmmm thl: diffcranco Is not immedi

Sinid., p. 193.
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ately apparent, since there are a number of things that we can mean when we say
we understand a computer system.. The nature of our understanding of computers
depends on the context in which we make use of them {(which may be as a neutral
storehouse of information or as a decision-maker on which we depend heavjly) and
varies in relation to the many different elements that combine to form a computer
system (from computers themselves and computer programs to the human beings

who Interact with them, and even the stated and the percelved.goais of & systam).

2.2.1: Program Output’

The simplest Inurpretatbn of understnnm ln tho eontext of computers is
that of understanding the output ot a eompm Onc mm of nchlevlng this level
of comprehension would be tracing the opmtlons of a conputaf program(s) that
generates particular output that we are Interested .in and wish to understand.
Unfortunately, there are strong pressures that can: effectively praclude such direct
involvement in computer mﬁcuﬂbm., :

There are numerous social factors which subtly encouragae the use of com-
puters and discourage any serious criticism of them. One aspect of the “American
way” of life is the use of the latest mhm-wmmwumm Wiener
gives a compelling discussion of what he terms “gadget worshiping™:

Of the devoted priests of power, there are many who tegard
with impatience the limitations of mankind, and in particular the
limitation consisting in man’s undependsbiiity - and unpredicte-
bility . ... '

" - ‘in addition to the motive which the gadget worshiper finds
for his admiration of the machine in its freedom from the human

" limitations of speed and accuracy, there-is ane-motive which it
is harder to establish in any concrete case, but which must play

- a vety conélderable role neverthelnss. it is the. desire to avoid
the personal responsibility for a dangerous or disastrous deck

sion by placing the responsibliity elsewhere: on chance, on
human superiors and their policies which one cannot question, or
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on a mechanical device which one cannot fully understand but
which has a presumed objectivity . . . .
Once such a master becomes aware that some of the sup-
pasedly human functions of his slaves may be transferred to
machines, he Is delighted. At last he has found the new
subordinate - efficient, subservient, dependable in his action,
never talking back, swg't and not demanding a single thought of
peraonal consideration.
Today, gadget worshiping is often implicit in the use of large computerized informa-
tion systems. In the minds of many people and perhaps of society as a whole, an
unwimngnees to make use of current technology bespeaks a backwards attitude
and even a lack of support for good old American Ingenu!ty. People who suggest
checking up on computers (which surprisingly many people still think of as the
machines that never make mlstakes) are thought of as simply not keeping up with
the times, and because of th|s they may not be deemed suitable for professional
advancement. Few people can be expected to stand up to the soclal pressures
exerted by the workplace (in the form of professlonal recognitlon) and by a soclety
in which the omnipresence of technology is almost completely accepted
Wholly apart from the ways ln whlch a computer system may directly and
tanglbly benefit a company, computerizlng one’s buslness operatlon Is a status
enhancing act; computers are image builders. It ls not dtfﬂcutt to find serlous busl-
nessmen (and even more frighteningly, serlous computer science researchers) who
use computers at least to some extent simply because everyone else uses them,
even though this justification for employing computers reduces to nothing more than
the age old syndrome of "keeping up with the Joneses." In a recent public tak, a
bank executlve admltted that some of the portfolio counselors In hls department

display - oomputer outputpﬁmaﬂ!ytolmpress euentavby enhancing the Imageof the

Snorbert WEner, God and Golem, Inc. (Cambridge, MA The MIT Press, 1964),
pp. 53-58.
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bank.7 In some cases, it is not much more than such insubstantial reasons that
underiies the large investments of time and menoy nQoM :to buMa computerized
business system. Given the predoﬂnontly socu rdo th;t oone oyotoms fulfill, it is
not surprising that understandabmty morlts a low prbrlty iﬂ thqao sltuat.lons

in addition to soclal considerations, there are strong economic factors that
have a major Inﬂuence on a buslnesss use of computers The pressures of
economic competition can create a situation :tﬁat ls ‘ra{ niore oenoerou; therf me‘re
westefulnessv suggests fhe real donger ’tle's: in the fact that oonsﬂelhte' of’:tiule
and money prevent most users of computer generoted output from verlfy!ng the
correctness of the output that they must often depend upon in maklna declsions
John Kemeny, presldent of Dartmouth College, remarks that "It is a simple economlc
calculation that a man who earns 325 000 a year cannot aﬂ‘ord to spend a week
doing by hand something that a computer can do In ﬂve“minutos_."8 Unfortunately,
rthe oppoelte‘ may be true. Particularly in clroumstanoes where vital decisions are
being made (e.g., military command and control eppﬂcotlons),what we cannot afford
is an unjustified dependarnce on information and declsions outputby a computer.
Nevertheless, given the. existing emphosts on ‘coat-etfe‘ctlvvenees in the buslnesa
world, understanding computer systems by dlrectty monitoring their output is fre-

quently not feasible.

7Laurence Reineman (Vice-Presldent Firot National Bank, Boston, Mos-
sachusetis), *Computers and the Workplace," lscture sponsored by: MiT Program: for
Science, Technology, and Society, March 7, 1978.

BJohn Kemeny, Mon and the Computer (New York Charles Scrlbner’s Sons,
1972), p. 107.
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2.2.2: Theory of Behavior

A more realistic way of satisfying ou,rse}lves thgt we ynggr;tand a computer
system (and the same way in which p‘s;){{gtgplqgl;t‘a aften sgﬂafy:, themselves that
they understand some aspect of human bclnos) !e: to have a t,heoryk of the behavior
of the system, to which we can turn in order to explain and to verify the output of
the system. Such a thsory can prove extremely v_u‘sqtulvln_‘ gpdqrg@gndlng the opera-
tion of a computer systam ang not just thelndlvldua! pgﬁogrqm;sk ghat com\prlse, it.
This higher level of exp!ang,tlon is more ,ecopom;cgl thgn a_t‘ggtalle:q account of com-
puter programs (perhaps in the form of commented program code or Iength'y‘ dqcu-
mentation), and it allows us to predict the output of a program that is the impiemen-
tation of the theory and to establish when that program malfunctions. It will still be
possible for a. sufficiently ,pbmpl’,ax system to surprise us, but this need not invali-
date our theory; rather, non-standard system behavior may act as a test of the
valldity of a theory, and the theory itself can serve as a'c'hec,k of the correctness
of the system.

There are certain trade-offs:exmt,qd In _return fgr the convenlence and the
security of having a well founded theoretical explanation of a computer system. in
defining our understanding of a computer system by our ynderstanding of the theory
behind the system, we are enfo,rcing 808, diatgncs bamogn .,the system and its
users. People who make use of a computar system may come to think of It ‘more in
terms of the theory that constitutes a behavioral abstractlon of the system than of
the underlylng hardware and software Thus, aithough the existanca of a theoreti—
cal foundat!on may make clear when a cdmputer sys‘tom mas somathlm wrong, 1t
will require a shift in perspectiva to knovi how to ma&!'y the undertylng ‘code to
prevent futUre occurrences of the aberrant bahavlaf of t‘he system The code

itself may be largely incomprehensib!e, so that modifications may very well dnmtvb
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system reliability. In any case where a system "I-.Aug'Ig ia Biscovered, but either its
source persists in being elusive or the costs of modifying“the system are too great,
users of the system are left with a cholce of abandohirig the system or adapting
their behavior to the system’s quirks. All too ofter;, people ‘come to depend on a
computer system too much to ‘consider working without it and’ reverting to older,
pre-computer ways of doing things. Thus, It Is not uhusial to see an adjustment of
human needs so that they may better correspond to that with which existing com-
puter systems can rellably (which is to say, without much intervention on our part)
provide us.

When a computer system is described In terms of a ‘theory of its use, the
problem of comprehending the system can be viewed as a collection of problems
that Involves understanding first the theory Itself arid thén the relationship
between the theory and the system.’® The most easily comprehended systems are
those that deal with some widely understood, unambiguous subject matter. An
example of a system that is extremely large and compiex, but nevertheless under-
standable in these terms, is the MACSYMA computer system for solving problems in
the integral calculus. The mathematical theory on which this system is based is
sufficiently well defined that It is not open to much dispute nor subject to major

modifications. If MACSYMA makes a "mistake,” the user should be able to detect

9An unwanted and unlntended property of a prognm

1°In other words, the system is a model of the thoory . . . if we view the
theory we Incorporate into a ram as an uninterprated theory, we are free to
view the computer’s behavior as anthfylng one Interpretation of the theory, so that
any programmed. computer. can be viewed as b ting (an one Interpretation)
the theory incorporated in its program The tokens of eonputer behavior that on
ona interpretation ars uttered descriptions of mmm of some other entity In-
stantiating the theory, can on another interpretation be viewed as themselves in-
stances - of . behavior . predicted - Ly . the .theory.” . .Daniel C. . Dennett,
Brainstorms - Phllosophlcal Essays on Mind and Psychology (USA: Bradford Books,
1978), p. 184a. L _
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the error by referring to this underlying theory. Computer system users need some
knowledge of the theory according to which a system has been constructed in
order to avoid a situation where a system is set up as an unquestionable authority
and to justify the trust that is implicit in many interactions between computers and
people.

Once we have accepted the validity of a theory, there is another aspect of
understanding a computer system: we must convince ourselves that the system is
a valid implemenfation of the theory. Ideally (if our understanding of the theory is
nearly complete), we can subject a system to a number of samble cases designed
to exhaustively test it. If a system fails to crack under the stress of extensive,
worst-case testing (assuming we can always Iimplement such testing), our
confidence in it will be at least partially established. None of this, however,
touches the question of when is it appropriate for us to rely on a cc;mputer system.
The appropriateness of trusting a system in a given application depends on much
more than even the most thorough testing; 1 will have more to say about this issue
later in this paper.

The reason most often given to justify the need for computers is the com-
plexity of present day society - the immense quantity of information that must be
processed and the variety of connections between data that must be stored and
analyzed. If a theory captures the essential means and ends of a problem we set
out to solve with the aid of computers, then expanding our view of a computer sys-
tem from the level of its actual components (such as physical devices and
software) to that of the theory on which It is based can be a great aid in coping
with the complexity of many modern systems. Enormously large, complicated sys-
tems like MACSYMA deal with complexity by giving up local understanding of the

details of the system, while maintaining a more global understanding of the goals of
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the system and how it goes about achieving them.

We may not be able to guarantee hIgh IeveI vunderstandlng of a system if It
is not founded on robust theories, however, the exIstence of a well founded
"theory of use" can enable us to comprehend a Iarge computer system wIthout hav-
Ing to keep track of the numerous detaIIs of its operatlon Most of MACSYMA’
users can understand the system well enough for theIr purposes without beIng
aware of the software that Interprets and carrles out theIr requests. We may
reIrnqursh dlrect understanding of many detaIIs of a computer system to accompIIsh
very large or complex tasks that are better understood In terms of a concIse
theoretlcal epranation than In terms of a series of computer programs Some com-
.puter appIIcatIons are sImpIy too Iarge In scope to be usefuIIy understood in detaII
by anyone It Is Important to note that the dIﬂIcuItles raIsed by the complexlty of
such appIIcatIons are surmounted more by our own understandlng of the problem
domalin (whlch mey be In the form of a weII constructed theory) than by the partIc-

ES

ular computer system that may Implement a squtIon to the probIem

2.2,3: Criteria and Context of Use

Our understandlng of any corhputer system depends on the context in which
we make use of it and the crlterla accordlng to whlch we judge it. We may
comprehend a particular system weII enough to feeI conﬂdent of its reIIabIIIty in
normaI usage, but not well enough to rIsk makIng changea to It It seems reason- -
able to expect the computer systems we use to demenstrate high standardsof
reliability, melntaInabiIIty, ﬂexlbIIity modIfIabIIIty etc Many systems satIsfy some
of these criteria, but it Is questionable how many systems achIeve enough of them
to really satlsfy their users or to justify thelr contiued use. o

It is the job of system designers to decide which characteristics will be
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most vital to the bperatlon of a given system, and to make clear the extent to
which certain criteria will be satisfied by the system. It is then up to a system’s
users to be aware of the strengths and weakness of the system (just as we
accept limitations in people), and not to 'a,ftémpt to interact with the system in
ways that are contrary to its "character.” In other words, people who deal in any
context with computer systems should consclously decide in what Ways' it iIs
appropriate for them to Interact with a computer For ‘instance, it seems obvious
that a system that is not designed to reliably support modifications (such as the
federal soclal security computer system) should ﬁtﬁﬁibiy ndt be modified once it is
in opératlon. '

. Unfortunatety, | simplistic gufdelines llké the one mentioned above are not

likely to be of much use in the éomplica’téd' environment that surrounds a large com-
puter system. To begin wlth; 'modma‘bmfy and other important properties of any
computer system are in general not "built Into® a system in the process of system
design or lmblemantatioh.‘ Yin practice, the major influences on the ‘design of a
- computer system often turn out to be the cost of the system and externally
imposed deadiines for its completion. Computer professionals must at times settle
for getting a systém up and running with the ‘s‘lﬁiﬁfcfs"i:'resi;ectablé amount of test-
ing and documentation Attributes like renabili‘ty mny no‘t be Invesﬂgated untll a sys-
'tem Is In usé and evéﬁ Me, untll peoph ﬁava bedun to dépena on it; “dt-this
point, it may prove nacessary to make cﬁinges fb‘; system whose rellablllty In the
face of modiﬂcatl;)ns is highly questionable.

It is often the case that the extent to which a computer system exhibits

1 1An important exception to this statement is the following: programmers
and system designers often leave "hooks™ in their programs; so that foreseen ex-
tensions can be made more easily and more reliably in the future. However, one’s
vision of what hooks should be left is often severely. iimited.~
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and that our understending of e system Is fonngd by means of "experiments" over
the course of time. SInce the consequences of computer systems can be both non-
trivial and irreversible, it Is of the utmost irnportence for us to consider who are the
real experimentel ‘animals. Ciearly, it Is not eiwegs possible or advisabie to deter—
mine a systep?s,:correctness or resistance to change by, for instence, I_mpiementing
some crucial modifications and. wetching the resuits of the chgnges on the aotusi
operation of the system (as opposed to a test run) | -
The program code of commerclei systems cen eeslixr develop into a patch—
work of quick fixes for unforeseen difﬁcuities. Ciever but obscure technlcel
patches may be hastily applied to the original programs in response to preesures
from corporate management for minimal productiontime end”sys'tem cost, and from -
users for minimal system down ) t_lme_. * Tracking down v,aA difficuit "bug" can lead to
insiqhts which if perceived before the _sy'stem wes impiemented would have
resulted in a different system orgenizetion then the exisﬂn; one However, once a
system is In operetion (in fact, once Its Impiementetion is under way), restructuring
it _according to new knowledge Is usueiiy not feeslbie Besides the obvious
economic factors which eﬂ'ectively preclude serious reoroenlzetion there ere
psychobgicel inﬂuences. efter the interesting, chelienging work of ioceting a bug ls
finished, the job of restructuring a 3,3’??9?“, may ,!PPQ":’.;,T"?'"PG"!W"',Y tedious,
Thus, even if there is no pressure to work quickly! the temp}etion to petch up a
system, rather than to attempt to. restructure it, is stror_igm Unfortunetely, itis tre—
quentiy Impossibie to predict the behevior of a computer system that conslsts of a
collection of patched-together programs.
| Perticuieﬂy in the case of systems with ueclasr aer potentieiiy dangerous,

nonreversibie consequences, issues like reiiebliity should bs eneiyzed well before
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the system Is put together. Such an analysis _shoplg! be made from a non-technical
viewpoint as well as from the standard technical viewpoint acco;dlng to which some
computer systems are already judged. A given rellabiiity factor may warrant the
use of one system in an -academic agpjlcqggg, but not the uﬁsa‘of q?nqthqrAsystbem
as an air traffic controllgr, and the methods of making these jUQqunts are not
axclusively those of a formal technlcal study

The most thorough analysis of a cqmputef system would ‘have to take Into
account subtle issues, such as the degree to which users of a system are likely to
depend on it and the possible consequences of this dependqnt_:e. Igsyes like tﬁ)eseﬂ,
whlch bring Into play tha people who use, depend on, and aro omerwlse affected
by computers, are Ilkely to be more lnscmtghle than computer systems thomselves
Although there has been recent eyldencq wlthln va,ca’deemlgl qlrc)eg of ggnsltlvlty to
the "human factors" of computer 'systqmrst., few critical, non-technical sentiments
have fiitered through enough economic and soclal channeis to be evident in the
design and use of existing computef sy;tqqn,s;; ‘ |

Our knowledge of the extent to which a computer system measures up to
certain important standards (which will ln all probability be tested at some point in
the course of its lifetime) is a major factor in our underg{gndihg of that system. A
Ia;:k of attention to criteria such as those | havg talked‘ about here wlll‘ severely
limit the ways in which we can reliably, comprehensibly Interact with computer sys-
tems. Shallow levels of understanding _far'e _hardly enough to warrant the high
degree of trust that many pqu!e plgce Ip gqmputegs_. The gdvlsabmty of ex(ercls-
ing great caution in constructlng and using blgger and better computer systems
seems obvious (particularly in the - unexanphd. pmn'l)oL undqratood areas of some
current computer sclence research), but some of the most hlghlg,rea;iectod .com-

puter scientists proceed in their work largely by employmeant of the method of trial
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and error, without much consideration of the ramifications of their work.

As a result of the previous discussion, we can see that the Giiteria by which
we Judde a computer system are closely related to the context in which we use It.
Different, and probably less stringent cfiteria’ woiild be appropriate In the considera-
tion of an airline reservation system than of a military command and control systeﬁl;
6onte)£t and criteria of use vhel;‘:' determine the risks 'éand'iﬁaﬁéﬂ’ts of uélng a com
puter system - what might be called ti:e*s"y;tem‘s"degfoe ofvttaflty" Zon Wﬁlcﬁ
any discussion of the appropriateness of utilizing the system should be based. UMt
mﬁtély; a computer system’s degrea of vltaﬂty dapends on the ways in' whiich the
system may affect people ‘ ‘ N o

' Flnally. the context of our use of a computer s9s’tam i\as somethlng to do
with our pérceptlon of the relationship between the s'ystemand the problem It pur-
ports to solve - the extent to which & computor system attacks the problem’ we
hctualiy want it té sdve. As | wlll ?dlééﬁss'laier' Inthlsthesls. b&uﬂﬁutér"s’ytte’ins
&éslgﬁed to solve social "pfdbl’omé" (foraxampie,fhofaﬂuro of ‘most modern school
systems to educate or to motivate their si:udenfs)Joften “miss thelr mark. Many
times, this is so not because of poor programlng,buibecaué‘o we do not under-
stand the nature of the problemlnapplylngcomputm&sa f"félai’lv‘éiy}"‘s‘dpé?ﬁém
symptom (such as the current shortage of teachm) of a perslstent soclal problem,
rather than coming to grips with the real source of the d!fﬁcul‘ty (which may or may
not be “canputable“12). we are taking the @asy way out of the problem. We may
understand how our system deals with the problem symptoms on which we have

concentrated our attention, but we will probablynot undcrstandwhythe system

128y 'computable," ! do not mean to refer to any tachnlcal definition of
what can and what cannot be represented by a -computer -algorithm, but rather to &
more intuitive sense of the klnds of problems to whlch a oomputer systom may ap-

propriately be apphied.
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does not solve the original problem (ehd it Is llkely"{t;hetrjlt will not solve It), since
we never acknowledged the root of the problem the humen sourcee of the
difficuity - in the first plece The utlllzatlon of computers ee "petch" eolutlons to
poorly understood problems can be the source of e eubtle‘klhd .of lnmrehenslblF -
ity that Is extremely difficult to detect. The lncomprehenelblllty of such systems
" derives from the absence of a well thought out explenetlon of the dlfllculty at
hand precedlng the design of a computer eyctem to resolve thot aﬂlculty When a
system Is constructed to model, or otherwlee refer to a humen ectlvlty. lte deslqn'
should reflect first and foremost an understandlng of thet ectMty and not just an

-ettempt to opereﬁonelly replicate lt

2.2.4: Front End Vmus Back End

in dlscusslny computer syetems, we muet meke cleer whether our vlewpolnt
is thet of the deslgnere of a syetem or of lte usere Underetendlr\g takes on a
different meenlng with respect to the deelqn end gen_ereﬁon of a computer syetem
{what | will refer to as the “front end” of the system)’theh it does with respect to
the use of a system (the "heck endY). o |

A system’s front end comes into belrlg before the system is even built, with
the basic decision to use computers to deal wlth“eﬁoertlcule;r ‘problem. Before"the‘.
technlcol design of the system can begln, an understandlng of the problem must be
arrived at. Often, the people who have the most complete knowledge of the prob-
lem domain are not the same people who set up a computer system in thet domeln
Thus, In additlon to dllﬂcultles inherent in the problem belng anelyzed there ls likely
to be enother stumbllng block thet of communlcetlon between the technlcel epe—
clalists who set up the computer system and the non-technlcal workers ‘who provlde

input into the speclﬁcetlons of the system ond who wlll eventually make use of it

Section 2.2.4: Front End Versus Back End 31.



An obvlous way of deallng wlth thls communlcatlon predlcement is to include
both computer englneers and system users ln the deslgn of a system Unfor-fr
tunately, there ls often considerable dlfllculty ln brldglng the gap between dlfferent‘
perspectlves of a computer system (that of the englneers and thet of the users,

for lnstance) This dlfﬂculty cannot necessarlly be resolved technlcally (for exam-

v. Wi

ple, by developlng a sufﬂclently hlgh Ievel programmlng language that serves the
needs of the various groups of people who use a computer system), slnce it arlses,i
at least in part from discrepancles In the ways In whlch(:llfferent people lnteracty
wrth and think about computers ‘ . 7 :

Besides difficuities with communlcatlon there are other dlfﬂcultles that can‘
preclude a well organized front end of a system. Consider theifact that computers'
are often introduced into situations which have neve; been overtly organlzed elong

AT i f

ratlonal lines. Wlth the suggestlon of computerized operetlo:s, en‘ exlstlng, informal
system must be converted into a form that Is sultable for representatlon by com
puter programs. in applications outslde the reelm of academlc reseerch (I.e appll-
cations that are often characterlzed to a Iarger extent by "sloppy'I human lnterac-
tions than by well defined rules), the tesk of retlonallzlng the work often proceeds
in a haphezerd ad hoc fashlon Moreover, it ls often the case that the work ltself
is redeﬁned In terms of the tools (ln the present dlscusslon computers) that are
avalleble

One case study which exempllfles the dmlculty of convertlng pre-computer
actlvltles into computerlzed systems Is the deslgn and lmplementatlon of the Bank
of Amerlca computer system in the Iete 1950’ .7 The deslgners of this system
quickly discovered that there was no organized system of rules end regulatlons
thatk completely governed the actlvlty of banklng. Desplte the Ierge scale and the

‘obvious complexity of this system, transactions that were not strictly routine were
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 often ha;ndl‘ed informally, many on a case-by-case basis. In this way, bank person-
nel were able to take into account unusual a#pects of a client’'s situation and, to
some extent, personalize their decisions. As the banking systomgrew‘ to large pro- .
portions, no formal policy was ever necessary becaﬁao the system worked.
Because life gives feedback, contradictions can be resolved informally (sometlmes
we call this Ieniancy)

it may not always be in the best interests of a system to formailze its deci
sion making processes. In the case of the Bank of Meﬂca system, the decision to
utlllze a computer system necessltated the establishment of a system of rules that
exp!alned banking procedures. as a result, the banklng system was changed. Per-
sonalized decision making was discouraged'as a resu!t of_the introduction of compu-
terized banklng; Contrary to Vice-Admiral H G. Rlékdve?s élalm that "of technology
it can be truly sald that it is not ‘either oood or.‘:tbmd.‘ buf thinking makes it so,""'8
the computer did not remain neutral with re’spect‘ to kt;lke actlvlty of banking. The
pfesence of ’the tool substantively changed the activity thaf was computerlzed;
even ihough this was not the original intention. |

Haphazardness in the organization of,‘ the froht end of a computer system is
bound to propagate to the back end, as a result, a system’s users will experience
varying degrees of dimculty and confusion In utmzing the system. When a com-
puter system is introduced to replace an activity that makes significant use of non-
standardized channels of communication, lmportant characteristics of that activity
are liable to be lost in the process of converting it Into a computable form. Users .

may find that different decisions are being made than had prevlously been the -

13yice-Admiral H. G. Rickover, "A Humanistic Technology,” in Techaology and
Society, ed. by Noel de Nevers (USA: AddisonWesley Publishing Company, 1972),
p. 21.
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case, thet seemlngly small mistakes can heve nontrlvlal unforeseen consequences,
and that exceptlons are no longer as eesy to handle es they once were. More
slgnlﬂcantly, users may be led to depend on a computor syetem thot acts according
to a patched-together theory of thelr work thet ls entlrely unclear to them. If
there is no well formed theory of use behlnd e computer syetem, then the operatlon )
of the system is Ilttle better than experlmentel~ in such ceses, dependence on a

computer system seems highly irresponsible.

2. 2 5: Systems
Before golng any further in this dlscueslon, 1 ehould sey eomethlng about the:.

important dlstlnctlon between computer procroms and computer systems. Much of'
the lncomprehenslblllty on which concerned computer sclenﬂets end up focuslng ls
thet of computer progrems end to a smeller extent, of the processes of problem
enelysls deslgn, cnd programmlng ltself whlch culmlnate in the generetlon of pro-\
grem code We ore exerclslng extremely narrow vlelon In restrlctlng our vlew of
computer system lncomprehenslblllty to the lncomprehenslblllty of one pert (elbelt.
the most loglcel and well understood pert) of computer syeteme computer pro-
grams.

~ ~Butler Lampson, a senlor research fellow of the Xerox Corporation, has
stated his bellef that “it Is the source text thet completely deﬂnes the [computer]
system w14 It ls not surprlslng thet hls ldees ebout moltlng computer systems more
comprehenslble Involve schemes for thlngs llke bulldlng structure lnto progrem code
(through greeter ettentlon to program hlererchy ond lnterfeces between progrems)

Lampson claims that by making explicit all chengee to code (for lnstence. by

- Vgutier Lampson, "Building Programs,” MlT boboretory for Computer Sclence
DlsﬂnouhhedLecmrSoﬂessﬂay1 1978, P
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keeping track of the editor in some well defined way), ﬂve will be able to explicitly
capture "the nature of the changes," and thus figure out what is going on.
Lampson’s concerns about the dynamic nqture of progrim ovolution are valid ones.
However, his persistence in keeping everything but computer programs themselves
out of his treatment of incomprehensibiiity ignores the fact that a complete system
is more than Just computers Qnd the other machinery assoclated with their opera-
tion.

Even assuming that there existed unambiguous, organized methods of making
.computer programs understandable (and this in itself presupposes that we know
and agree upon what it means to und,arstand a computer program), a computer sys-
tem cannot be rendered comprehensible simply by "building™ understandabiiity into
 its software. For instance, | have already mentioned the importance of taking into
account the context of use of a computer system in any discussion of the system.

... most large systems actually in use today and on which
people depend ... simply are not logically deterministic sys-
tems In any useful sense of the term. It no longer makes sense
to speak of such systems as having a state at a particular
time, or of their programs as if these were concrete texts hav-
ing an existence lndfgandent of the detailed circumstances In
which they are used.

T. D. Sterling, writing in a recent article on the social impacts of computing,
exprasses my own desire for a wide view of computer systems; he repeats Kiing
and Scacchi’s definition of a computerized "package": "not only devices (e.g.,
hardware, software, and systems protocols), but also a diverse set of skills, organi
zational units to supply and maintain computer baséd services and data, and sets

of belief of what computing is good for and how it may be used eﬂk:acn'msly.“16

15.loseph Waeizenbaum, "Human Choice In the Interstices of the
Megamachine," pp. 12-13. Lecture- presented at the IFiPS Comﬁunce on “Human
Choice and Computers," Vienna, Austria, in June, 19790.

16T. D. Sterling, "Consumer Difficulties with Computerized Transactions: An
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Like these people, by referring to computer systems | mean to suggest something
with many dimensions, some of which have found no place in purely ;technlc'ai dis-
cussions of computer incomprehensibility. The :ii{-'éncombaslalng nature of computar
syétéﬁs ls what makes it so difficult to d"e'mé'ihd““to deal with thé incomprehensk
bility that derives from them, but the frequent tandency to shy away from con-
sideration of the socletal "h;péété‘ ’ of.‘(églﬁbﬁtii'éﬁfiﬁ& V'h‘el;;“e"d' " entrench the

SEE R T

Ihccnipréhenslblilty of some syétz&lé. ‘

Emplrical Investigation,” Commuanications of the ACM, 22 (May, 1970), 284.
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Chapter 3: Sources of _Incqmprohcnslblllty

Evidently technological accomplishment has become a tempta-
tion that no person can reasonably be expected to resist. The

fact that something is tc’éﬁn‘e‘aﬁy ‘swieet 15 endagh to warrant
placing the world in jeopardy.

- Langdon Winner
It is hard to realistically deny the pervasiveness of incomprehensible com-
puter systems in modern society. Most of the computar-sclentists with whom 1
have spoken have ready exampies of their pet incomprehensible systems (large
operating systqms are favorite choices). In discussing incomprehensibility, many of
these people smile knowingly at me as they remark that it certainly isn’tndifacmt to
find instances of baffing computer systers. What | find ‘particulerly upsetting
about these conversations is the fact that the comments-are made from a profe&
sional viewpoint; that is, the systems to which these peeple refer are felt to be
incomprehensible to computer specialists. ‘What, then, is: the position of all the
non-technical people who make use of and are otherwise affected by large sys-
tems; how are these people to understand & émuttr system that the “experts”
have called incomprehensible? If the sericusness of the problam of incomprehensi
bility is acknowledged »by‘coni’puter scloﬂtlsts,' why is _It that incomprehensible sys-
tems are so widely used‘ ‘today and that muny systems currently being constructed

are likely to emerge ~lncompreh¢hs!5l§ In some sense. of the word?
in this chapter, | consider the -question of how docsh’oompmhﬁn&lblllty arise
in a computer system. Like most questions- that involve human interactions and
needs (and those dealing with computer systems do), this one does not tyt_we a sm-_‘

gle, well defined answer. Rather, computer system incomprehensibility is a problem

1Lemgdon Winner, Autonomous Technology (Cambridge, MA: The MIT Press,
1877), p. 73.
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that brings together a host of different issues. The “reasons" that we may come
up with to explain tﬁe existence .of ';ﬁcﬁmpréhehslble systems ‘cklepend on our point
of view - that of a rmuchax, programmer, designer, businessman or other user,
soclal critic, etc. For -the - purposes of Ws discus:lon Incmprehansibmty is best

considered from all these perspectives.

3.1: The Programming Procass

Computer programs are among the most. cbvious components of computer
systems, so we may begin an analysis of the sowrces of incomprehensibliity at the
level of computer programming. | have previously dl;cuggﬂqd&;gm?@;oblam,of com-
munication that beset many larga programming .projects.  Mest software workers
are aware that there .are a varety of difficulties with virtually every stage of the
construction of a computer system; and that .these difficulties confound program-
mers working: both individually and as part of ahrgar andeavor ,

On a personal level, programmers are viewed by much of society as rather
pecullar people. Computer sclentists must aope with unproductive stersotypes that
emphasize what might be- calied the "“hacking mentality."

. the hacker is “without definite pwposa”: he cannot set

befora himself a clearly defined long term goal and a plan for

achiaving it, for-he has only teehnique, pot. knc ge... e _has
nothing he can analyze or synthesize; In short, he has nothing
to form theories: about. His .akili. is: therefore.  aimless, even
disembodied. It is simply not connected with ?ythlng other
than the instrument on which it may. be.exarcised.”

Programmers are sometimes percejved as having:little purpose other than to spend
time with computers; they may be seen as solitary. individuals whose strong attach-

ment to machines is proportional to their detachment. from and lack of experience

2Joseph Weizenbaum, Computer Power and Human Roason- From -Judgment to
Calculation (New York: W. H. Freeman, 1878), p..118.. .
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with other people.

Professional Isolatlonlsm Is encouraged through the training of software work-
ers, which slngle-mlndedty emphaslzes technlcal akms Lnngmn Winner notes that
engineers typically regard themselves as "merely pmblem solvers"

“Tell us the problem,” they demand "Wo wm ma a solution

That's our job. But you may: not presume to.question the nature

of our solution. You are not a member of a technical profession

and, therefore, know nothing of .relewdnce. if you insist.on rale-

ing questions about the appropriateness of the means évo dev-

ise, we monlymthammmﬁtm
The personal identification of programmers with their programs, which occurs in
many existing set-ups, does not support productive communication between work-
ers. in addition, workers. in technological fields: are suhily.-taught to accapt seg-
mentation in the work structure: that surrounds.them.. Programmers are discouraged
from asking questions or exploring issues beyond their sssigned tasks; they are
*deprived of all but the most narrow skills-.and of ap:uaderstanding of how their
work fits Into the work process as.a whole.*? Codera may be forbidden to use any
programming techniques but a few rigidly defined ones, -so that their program code
emerges as little more than “a standardized product made in in a standardized way
by people who do the same limited tasks over and over without knowing how they
fit into a larger undartnkﬁng."s

Even on a more organized level (e.g., that of the management of a software
project), the activity of programming is often viewed in an impersonal way. In his
book, The Psychology of Computer Programming (which is, incidentally, one of the

most widely read books m computer programmers), dd ‘Welnberg comments

3 Winner, p. 11.

4Phlllp Kraft, Programmers and :Menagers: The Reutinization of Computer
Programming in the United States (New York: Springer-Verlag, 1977), p. 83.

Sibia., p. 69.
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on the widespread lack of attention devoted to the informal, interpersonal (as
opposed to formal, orgamzatlonal) structure of softwere projects and to the soc‘:lal‘
(as opposed to physlcel) environment that supports the work of programmlnq The
fact that Weinberg ﬂnds lt necessary to stress the humen element of progremmlng
is indicative of a general lack of understanding of end eoncern for programmers and
the Interaeﬁons between them, thet h not uneomm in mmgedal circles. Philip
Kraft, too, has much to ny about the artlﬂcldly mlntdned dstmce between pro-
grammers and managers, md its negative oﬂemm the producﬁon of  computer
systems;6

in addition to - psychological factors that play a significant role in the pro-
gramming process,. there dre other, even more tangible presaures that affect the
quality of computer programs, often by centﬁhuthc to their inacrutability. The most
obvious of these pressures are caused by short range economic constraints on all
programming projects. These constraints discourage the writing of thorough docu-
mentation or of well commented, understandable code. it is a common folkiore
among people who are not terribly familiar with computer programming that good
code is likely to be more expensive to run then code that consists of program
vhacks,"’ but this notion is not supported by practical experience. What is cer-
tainly true is that obscure code is in the long run costiier to maintain than well writ-
ten code. Unfortunately, the non-monetary costs of using poorly coded programs
(which are bound to be unreliable and incomprehensibie) are not reckoned into the
budgets of the projects that produce them..

Economic requirements transiate into time limitations that tend to pressuwre

6Kreft, op. cit.

7A vernacular term used to denote quick, clever pieces of work that are
generally not very waell structured or documentead. :
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soﬂwaré engineers Into accepting inadequate solutions to problems that they are
asked to solve. Weinberg voices the opinion of everyone Qho has ever done any
serious programming when he states that "we must be realistic and acknowledge
that probably no perfect 4progrn’m was ever written. Evéry really large and
significant program hVa;ju'st one more bug."® Nevertheless, adequate time for care-
ful program design, meticulous c:'odlng',ﬂ\"' extensive testing, and complete
documentaitlc;ﬁ - all of which are neceas';ry it w'eﬁ’;}e ’Lévih to atthﬁipf‘ib prodiice
Mgh quauty, understandable code — Is considemd a quury ln most non-academlc
programmlng situatlons !n general, it is only the short tarm achlevement of a sys-
tem that runs yvhlch is fang;bly feWirdad.} Bei:a‘;.ts{; thobnqterm, global view Is
A not dsually taken, important corisiderations hay be ovérooked. For Mance; once
‘a ‘gI\)en corhbuter’ system l; declared operational and is put Into use, many of the
programmers who vﬁef'e"lnvol;e‘d'l;r} making that syatem run beglh working' ‘on other
systems; thus, ‘the people who help deslgn &n& implementahrge systém are not
usually around when. problems with the system arise. o Y |
Another factor that contributes to program incomprehensibllity Is the gen-
erally low level of professionalism that characterizes the activity 6f pr&gr'ammfng.
We think of an acﬂv&y as being proféssbﬁai when the members themselves deter-
mine the criteria for membership, ci;roosé who Is to be a member and who Is not,
and have the power to remove someone from the profession If he does not adhere
to certain i:ollectlvely sat technical and etﬁ!&:al éi&ﬁdﬁfds. The Council of the
Assoclation for Computing Machinery has adopted a Qét of“;)guldelines for profes-
sional conduct in Information processing, but computsr programmlng is not really

governed by anything like a code of ethlcs, tha fact 48 that. there Is no

8(:ierald WGinberg, The Psychology of Computer Pravramlng (New York:
Van Nostrand Reinhold Company, 1971), p. 18,
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professional standing for programmers (the ACM primarily serves academics and

other co_mPut_er science researchen;g

) thet ls__,'peoplewho _rrguke up a small portion
of all people who work wlth computers) . _ | |
Current writings that deal wtth the tralnlng of programmers Indlcate that
software workers are taught not to questlon the constrelnts that are Imposed on
their work, even though these constraints may be Imposed by people who have hed

few d8§|!!!9,8, with computere;,_they are teught to stress _t_.:oroorete proﬁtabillty and

and can ‘be ‘deper_rded upon; ln short they are teught everythlng but a sense of
professlonal ethlcs Furthermore. _they are subjected to continually changlng
speclﬂcations from computer users; these, comblned with the comlng and going of
people Inyo!ved in a computer »projeﬁct as the dealgh oi; ﬂ,‘“ system progreoses,-
ensure steady modiﬂcatlon thet_ fundemeh‘taﬂy’wohehgee a ‘ oomouteri syetem In

unpredictable ways.

3.2: Complexity

Some _ed\rocetes ,of‘ lncreaglry_g tho use of comoutere would heve us betleve
that oomputers are hoth necessary arrd beheﬂom to ‘e eoclety ee compllceted hus‘
our own. They argue, on the one. hand, thet l‘wlthout such lntellectuel alds, our
complex modern society may well fell apart under lts own welght of c:omplextty."10

and, on the other hand, that better (/.e, computeﬂ;ed) means for handiing and -

9Thrs can easily be verified by a casual survey of the eﬂliatlons of the au-
thors of the articles and lgtters in ACM publications. . - = .

10pobert Fano, "The Computer Utility and the Community," IEEE International
Convention Record, Part 12, 32. .
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disseminating information will resuit in an lncroase in Intéilectud freedom and in
diversity of Ilfestytes These arguments form tha basis for much of present day
computer use; yet, as | intend to show, they do not stand up to crltlcal examlna— :
tion. -

" The value of the computer in dealing Mth really eomplex problems, and par-
ticularly with human dlﬁcuﬂ!es. Is hlghly quastlonable. In some casea, the complex-
ity of computer appﬁcntlom daﬂvcs not from thl pmb!;l Mn, but from the use
of computers. it is actuaily thc case that BOMO - eampatcr systm merate com-
plexity and render problm more - Imrdmlﬂe amt umnnmaeabh than they
were origlﬁally Fer lnstcnce, Edwin Puxaon :ttempts to justify eumutorlzed mili-
tary defense systems by stating that "thore ls lmle quastion that seﬂous -systems
analysis wlthout the oomputer is Mslble"‘ m gnos on to. undamdne his own argu-
ment by unknowmg!y naming tha eomputer ltsﬁ! ‘a8 the nenme of- the complexlty
with which it is assoclated: "As comvut!ng peww hu Ilwumd, 80 abo has the
‘complexity of the analyses it fostors «11 [onpbuls m] Simihﬂy John Kemeny
first praises Dartmouth cblieges ootnputer%zcé bookkeoplne systcm for maintaining
many thousands of accounts accurately, and m acimawhdgea that It is also a
- by-product of the system that we have such a vast complexity of information . .
that human beings cannot cope with It without-the: aid of the computer.*'2 In the
light of what these people and others have sald, the argament that computers are
necessitated by the complexity of modern soclety-is hardly tenable.

The alleged benefits of complex computerized information systems are even

11Edwin W. Paxson, "Computers and National Security,” Chapter 3 in Com-
puters and the Problems of Society, ed. by Harold Sackman and Harold Borko (New
Jersey: AFIPS Press, 1972), p. 77.

124000 G. Kemeny, Man and the computer (Naw York. Chaﬂes SGribner’s
Sons, 1972), p. 104.
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easler to dismiss than the preceding "argument from necesslty “ Aocordlng to one
view, computers, by virtue of their Informetlon processlng capabllitles, are pert of
the foundatlon of a new golden age However, it is not difﬂcult to see that exlstlng
computer systems do not provlde any evldence of the comlng of thls prosperous
future, and there is no compelling reason to believe that twice as many, or even
ten trmes as many systems ever MII; ~

The record of how technology has actually been used in the
‘modern world::does act support [thia] supposition. In principle, .
transportation and communication might have been expected to
contribute to- a broadening of "bummfﬂxeeﬂom-and.ﬁgreater
tolerance for different customs and bellefs . . - The ability to

'tr.mmsmamammmmtemm
great distances has not led to increased understanding or great
compassion. There is no evidence. to suggest that international
tensions have been lowered as a oonsoquence of increased
information flow .

The problems of human interactlon cannot be ‘reduced to
information flow, nor can the shortcomings -of existing soclal
arrangements be attributed to imperfections In our instruments
of communication. Is there any reasen to bslieve that a two-
way terminal in the home would materially aiter an individuals
response to television breedcasts showing scenes of violence
or human mercy? The mere fact of having access to informa-
tion does not create the .disposition to act appropriately-. ...
It is purely wishful thinking to suppose that improved information

" flow will ‘result in ‘spentaneous efforts to rescivegonflict and
create more responsive social environments. Th? historical evh
dence points to further conceatration of power."

Mowshowitz ‘drives home the point that although Information is necessary for
rational decision making, it is not sufficient for harmonious soclal interaction. |

in discussing complexity, | do not mean to refer to the formal definitions of
complexity utilized by computer science researchers, but ntherito a more intuitive
definition. A complex computer system is one that is composed of marny parts that

are interrelated in complicated ways, so that it may very well be impossible for us

13Abbe Mowshowitz, The Conquest of Will: Informetlon Processing in Human
Afairs (USA: Addison-Wasley Publishing Company, 1976), pp; 164-65.
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to keep track of all the systems’ components and the relationships between them.
In reference to truly complex computer applications, | have already discussed the
importance of .a well understood theoretical foundation; ’a computer model (or any
model, for that matter) is only as good as the theory behind it. The point here is
that complexity is not a mandate for lncomwehemlbﬂhy:' 'wltnees theVMAC'SYMA
system (mentioned in Chapter 2) and tlre 'DEN’DRAL Vbs;rst‘em. which 'lmplemerits a
theory -of mass spectrometry. " ... incomprehensibliity is. not a necessary pro-
perty of even huge computer systems. The secret of thelr omprehens\kloﬂltyi'ﬂes in
that these systems are models of very robust theoﬂee.““‘

Most computer systems In use today "don’t deal with complexity at axi_ - nor
are they designed to - they deal urith sheer meQMtude.51.6 This is often »the case
with the huge lnformatlon banks utilized by so many buslnoases Ihﬁthese applica-
tions, computers heve become necessary only in the sense that certeln services
could not be rendered In their present form without the ’com;:uter. However, the
present form of these functbns has been d!cteted in |arge part by the evallablﬁty
of and early dependance on computers Thls stete of widespreed computer use
end'dependance, wh!cﬁ now appears Irlevtteb'leend:lnescnpoﬁ“le is in reality man
made. Apparent complexlty may be deceMng and does not elways warrant the use
of computers, whlch may only conceul less technologlcef perheps more perspice-‘
clous ways of solving certain problems. 7 | w

| have mentloned complexlty In my discussion of incomprehenslble computer

Q6

aystems because it Is one que!lty that Is neerly elweys essoclated wlth computers

14Joseph Weizenbaum, "Human Choice In the Interstices of the
Megamachine,”. p. 13. Lecture .presented at .the IFIPS Conferem::e rxf *Human
Choice and Computers,”. Vienna, Austrie, in. June, 19?9

18,514., p. 7.
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end thet ﬂgures largely in thelr lncomprehenslblllty Shellow underetendlnq of a
complex problem may result in a system that ls unnecessarlly opaque Unfm
tunately, our essumptlon that computer systems are too oomplex for the averege :
person to understand hes helped prevent the exposure of much exlstlng system
lncomprehenslbllity in dealing with oomputer systems, itis \\rell to conslder boththe
eeslly forgotten fact that enormously compllcated tesks were successfully carried
out before the advent of computers, and the easily obscured fact thet the modem

rneg;erne_chlne16 has not heralded an age 01‘ humen he_pplness.

3.3: Evolutlonory Systems

One of the reasons that even computer sclentlsts are worrled about
incomprehensible systems ls the current reellty of eomputer systems that have
grown to a point where they are no longer under the oontrol of the people who con-
ceived and created them A large system Is worked on by 80 meny people over
such a long perlod of tlme thet by the tlme it ls oompleted there le no person or
smafl group of people who can be said to understond it. .

One of the most disturbing facts ebout lerge oomputer systems Is that there
is no group of people who can be identified as the euthors of the system, ln other
words, no one is ultimately responslble for the operetlon of the system Vlrtuelly all
large computer systems are far too difficult to comprehend for anyone to be able to
modll‘y them \vlthout rlsklna unpredlcteble oonsequences, certalnly thls ls elweys _
the cese wlth systems of whose evolutlon we cennot keep treck Once they are

put into operation, these systems are, for the most part, lmmune to change - they

1°A térm used by Lewis Mumford to déscribe massive organlzatlons intended
to carry out tasks whose magnitude places ‘them ‘beyond the eepebllltles ‘of amall
groups of people.
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can only grow.

Herbert Simon, a leading computer specialist, describes a computer program
as a strategy of action whose states and lﬁputs ne;d not be envisioned In
advance by the programmmer.17 Such an aﬁltuds &oes not support the security
"derived from -the commonly held view that computers do only what they are told to
do. in a fearfully real sense, Slmon is descﬁblng systems whose present form and
" mode of operation were neither planrred not foreseen when the system was
designed. These are systems that have evo/ved into wﬁqt they Are now, in ways
that no one has kept track of or really undrerstﬂaknda.r

When a program grows in power by an evolution of partially
understood patches -and fixes; the ‘programmer begins to' lose
track of Internal details, loses his ability to predict what will
happen, bagins to -hope Instead of know, and :watches: the
results as though the program were an Indlvidua! whose range
of behavior is uncertain.

This is already true in some big programs .. It wlll soon

- be much more acute . {arge hmwums wilt be
developed and modified by several programmers, each testing
them on different: exampfes Trom diWarent consolas and inserting
advice Independently. The program will grow In effectiveness,
but no one of the programaers wilt understend it all.(Of course,
this won't atways bé suceceisful - the:intersctipns: might . make It
worse, and no ohé Thight be abla to lic# dgein!). Now we see
the real trouble with statements ke "It enty dues Mntiga pro-
grammer tolditto do* ‘There isn't wem prowm

Professor Minsky mlght well have said that there are no mmm programmers at
all. Gerald Weinberg has emphasized the team programsning o:mm:ept,19 the sur-

vival of the team throughotit all phases of a: computer system, from design through

17'Herbert A. Simon, "What Computers Mﬁan for Mavrrand Society," Science,
106 (March 18, 1977), 1187.

18Marvln Minsky, "Why Programming is a Good Medium for Expressing Poorly
Underatood and Sloppily Formulated ideus|®: i Design and. Planning, H, ed. by M.
Krampen and P. Seeitz (New York:" ‘Hawtliigs House, +1867); p. 121. Quoted in
Welzenbatiin, cmpvter Power and - Hum m; #mm Jwgmmt to Calcuiatian,
p. 236.

19Welnberg, op. cit.
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maintenance, encourages the bellef that there is a group of people who continually
maintain control over the system. However. the compoeltlon of a team Uoh'anges 80
often that the team that maintains a system and muet deel wlth problems that arise
in the course of uslng itis fundamentelly dlfferent from the team thet made the Inl-
tial deslgn decisions. Thus, in addltlon to the fact that large computer systems
adapt as they operate, the group of people thet ls suppoeedly in control of the
system continually changes. it may be hnposslble to rellably predlct the final
results of a computer system for quite some tlt’ne. after it has been put into opera-
tion and after people have begun dependlng on it !t mey eleo be impossible to rell-
ably predict how well a programmlng team understands a system at a given “time.
Much of the lnounwehemlbmty that dnnszedm these evomtionary com

puter syetems deriwes from the omuuzatiee of the prog:emmlng of the
system - the hlghly segmented hlerarchlcal sttuemro ef \ e large computer
project - and from the programm themelves - tbo oenstent#y cheaalna nature of
the group of people who sreete end then qdatela Py MW 'rstem

Most of the muﬂmaedhdmmdm;mw tasks

of producing: progreme are_left to:2n-a00ny@ous . army of peaple

mmmmm:mqmmmmmmmt

they -tdo- and lese of why they:are-doing it A%:Jeast up until

now, the computer has intensified, not: reduced,: the . sepanﬂg

between those who think and thoee who do everyth!ng else.

[y emphasin] | : e , .

Although such systems may not be smart enough for us to imagine depending

on them a great deal, Marvin Minsky.. worries that."uafortunately, there are too

many ways a dumb system with a huge data base can be useful."2! Just as one

20y raft, p. 29.

in The .Computer he: A Im-)!ear Wam . 0diby Wndd. Bertnuzo; and. Joel
Moses (Cambridge;, MA: The MIT Press, ja.press).. Quoted in.Joseph Walzenbaum,
"Once More: The Computer Revolution,” in Michael L. Dertouzos and Joel Moses, ed.,

op. cit.
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cannot talk usefully about a computer program without also taking about the tech-
nological system in which it is embedded, one cannot talk usefully about a computer
program without considering the database on which it draws for information. It is
often the case that one cannot distinguish very easily between the program and
the database system. Modern databases are often dynamic, introducing yet
another source of unpredictability into a computer system.
it is not &Iﬂlcult to find people who seriously worry whether we can maintain

control of our computer systems - whether people can kehp up with their machines.
it Is harder, however, to fhd someone who recognizes the ‘bourdlty of needing to
ask such questions. |

But we must win our technoiogical race with competing nations

first and then do the best we can with the realignment problem.

Remember, the readjustment W is common to all
technologically-advancing nations.

What Thompson esuphemistically calls the "realignment problem™ Is reaily what
Joseph Weizenbaum describes as “the feeling iof powerlessness so ubiquitous
among Individuals in our society . .. the widespread alienation of people from one
another and from their work . . . the perception of ordinary people that they are liv-
ing in the interstices of a gigantic system.'za Computer systems usually replace
older, less technoiogical ways of doing things, and once a workplace is organized
around computers, they quickly become Indispensable to the functioning of that
workplace. If no one is willing to assume responsiblliity for a system, why are we

willing to trust that system In non-trivial areas of our lives?

2zﬂoward Thompson, Joint Man/Machine Decisions (Cleveland, Ohio: Sys-
tems Procedures Assoc., 19868), p. 67.

23Welzenbaum. “Human Cholce in the Interstices of the Megamachine,” p. 1.
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Chapter 4: The Technological Soclety

Of all the things inappropriate to the man-made environment of
the modern age, none is so opriate: as -man himself. ‘He
must adapt himself,’ Eilul commants ‘as though u‘e world were
new, to a universe for which he was not created.’

Lanodon Mnner
Quietly and complacently, it was sinking into de;udoncza and
progress had come to mean the pmormofmmm A

E. M. Forster

| have already noted that computer programs should m‘)t‘ be considered
independently of the clrcumstahcei in which they ire usad; ainmérly. computer sys-
tems and system incomprehensibility should be examined from a broad perspective
that emphasizes the technological society In which we live. Danlel Bell writas that
. technology is not a ‘reified thing’ or some abstract ‘logical imperative’ but is
embedded in a soclal support system, and it is the support systém, not the technot

ogy, that determines its use."s : o

There are man)'/‘ aspects of soclety’s ‘attltude toward 'teéhnology that can
lead directly to incomprehensibility in cdmpute_r sysfem&. Our to&ﬁndbdlcal soclety
operates in "performance >mode,1'! _whergby Jasm not dlfectty related to the
economic value of a system are likely to be. suppressed. Questjons such as

whether or not we need a particular system or whether a system is safe (in a

broader sense than that exemplified by whather a system Is harmless to its

1Lm*t;‘;don Winner, Autonomous Technology (Cambridge, MA: The MIT Press,
1977), p. 216. Quoting Jacques Eliul, The Tschnologlcd Soclety, trans by John
Wiikinson (New York: Alfreéd A. Knopf, 1604), p. 826.- -

2E M. Forster, "The Machine Stops,” in E. M. Forster, The Eternal Machine
and Other Stories (New York: Harcourt Brace Jovanovich, 1828), p. 285. Quoted in
Abbe Mowshowitz, The Conquest of WIil: information Proeswhg In Homan Ahlrs
(USA: Addison-Wesley Publishing Company, 1978), p. 318. = '

3Daniel Bell, "Hard Questions and Soft Minds: A Reply to ‘Wéizanbaum,“
Chapter 21 in The Computer Age: A Twenty-Year View, ed. by Michael L. Dertouzos
and Joel Moses (Cambridge, MA: The MIT Press, in press).

Chapter 4: The Technological Society 51.



operators, for exampie) may be subdued by questions like *will it work?"

There Is wldesp&e‘ndf-pressm’e’eg‘ehs't ‘critics of computer systems, which
encourages dependance on these systems Thls often takes the form of peer
pressure; counter critics ctte the observeble fact M “eVeryone else™ seems to
be using compoters.

And so we conclude that on-line decisions have to be made
rapidly in some systems because of the advance in technoiogy,
. and have to-be made rapidly i business to mest the compett:-
tion createf by learning to make those vital, rapid decisions
eisewhere.
The above reasons - bdsiness competitlon and advances in technology - are typi-

cal but not extremely compemng justlﬂcatlons for the often uncrltical expanslon of

Iarge scale computer eppllcations and for the dlscouregement of critlcism ’

4.1: Autonomous Technology
The organization of modern society is founded on whet many people perceive

as technologlcel necesslty - a widespreed sense of technobglcel Inev(tebmty that
Langdon WInner has called “autonomous technology"

Autonomous technology is the part of our being thet has been

transferred, transformed, &nd separated from living ‘needs and

creative intelligence. Any effort to reclaim this pgrt of human

life must at first seem impractical and even ebsurd. :
Several writers have distinguished ‘between wylﬁd— the broader connota-
tions of technique - a limitless way of ofganizing the ‘world; an all-encompassing
arrangement of which human soclety Is but one segment.. My intent throughout this

chapter Is to examine the presence of tecimlque ln todey‘s soclety Most of us

; 4l-lomard Thompson, Joint MM/Mechlne Declslons (Clevelond. Ohio: Systems
Procedures Assoc., 1086), p. 40. , ,

. Swianer, p. 3a33.
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are governad to a larger extent than we consciously uekmwiedoa by a technologl
cal mentality, according to which tochnlque uaum the characteristics of an
irresistible force and not of just a tool Our sense of lnner ‘directednoss has been
superseded by a sense of what we belleve our highly organlzed environment
*wants” us to do or will allow us to do.

The technological soclety is, to a large extent, a dangerously uncritical one.
We have altowed our virtues to become tachnical ones; the spirit of the day is that
of maximum productivity. Technique “clarifies, arranges, and ratienalizes; it does in
the realm of the abstract what the machine did in the domain of labor."8 Technique
specifies attitudes that are valid once and for ail.

Winner exhorts us to consider "instances in which things -have become
senselessly or Inappropriately aﬂ'lcl_errt; speoedy, rationalized, measured, -or techni-
cally reﬂned."7 | have encountered numerous axamplca =of<a--thoughtiess -accep-
tance of technological virtues; 1 will mentioir only: & féw of them. ‘Howard Thompson
{in Joint Man/Machine. Decisions) implicitly -assumss the  desirabllity of -complexity
and competitiveness; on. the basis of this assumption, he does not bother to justify
the use of computer systems in'his: discussion of decision meking.® The title of
Sheridan and FerreiPs book, Man-Machine Systems: tfermation, Control, and Deci-
sion Models of Human Performance, would seem 1o indicate an emphasis on the
human element of man-machine interactions. However, the authors:inform us that
their consideration of human performance i3 necessarily Ilmlted to that whlch their

ﬁédeis can describe:

6 jacques Eliul, The Technological Seciety (New York: Vintage Books, 1964),
p. 5. ‘ ‘ B ‘

Twinner, p. 230.
8Thompe:on, op. cit.
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People may show grace, imagination, creativity, or feeling even
in narrowly. gonatrained tasks; but these. qualities are too fine
for the nets we cast in modeling and experiment. We have to
‘be content te desgribe and prediat st a .mugh more mundane
level. Our frequent use of terms such as operator and perfor-

mance instead of persen.or: bebavior. js.meant. to. emphasize. the

~ engineering context and the re gvcly narrow range of human

- experience which it encompasaes. :
Sheridan and Ferrell certainly deserve credit for recegnizing and bringing to our
attention some .of the dlsﬁnc’dons between the human and the mechanical elements
of the interactions that they oonsider. Still, when we are led to believe that we
must be content with a narrow . range of human experience because technique
requires this limitation, then. our lives are. beiag.viewed too much in the “engineer-
ing context. “... to dwell on these impressive.atatistics which tell us what peo-
ple do, without. attention to how they feel/ sbeut what they do is to miss a pro-
foundly important-dimension. of humen experience - that |s, the meaning that peo-

ple attribute to their behavior.® 10 - |

~in one article, Harvey. Whseler. attempts to expiain. why we should use com-
puters to aid us in making decigians: ; He.states that we do not expect perfection
from either-men or machines, but that:all we want is a way to make decisions more
systomatically.!! Again, 1 cell attention to-the:unquestioned sssumptions - in this
ase, that systematicity -es such. simply and obwicusly justifies itseif and is always
to be preferred over less formal criteria. Why naot go beyond the queaﬂonof
whether or not we can systematize the way.in Mﬂcbm make decisions -and ask

"Svhomas B. Sheridan and Wiillam R. Ferréil, Man-Machine Systems: Informa-
tion, Control, and Decision Models of Hmmn Performance (Ccmbrldge, MA The MIT
press, 1874).

10, jian Bresiow Rubin, Worlds of Pain/Life in the Worklng-Class Family
(New York: Basic Books, Inc., 1678), p. 136" :

1 1Harvey Wheeler, “Artificial Reasoning Machines and Soclety,"” Chlpter 138
in Computers and the Problems of Society, ed. by Harold Sackman and Harold Borko
(new Jersey: AFIPS Press, 1972), p. 480. . ,
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whether or not we really want or ought to do so?
The use of computers is sometimes justified by the argument that at least
. computers are r\o worse than people (e.g., automated doclslon rnaklng‘can‘ hordly be
worse than decision maklng by executives in a complex bureaucracy), and that.the
computer’s ratlonallty frequently makes them prohrabh to pcoplo in some applica-
tion Often. there is evidence of a pro-dotomw lppfevd of the use of com
puter technology that may cause us to ignore many. undulrabh aspects of applica-
tions that computer systems efficiently. cover up - amets that cannot be
effectively dealt with by a computer system. For example, the ELIZA computer pro-
gram. (mentloned In ‘:Chapter 2) was hailed by sorne people osthe preohrsor of a
poychotherapy machine fhat would deﬂ with much‘of tho neuroticlsm of modern
soclety better"than humanv fheraplsts are ablo to do. #ooolo who made this judg-
ment tended to lose sight of the nature of human psychdoglcol proolm amidst
their raptures over the computer. "ELIZA had less to do with showing how much a
computer can do than with rewMg'm4,M® mdmwy aempty some
forms of human interaction can be . .. "13
in our society, thera is a strong temptation to suhnamo -one’s own autonomy
in the megamachine; to give way to "a conscious and unoonsclous response to
whatever situation arises. This response strongly and automatlcally repuses any
alternative mode of action ... it neutralizes a!tamatlves by making them seem

unnatural, impractical, or simply Imposslble."14 in minimizing the role of human

12€~}ewaral writers have argued that, althoush oomsutor cystem may . not
perform as well as superior human beings, the systems are better than most pea-
ple. See Kenneth Colby, "Computer Psychotherapists,® UCLA Departmont of Psychi-
atry, Algorithmic Laboratory of Higher Mental Functions Memo ALHMF-14.

131heodore Roszak, "The Computer - A LitHle Lower “Than ‘the An.ela * The
Nation, 222 (May 1, 1978), 634. Review of canputar vaar and Humu Reasom-
From Judgment to Calculation, by Joseph Welzenbaum. =~ ~ -

14WInner, p. 126.
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beings in controlling their technlcal creatlons (be thay computer systems or other
technlcal systems), autonomous technology enables us to convlnce ourselves that
the system progresses lndependently of our actlons and thereby to deny personal
responslblllty for our actlons |

it disturbs me to be told that technology "demands" an actlon
the speaker: favours, that: "yeu Caffiet’ sthp progress.” it trow-
bles me that we are so easily pressured by purveyors of tech-
nology ‘Into -paiwitting ‘so-cdlléd’ “prograss® o after-olr livw
without attempting to control it - as if technology were an
“irreprassible  forés: of -nature ‘ta which weé must maekly asubmit. -
If we reflected, we might discover that not everything hailed as
progress: tontributes tofmlnbsﬁ?t oW is not:diways -
better nor the old elways outdated

Finelly, ln a soclety In whlch technobgy has become an autonomous force,

the only rullng prlnclple eppears to be that the technologlcel system must be

B ,rf ~ ERNGE )

expended st whatever cost Human agents are permltted to mske declslons only

accordlng to crlterla releted to maxlmlzlng technoloqlcel efllclency, but thls Is not

real cholce 16
To maxlmlze energy, speed, or automation, without reference to
- the -complex - conditions that-sustain ‘ovganic life; have become
ends in themseilves .... Under the pretext of saving labor, ,
the uitimate end of this technics is to displace #fe; or-rather, to
transfer the attributes of life to the machine and the mechant
cal collective, : allonvirg me?;mmﬁmm
as may be controlled and manlpulated

Mumford uses the phrase "the new Megatechnlcs" to descrlbe the modem system

whose chlef purpose Is control over the physlcal world and ultlmately over man

hlmself.

15Vlce-Admlrsl H. G. Rickover, “A Humanistic Technology,* in Technology and

Society, ed. ey Noel de: nem (usA momuey Pmm cmy 1972),
p.23.

18, p 0.

17 owis . Mumford,.. "Autherltarlan and. De;mocntlc Iechnlcs," In Technology
and- Culture, ed.. by .Melvin . Krenzberg and William . H. Davenport (New York:
Schocken Books, 1972), p 58..
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4.2: The Computer Rovolutlou
Computers are porhnps the most powerful plcythlnga ooneratod by modern

technology. Unfortunately, computer systems are oftcn uscd slmply bocause they
are there. We are too frequenﬂy gulded by tho technological maxlm that any new
technology that is possible must nocossorlly bo utmzed, whcthor or not it Is needed
or desired ' S | 7

if a machine can yield a gluen rosui‘t,wit muet beusod 'to capa- |

city, and it is considerad. criminal :and..antisoqial. Aot to-do -so.

Technical automatism may not be judged or questioned; immed}-

ate use lnuot‘gc found for the mast recent, efficient, and techn-

ical process.

\Thus, Butler Lampson explains that wo wIII soo Incrcaalno!y larga computer pro-
grams In the future, because of the avallabmty of more and bettar computer
hardw.nmre.‘,,9 and’ Benjomn M Rosen, an ehc&roalc&cmﬂ;& mﬂyst, says that
Americans will lndned ﬂnd a need for- Oomm ﬂ& m roause technologlcal
are being mads so rcpi&y om‘t dscow thotf tbc mpwty o# taohnologlccl advance-
ment is encouraged by tha a pr#orl nwapﬂonaf &mqplotglanm fOI' the fruits of
this advancement; thua. th& nﬂaute alze a# thb mﬂt Gll'm il ﬂxmed What is
technically feasible is cuownd to hcppen wlthotn rmd to omequencos.

We have already seen tmmq meﬂ W ngﬂures com-
bine - to demand the uss of computer systems. This sjtuation has reached a point

where any answer. generated:by a-computer is ofien-acgeptable 10 us because of

8¢y, p. 80. ' R

19Butler Lampson, "Building Programs," MIT Laboratory for Computer Sclience
Distingulshed Lacturer. Serqs, May 1, 1971

20mitchell Lynch, *A Computer Error: Trylng to Us‘” One lﬂ er Homa " Wall
Street Journal (May 14, 1979), 33.
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its automatic component. The worst charge of a technological society Is that of

the impedance of technical automatism. In a very real sense, we cannot afford to

doubt our computers.

The so-called computer "revolution" consists Iargely of computer appllcetlons
that are primarily guided by an lmpllclt bel!ef thet computers shouid be used. Th!s
assumption is evident in many writlngs on the use of computers In paychotherapy,
education, and military situations. Verters appear to start wlth the unjustified
assumption that computers ought to be used to solve a glven problem, and proceed
to select for further oonslderetion only those aapeau ef the problem that appear
computable (refer to the following section for a: dmelon of how "tho problem" is
chosen in the first place). The problem itself almost appears to merit a. status,
secondary to that of the computer

Data models are tools. They do not conteln in themselves
the “true" structure of information-..... He {a user] has to
learn how to use it. We generally presume that this learning is
raquired only because of thé compiexity of thd tool. - Difficulties
are Initially perceived as a fal!we to fully understand the
theory; there is an expactation that peresverance will iead to a
marvelous insight into how the theory fits the problem. In fact,
much of ‘his "leaming™ is really a struggls to contrive some way
of fitting his problem to the tool: changing the way he thinks
‘about his information, “expetimenting ‘with ~different ways of
representing it, and perhaps even abandoning some parts of his
intended application becauss the tool won't handie it. Much of
this “learning" process is really a conditioning of his percep-
tions, so that he learns 10 accept a8 fact those &ssumptions:
needed to make the theory work, and lgnore or reject as
triviel those cases where the theory fails. :

The question of whether a computer system is-the best solution, or even -an
appropriate ‘eolutlon,rto'a problem, and the queation of whether we should direct our

efforts elsewhere instead. of forging ahead with another computer system, are not

21 winiam Kent, Data and Reality (New York: North-Hollend Publlsmng ‘Com-
pany, 1978), pp. 194-196.

—
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always asked when they shouid be.

The usefuiness of the computer is often assumed perhaps because of the
awe with which our society generally regards sclence and technology. In our
‘eagerness to find solutions to perpetual piobhma, we. turn to What”wa believe we
do best; in modern society, this is determined by the pmducﬂon of solid results.
", .. in the Wast at least. the test Is not so much what. do you know? or how
elegant Is your interpretation of . woﬂdly phonemm? hut rnthcf what can you actu-
ally do?"22 Thus, we assume that a theory of any interpersonal ucﬂvlty can be
expressed in the form of a computer program; that lmprovedﬂ means will triumph
over carelessly considered ends; and that whnt;pbe;usj 1o the average person as
the formal eloqﬁenca of the computer bandrth‘.. sys;:b_m bthﬁd It-,rhrqa the power to
transmute errors into truths.

It is in the realm of soclal difficulties that' the computer revolution Is particu-
larly inappropriate. One computér sclentist. hﬁs doscrlbed a‘:'r;dt-too-distahti tfut.ure in
which we wm have access fo a Qeneral ’purrpbsa compuﬂng lhn'guagemthat can
describe any system that can be iniadlned.za In ‘thls way,ﬂwe "aré' ehcouraged to
believe that a more fully computerized world will eliminate exlatlng séﬁlai pmblémé,
" ... to delude [ourselves] that gigantic instruments can take the place of no
ideas at ai.n24 What we are not encouraged to do is to éome to gﬂpé with the
human sources of these problems, to consider how subjectivé; inteﬁieréonal factors
may be computéd, or todexramlnev crlterlh accorditig to which social problems may be

considered "solved.®

22Winner, p. 26.
23Lampaon, op. cit.

2“‘Joseph Weizenbaum, "Human Choice in the Interstices of . the
Megamachine," p. 14. Lecture presented at the IFIPS Conference on "Human
Choice and Computers," Vienna, Austria, in June, 1970.
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Norbert Wiener points out some of the important ways: in which social activi-
ties differ from the activities 6f computers:

. . . laarning machines ‘must act according to seme norm of good
performance. In the case of game-playing machines, where the

"~ permissible moves are arbitrarity ‘established :in..advance, and.
the object of the game is to win by a series of permissible
rules according t & strict convention that: determines winning
~or losing, this norm creates no problem. However, there are
many activities "that: we should - Hike: to “improwve by :jlesrning
processes in which the success of the activity is itself to be
judged- by a criterion hivolving -human: beings, and.in which the
problem of reduction of this criterion to formal rules is far
from- easyz [l would add that such: reduction is usually not
possible at ali]

To assign what purports lo be preolse values to such

essentlally vague quantities s nsither useful nor: honest,: end

any pretense of applying precise formulae to these 2wos

" defingd quantities is a sham and:-a waste of- time.“ . [my

emphasis]
Abbe Mowshowltz criticizes "automated common sense" ithe substltutlon of formel
processes for the intultive decision making of an experlenced maneger. Itis slmply
not always the case that all - or enough of thls lntultlve knowledge can be mede
expllclt' more often then not, valuable lnformatlon is loet ln the translation to the

language of the computer.

.4.3: Defining the Problem

_ A notlceable effect of the computer revolution ls the frequent trensformatlon
of human dllllcultles into a form thet is emeneble to a oomputerlzed remedy By
omitting the step of convincing ourselives thet a glven problem reelly is technologl- |

cally based, we are commlttlng ourselves to forcing some problems into a

25n0rbert Wiener, God and Golem, Inc. (Cambridge, MA: The MIT Press,
1984), pp. 76-77. -

28pd., p. 91.
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mold - that of a computer system - in which they may not fit. The nature of such
problems can easily be‘su'bdued by the method of aoproaoh and the techniques
employed.

Many writers have remarked that the technologlcal society Is one in which
our needs and desires are inevitably formulated as technologlcal problems it is
the solution, e.g the computer, that defines the problem ’ .

If the technique in question is not exaotly adap;ed to a pro-

posed human end, and if an individual pretends that he is adapt-

ing the technique to the end, it is generally quickly evliept that

it is the end which is being. modified,.not: the technique.”
Writing about a more specific domain, Philip Kraft comments on the attempt to for-
malize the activity of programming by increasing the use .of pre-tested software
routines: "In effect, the use of canned programs represents a joint decision by
software sellers. and software buyers to make the problams fit the solutions at .
lumd.“28 Note Kraft's perception of the fact that the existing situation is the
result of decisions thlt,hweg_heen;m;deby, paople. .. ..

The area in which the computer shows up most glaringly as a solution looking
for a problem.is -that of .social. praoblems,. in. which thera is most often no perceived
need for.gomputation. (for example, the "problams”. that characterize .our educa-
tional or Jegal: systems). Quick; WM@M faor.social pmbloms have.a way.
of affecting. and changing the problems.in.unforaseen. ways. . Furthermore, just as.

the - appligation - of -patches . to ..computer - programs. compounds their

2Tema, p. 141.

28%“9 Kraft, Programmers and Managers: The: Routinization of Computer
Programming in the United States (New York: Springer-Verlag, 1877), p. 35. Note

that this.  difficulty . is - commen : .to - all ' situsations: in awhich: stendardized ~ npt- -

personalized - solutions are applied to problems. | believe that_Kraft is primarily
concerned with canned databases, management information systems, etc., apd not
with relatively 'harmiess {and’ genuiely  inportant): W sﬁbh *is t:anned

mathematical routines. )
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Incomprehenslblllty, so the use of an entlre computer syetem as a patch solutlon to
a deep human difficuity can set in motion a dangerous propaoatlon of lncomprehensl- )
bility.

in considering the application of computers to soclal prob!ems, we should
ﬂrst contemplate our perception of human dmk:ultles as "problems Joseph
Weizenbaum has pointed out that problems such as a serles of mathemqtlcnl equa- .‘ 7
tions have permanent solutlons, but that this is not the - case wlth lnterpersonal
difficulties. These problems lnvolve conﬂcts of Intereet bet\veen people and can-

not be understood soleiy In information processhg»toms- m prcblemscannot be

understood ‘Without #irst- understanding peopie. Himan problems (for instance; sys-

tem Incomprehensibility) are not *solved™ in- thé- computationad sense of the word;
what would constitute a solution to a soclal problem? Rather, they are transformed
into other problems that may be easier to live with than those they 'rephoeszo e

We fail into a ‘mode of problem- solving when we redfize, at some subcons-

cious level, that in the realm of soétal difficultias; tfie subjective nature of problem -

definition renders problems not just complex, but extraordinarily: difficult to deal
with. - Cofiiputer systems are comparatively easy to deal with. Thiis; 'we doncen- -
trate our énergy on Improving’ military Gommarid- ahd-control  systems instead of -
questioning the héed for ever more coimpliéx énd advinced forms ot destrisction; we
extol the virtiies of computerized psychotherapy  witheiit @xiining the:.reasons °
why Increasingly large ntiimbors of people seek psychotherapeutic help, #nd 'we try
to introduce computers into schools on a massive scale without .ever ch!nd the
raatlty of -what is heppenlnn in kmerlcen eeboolt Inothw M lnformetlon !ﬁeoreti-

cal Aterms ‘We can convlnea ourselveo th-t eomputera can solve eur ﬂ:oblems as

ngoseph WQizenbaum, "The La,st Drngm, Tﬁe Conference Board Magazlne, i
Xiv, No 7 (July, 1977). 41,
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well as or better than people only by substituting mechanical gadgetry for human
attention and by practicing interpersonal activities in inhumane ways. "The world
becomes computerized when all human problems are reduced to technological prob-

lems."'30

4.4: The Reduction of Human Experience

Perhaps the most regrettable effect of the’ technologlcal structurln.g of
.present day society is the reduction of people to Information proceselng organlsms
Intelligence, once thought to be the excluslve domaln of human beings, is now
often defined operationally, so that we may speak of lntelllgent machlnes At the
1977 International Joint Conferences on Artlﬂclal Inteﬂlgence, Al researcher Edward
Fredkin stated that the achievement of a “thlnklng machlne" requlres a comblnatlon
of only englneerlng and sclenc:e.31 Simon and Newell’s General Problem SO|V8|’ com-
puter program is an attempt to lmplement thelr bellef that the elementary
‘processes underlymg human thlnklng are analogous to the lnformatlon processlng of
a computer. 32 Dartmouth presldent John Kemeny sees no good _reason for not
assuming the Iintelligence of computers, because they manlfest lntelllgence in a
scientifically testable (which is to say, extremely llmlted) sense. Kemeny equates
apparent randomness (what we might call incomprehensibility) in a computer system‘
with intuition and creativity In people, and implies that random computer behavior Is

as desirable as creative human acts.83

3°Joseph Weizenbaum, Apollo Agonlstee," lecture presented at SUNY in
Albany, New York, Aprll 20, 19879. - ;

31Iarael -Shenker, "Man and -Machine Match Mlnda at MaIT " New York '
Times, August 27, 1877, p. 8, quoting Fredkin, .

32Herbert A. Simon, "What Computers Mean for Man and Society," Sclence,
195 (March 18, 1977), 11886.

33John G. Kemeny, Man and the Computer (New York: Charles Scribner’s
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What | object to in such observatlons is their impiicit reduction of people
and of human experience, their identiﬂcetion of “the scientiﬂc conception of valid -
experiance with the whole of existence u34 Roszek notes thet In equeting people
with machmes, we can either raise mechines up to our ievei or iower ourselves, he
laments that we have done the latter - that we have reduced all human culture to :
the machine’s limited capabilities. 36 Roszak is hardly aione In perceivlng the gre-

S

dual adaptation of human needs, desires, and thought processes eccording to the :

demands of technique, for Instence, Winner writes of the sheping of humen con-
sciousness within narrow technical channels 86 - o

In technoiogicel terms, an individuei'e socisl worth is proportionel to his "pro-
ductive capacity in a competitive lsbor market "37 The production norms dicteted’ _
by the goai ‘of profitebiiity often confiict with sponteneity end personel creativity |
individual particlpation in the technologicel society ls tolerated only eccording to
the degree of an individuai‘s subordinetion to the seerch for eﬂiciency, only that -
- which is controileble is allowed to remain in man. Kemeny suggests that we may ”
have to accommodate the computer systems that wiii pley an increaslngiy mejor

.....

I have eiready mentioned thet life in modern society Is formuleted as a suc-

Sons, 1972), pp. 11, 18.

34abbe Mowshowitz, The Conquest of Will: Information Processing In Human
Affairs (USA: Addison-Wesley Publishing Conwsny, 1076), p. 276.

asRoszek, p. 533.
36Wlnner, p. 127.

87Mowshowitz, p. 260. In reference to the emphesis on the economic. value
of people, consider the following: "But where human lives are at stake, and pnrticu-
larly when these people have paid for their transportatidh, a eeneiderabiy higher
degree of safety is required.” Thompson, p. 87. -

38i(emeny!. op.cit.
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cession of problems to be solved. Humans are viewed as problem solvers only, and
are encouraged to resist sloppy human reason and intuition in favor of the artificial
reasoning of machines. Mazlish urges us to see man's nature as being continuous
with his tools and machlnes.39 People become Interchangeable as they grow
increasingly alienated from their work and from other people. Technological reduc-
tionism can have nothing but an erosive effect on the seif image of people.

it is not only the human being, but the entire human experience which Is
viewed from a reductionist viewpoint. Ethical and moral traditions that are not cost
effective become obsoletse; beauty becomes that which is well adapted to use.
"The virtues _of slow information processing and labor done at a leisurely pace have
long since been sacrificed to the norms of work appropriate to the electronic exem-
plar. The idea that a task is something to be pondered or even savored is entirely .
foreign to this mode of actlvlty."‘o

In order to accept a perception of life limited by technique, "humanity . ..
has or will soon have transferred all its attention to one aspect of its being - it
has sacrificed emotion for rational ﬂmught.“41 Thus, Herbert Simon identifles our
most challenging problem, “the scientific problem of our age - how to understand
ourselves more deeply.“42 In identifying interpersonal understanding as a scientific
problem, Simon is severely limiting the role of human beings In thé most human

endeavor of all - understanding ourselves. As Ellul wrote, "men do not need to

398ruce Mazlish, "The Fourth Discontinuity,” in J. Mack Adams and Douglas
H. Haden, Social Effects of Computer Use and Misuse (New York: John Wiley &
Sons, 19786).

4Owinner, p. 205.

41¢. c. Gottlieb and A. Borodin, Soclal Issues In Computing (New York:
Academic Press, 1973), p. 266,

428henker, quoting Simon.
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understand each other in order to carry out the most important endeavors of our

times."a'3

43g iy, p. 132.
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Chapter 5: Results of lncomprehenslble Systems

.. . technique, as a result of the perfection of means which it
has placed at the disposal of modern man, has effectively
suppressed the respite of .time indispensable to the rhythm of
life; between desire and the satisfaction of desire there is no
longer - the duration which is necessary: for -real oheice and
examination. There is no longer respite for reflacting or choos-
ing or adapting oneself, or for acting or.wishing or pulling-one-
sglf together. The rule of life is: No sooner sald than done.
Life has become a racecourse compased of instantaneous varia-
tions of the universe, a succession of objective events which
drag us along and-lead us astray without anywhere affording us
the rossibmty of standing apart, taking stock, and ceaslng to
act. .
Jacques EIIuI

- The use of computer systems, many of which are incomprehensible to the:
people who work with them, is firmly established in today’s society, so It Is not
surprising that these systems have had significant impacts on our soclety of users.
{ have already examlned' a'varlety of factors that help explain why, in many cases,
- these impacts are undesirable and unanﬂclpated. For example, conslder‘the follow-
ing points: first, our motivations for using computer systems are often not related to
the nature of the problem at hand, and second, our perception of problems is fre-
quently distorted by a pre-determined bias in favor of technological solutions.

In the previous chapter, | discuseed sonie characteristice of a technological
soclety; In this chapter, | wlll narrow that dlscusslon to a conslderatlon of some of
the effects of the widespread presence of large computer systems Some of these
effects have already been explored in my discusslon of the sources of
incomprehensible systems, this Is approprlate because technologlcal systems often

nurture attitudes and create condltlons which support thelr contmued use and

expansion. Thus, certain issues | have previousiy 'eécamined - for Instance,

1.Jacques Ellul, The Technological Society (New York: Vintage Books, 19864),
pp. 329-330.
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autonomous technology pro-technology blases, and the melntenance of what lIs
often only an ilusion of complexlty ln computer systems - are fectors which both
lead to the genenmen and use ot nompeter oyi!en\s smi result‘mm our contlnued
utilization of end dependehce on’ Me tystems ln s oaémy dominated by a
myriad of teohnoloﬁes competere oceupy . mly mmg poelﬂon This
chapter is an examlnetlon of eeme m questlonsmedbyoer Mg use of

o

computer syeterns wﬁtelt w de not mm ‘mong twem, @Iesﬂtms about

dependance on eutomettcilly geaented edutput M riepoedblllw for declslons

&«

made wlth the eld of computers

5.1: Betlonellty ; -

Scientific explenetlons derlve both thelr power end thelr llmltedness from the
method of abstraction and slmpllﬁcatlon by whlch sclenoe proceeds The sclentlflc
method Is tremendously useful but ln llmlted weys, only lnformatlon whlch ls ln

Kemeny’s words, "sclentlﬂcelly testeble,"2 can be utlllzed ln the constructlon of

44' 7

sclentlﬂc experiments, models and theories Such lnformetlon constltutes only one

r
|

small aspect - the sclentlﬂcally quantl‘l'leble espect - of the world Real llfe sltua-
tions are cheracterlzed by an extreme rlchness of knowledge, much of . whlch ls

"unsclentlﬂc“ and hence essentially unsulted for technlcel menlpulatlon Just as

A

the reech for techndoglcal omnlpotence contlnues to requlre the reductlon of_

human belngs to that whlch technology can expleln end control 80 the menlfesta-

FrE

tlon of power that we ettrlbute to computer technology hes necesslteted the

1
i

reduction of problems to those with whlch a computer can deel

P-4

One key to the seemlngly unlversel eppllceblllty of computer systems as

2 john Kemeny, Man end the COmputer (New York Charles Scribner’s Sons,
1972), p. 11.
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solutions to problems is that before the application of computers, the problem
domain is limited by being “rationalized." Problems must be made sufficiently expiF
cit for interpretation by a computer system; to computeﬂze bftovn‘ means first to
rationalize. In many cases, it is this Initial organizationa! effort, and not any com-
puter system at all, that serves as the sdutlon to the prdbléh'. Moraover; If the
large expenditures of time, effort, and money needed to set up a large computer
system result in a colossal failure, this fallure is usually not linked to vth‘e' question-
able appropriateness of using computers in the first place; instead, a new problem
is formed - that of the Insufficlency of the»lonl‘cd,chmpoalthn of the problem area
(this new "pmﬁlem,“ in turn, may be deemed s@tabh for éompﬂterlzatton). “For
instance, in writing of existing failures in the u#e'"o'f fcomputorsj in conjuh_ctlon with
medical practice, Abbe Mowshéwltz states that "the promise is enormous, but much
depends on rationalizing the organization of healﬁi—tﬁéé SéMces.“a The suct:essfhl
computerization of healfh care servlcésv depahds‘ more directly on thé human effort
of orgahizlng fhe field than on theAseconda.ry’ stép df' bﬂnblng'in computers.

The daﬁhefs of excessive r.atlondllzaﬂoﬁ derive from the vl&ck of conslderi-
tion for values whlch do not seem quantifiable, and the conaéquént loss of Informa-
tion in a purely rational planning or decision maklng process The |imlting rationality -
that computer systems demand encouraaes us to dlsragard the most difficult - that
is, non-computnble - aspoetsﬁ of a preblem W;plz@baugu qmphasizes the fact that

4

computers process only information, not meanings. Tedhnlque'réi;Uifes that certain

aspects of problems be ignored, and even more ‘"sig‘tﬂﬂc&nﬂy,} determines which

Bmowshowitz, The Conquest of Wil: Inforiation Processing in Human Affairs
(USA Addison-Wesley Publishing Company, 1978) p: 128, '

4We12enbaum “Once More: Thé Computer Revolution,® In The Computer Age:
A Twemy-Year View, ed. by Michael'L. Dertouzos and Joel: Mosos (Camtmdge MA:
The MIT Press, in press). :
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problems are to be seriously consldered. " .. We hsve permitted technoloolcsl
metaphors to so thoroughly lnvede our thought processes that we hsve ﬂnelly ebdb-

cated to technology the very duty to formulate questions "6

5.2: Believing Computers
Our inabiiity to comprehend msny exlstlng computer systems means that we
must rely on the correctness of the systems, we heve allowed such systems to
become indispensable to us.
We can’t count on making such complex computations manually
when we know that an enemy will ‘use a computer. ‘8o we must
rely on a computer for speed, which makes our decisions totally
dependant upon both the avaliability and the: 1gctracy -of the
computer when rspld declslons hsve to be mede
The obvious risk is that of the Increased lmpect of system errors as we Increase
our dependance on computer systems 7 | | \
Today, the popuietlon in genersl does not understsnd technologlcsl forces;
but is kept submissive and content with the wlde renge of servlces oﬂered
Different groups, such as business mensgers, must depend on the output of compu-
terized information systems, although they do not heve the time to supervlse the
collection of data or to satisfy themselves as to the reliabllity of thelr computer
systems (nor are they encouraged to do 80). | |
. how utterly dependant we hsye become on our electronic

super-tools, how essential wé hive permitte 9&&; to become,
not that they were needed in the ﬁrst plsce

» 5Welzenbaum, *On the Impact of the Computer.on Soclety,” Sclence. 176
(May 12, 1972), p. 622.

- Oroward Thompson, Joint: Man/Machine Decisions (Clevelsnd. omo sys-
tems Procedures Assoc., 19885), p. 40. . . L

7Waeizenbaum, "Humen Choice in the Interstices of the. Mmgchm- Lec-
ture presented at .the IFIPS Conference on "Human Cheice and Computers,” Vlonm,
Austria, in June, 1879. e
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The issue of dependance takes on a special meaning In relation to
incomprehensibility. We have already seen that large computer systems are too
complicated for anyone to directly monitor their aperation. Thus, our day-to-day
contact with computers must proceed largely on the basis of our belief in their
correctness. ' When the computer systems we use are not _}unkderstqandable to us,
this belief reduces to faith in a technology that we trava'.beo!rr taught is too compli-
cated for anyone but a specialist to understand. We abdicate the responslbility for
our decision making to a technology that frequently is hot comprehensible, while at
the same time attempting to maintain a feeling of control. Thus, we assure our-
selves that “these versatile machines have become the galiey slaves of capital-
ism."8 The real situation, however, is that our sense of control is largely illusory,
and that we have been and continue to be largely unjustified in transferring respon-
sibility to computer systems. This was made abundantly clear during the Vietnam
era, when the Chairman of the Joint Chiefs of Staff regretted that "it Is unfortunate
that we have become slaves to these damned c;pmpiuters.“‘9

Many people are now making decisions to some aextent on the basis of
potentially unreliable computer generated output, and some. of these decisions can
have vital, nonreversible jmpacts. In some cases, " ... computers can proylde not
only the information on which decisions are made but can themselves make deci
s,ions."10 At the very least, we must ask what kinds of decisions, if any, computers
ought to make; we must decide whether the increased risk of error is worth the

alleged gain in precision and rationality, If we depend more and more heavily on

8'{‘l’rhe Computer Society," Time, Vol. 11, No. 8 (Februqry 20, 1978), p. 50.
- 9pid., p. 46, quoting Admiral Thomas Moorer. o

1()Herl'sert Simon, What Computers Mean for Man and Society,"” Science, 195 .
(March 18, 1977), p. 1187T.
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computers; and we must worry that the goals of a computer system on which we
rely may not be our own goals-

A goal-seeking mechanism will not necossarﬂy seek our goals

unless we design It for that purpose, &nd ini'that designing we '

must foresee all steps of the process for which it is designed

instead of exercising’'a tentative foresight: which goes up to a -

certain point, and can be continued from that on as new

difficulties arise. The' penaltiés for ‘@rfors of foresight, gréat as

they are now, will bq enormously lncromd as automlzatlon

comes intd its fufl use. '
Langdon Winner warns of “the distinct possibiiity of going adrift in a vast sea of

unintended consequences.”* 12

5.3: Technique and 'lo’rallty13

It is to a large extent the common perception of computers, which may not
have much relation to actual computer systems, that has detarmined the ‘degree of
our rellance on computer systems and the extent to whith we have transferied:
human responsibllity to automatic systems. The issue of responsibiity can refer te
different things In relation to computer systems; for instance, the responsibiiity of
people for the propagation of new systems. considering the concept of auto-
nomous technology, we saw that oftén new systems are constructed without exph-
~ cit or conscious human approval. ﬂct only do we havom colhprehedvdlng the
systems we use, but it is often mmawmmmmmm'

cmted.

Mnorbert Wiener, God ' and Golem, Inc (Cambridge, MA: The MIT Press,
1977), p. 63 S2e . 4

12Langdon Winner, Autonomous Technology (Cambridge, MA The MIT Preas
1977), p. 89.

13utgchnique never observes the distinction batween moral and Immoral
use. It tends, on the contrary, to creste & compiately:independent: tachnical morall-
ty.® Ell, p. 87.
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Moira is at work here - a fate that employs the free act‘o‘r of
men to bring about ends that carry an aroma of necessity.

The modern emphasis on a scientific analysis of behavior undermines personal
autonomy by placing control of human actions in me_gnvlronmant. Responsibility for
the unbounded increase in our use of computer systems seems to fall only on a
technology that is, or so it is claimed, value free. .
~ Technological elitism is at the root of much of the widespread avoidance of
responsibility for computer systems. We are taught that only the experts can
know what is best for us; In Kenneth Laudon’s words, there has been “a denigra-
tion of faith in the wisdom of ordinary citizen_s."‘s‘,mq;eggg;:lv_ﬁggn,t;a!}zgﬂph, which
frequently results from the introduction of a computer.system, formalizes and
rigidifies the prominence of those people who can claim to Junderstand computers, '
In Social Issues in Computing, Gottlieb and Borodin comment .on the political power
of technocrats: because politicians themselves usyally have no technical expertise,
it is the technologists who define the alternatpyegf;fggfall of us16
- The people who appear to be most directly accountable for complex com-
puter systems - computer scientists and tharesmche:s who determine the state
of the art - do not always manifest attitudes that are as cautious or as humble as
thélr positions seem to dictate. Joshua Lederberg, for example, has said. that there
is no differenca between the thinﬁs computer shouid not do and the things people

should not do; the only important thing is to be sure the machines do not get out of

14Winner, p. 71.

15Kenneth C. Laudon, review of The Comuest of will: lafo;matlon Proceass-
-Ing in Human Affairs, by Abbe Mowshowitz, in Science, 163 CSeptamber, 1976),
p. 1111,

18c. c. Gottlieb and A. Borodin, Social Issues In’ Compaﬂng (miw York:
Academic Press, 1973), p. 223.
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c:ontrol.1 7 It is not clear whose control Lederberg belleygs 'cqmputers are presently
subject to; many other people belleve that computers have aiready grown beyond
the limits of our control. Still others believe that some programs themseives are
already exercising controi: Herbert Simon says of automatic process control sys-
tems that “their programs retain control over the ongdng‘prdi:”ess.""a When ques-
tioned about how far artificlal intelligence systems could go, Simon, with apparent
disregard for issues of responslbuny,.IncompréhéﬁSibmty, refiabliity, appropriateness
of use, etc.,v replied only that "we’ll know that when we're’ (ionﬁ."‘g/

'Since, as we have seen, a large system has no identifiable group of authors,
there Is usually no one who feels directly responsible for the output of the systems
and for decisions which make use of that output. Currently, accountabifity for the
reliability of computer systems is so vaguely defined and so well "distributed” that
it is fundamentally nonexistent. This is so daspite the fact that many people are
concerned about our tendency to allow computer systems to become ultimate
authorities which require little justification.

If the activities carrled out by computers cannot be readily
monitored and guided by people, and If human processing of
information cannot be easlly intermixed with computer process-
ing, co%uters tend to bacome unchaliengeable author-
ites .

Recall the discussion of theory of behavior in Chapter 2, where | noted that

comprehensible systems are likely to be founded on weil understood theoretical

17Lee Dembart, "Experts Argue Whether Computers Could Reason, and If
They Should,” New York Times, May 8, 1977, p. 34.

18y erbert Simon, "What Computers Mean for Man and Soclety, Sclence,
196 (March 18, 1977), p. 1187

19,q.

2ol’mbert Fano, “On the Social Role of Computer (bmmunk:ations Proceed-
ings of the IEEE, 80, No. 11 (November, 1972), p. 1261.
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bases, so that they serve as models of a theory and not as unquestionable authori-
ties. In the case of incomprehensibie systems, we have noted that there is fre-
quently no well based theory of use; the system itself is the theory of its use.

- Thus, whoever doubts the system finds himself in conflict not with a theory but with

an enormous, incomprehensible programming patchwork. Nevertheless, some people -

have gone to the extreme of advocating that computers be held responsible for
themselves; Howard Thompson believes in letting the machine be responsible for its
share of the decision making load in joint man/machine declsloms.21 The question |
must ask is what meaning could machine responsibility possibly have in a human

world?

The habit of speech, and it surely reflects a habit of thought,
that makes instruments responsible for events, leads directly to
speaking and thinking of science and technology as autonomous
forces and to the idea of technologicali inevitability. It leads
finally to the proposition that man is, after all, impotent to strug-
gle with powerful impersonal agencies of his own making over
-which he has lost control, and that he is therefore jus d In
abdicating responsibility for the consequences of his acts.

21Thompson, pPp. 27-28.

22Joseph Weizenbaum, "Controversies and Responsibliities,” Datamation (No-
vember 15, 1979), p. 173.
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Chapter 6: What to Do About incomprehensible Systems

We must return to the human center. We must challenge this
authoritarian system that has given to an underdimensioned

ideology and technology the authority thatboloqga to the human
personality. | repeat: life cannot be delegated :
S Lewis Mumford

“| would like to end my discussion of incomprah_enslble computer systems on a
relatively positive note; in this final chapter, | consider suggested means of dealing
“with the existence of incomprehensible systems. The chapter begins with a dis-
cussion of program verification techniques that is more technical than that encoun-
tered in the rest of this thesis. Even In this area of formal study, many of the
difficult problems are not technical ones and cannot be solved solely by studying
computer programs: for example, the problem of how to specify what a program is
supposed to do. This chapter, like previous ones, expands from a program-oriented
viewpoint (which in this instance verification studies exemplify) to one. concerned
primarily with systems (both technical and social).

it should be noted that the following discussion pertains even to comprehen-

sible computer systems; in fact, to all modern technological systems. Examination

of well understood systems will. generally reveal that many of the programming

techniques described below were used, perhaps in madified forms, in the construc-

tion of the systams. However, evidence of the sthical "techniques" which are dis-

cussed In the latter part of this chapter (criticism of technology, acceptance of

individual responsibility, and humanization of technological systems) is harder to
find, even in systems that we might not label technically incomprehensible. Deal

ings with systems that are incomprehensible do raise unique ethical problems,

1.Lewls Mumford, “Authoritarian and Democratic Technics," In Technology and
Culture, ed. by Melvin Kranzberg and William H. Davenport (New York: Schocken
Books, 1972), p. 568
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because It Is In these Interactions that the necessity of trusting computers is impl-
cit, and our vulnerabilfty is greatesf. N | . | n

We already know that incomprahensibmty in com;mtor system can be mani-
fested in many ways. A social form cf technologlcal incomprehentlbmty is reflected
by the pervasive sense that most people have of not occupying a meaningful posi-
tion In modern technological society. For the most part, we do not underetand how
our technological systems operate - we do not know how to cﬁﬂé&é technology,
how to judge the extent to which we should dapend on It, etc. It Is espeacially
because of these social effects of incomprehensibiiity that we feel no control over
the use and expansion of computer. technol‘ogy and are unwilling to assume respon-
sibility for It; it is these issues that are ‘addressed in the second haif of this

chapter.

6.1: Program Verification

Verification hés proved to be a difficuit term to satisfactorlly define, largely : -
because of the human -fectors Involved, fiest ih the creation of the programs which
are to be verified (programs carry with thém their programmers’ intentions, which
are often unclear), and then in*thh?in’termutbw of ‘the ‘proof of correctness (we:
want to be able to ‘trust prog’fnms, but we edch have different criteria for believ-
ing a correctness proof). One suggested - définition is the following: program
verification Is that branch of computer sciencé whose goal is to establish "whether
a [given] program performs.its intended task."® What remain unanswered are the

questions of what does It mean to talk about the intentions of a programming task,

2Barbara H. Liskov and Valdis Berzins, "An Appraisal of Program
Specifications,” MIT Laboratory for Computer ‘Bclence CSG Memo 141 (July, 1976),
p. 2. ,
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and what does the assurance offered by a verification proof buy us?

The need for a discipline like program verification springs from two conditions
that have existed for some time: (1) professionai dislike for flaws in finished pro-
ducts (in this case, computer programs), and (2) increased dependance on pro-

- grams that can have extremely destructive effects. On ithé one hand, there is a
desire for certainty that has led us to mathemhtléai formillsm fof»a certification of
- program correctness. On the other hand (and more importantly), now that we have
created coniputer systems that affect vital areas of our livé#, we are beginning to
‘wonder how we can depend upon the Information that we get from computers.

Because "even minor errors [let alone grossly misconcelved "designs”] can have

- serlous consequences and be costlyi to Aﬂx,"af the role ofr\)e‘ﬂﬂi':atlon in Ihcreaslng _

our trust in computer systems s both methodologically and éthlcally important. In
terms of both physical and social costs, we cannot afford to trust unreliable com-
puter software.

It is important that the reader recognlzé the Inherent limitations of the
verification approach to computer systeﬁs, 'béfore launching into ~the following dis-
cussion. Verification studies are directed toward ‘computer pfodramé. Verification
researchers are committed to elimlnatirié the }éldﬂﬁely low level, technical form of
i‘ncomhretien‘sAibilrlty ‘that is characieﬂzed by program errors. Recall from the first
pages of this thesis that it is the ‘incompféhénSibiIity of sysfems with which | am
primarily cbncef'ried;'~~this is a much more subtle,diﬂ!cu!tx' than,tha‘;t‘ addressed by
work in the field of program yeriﬁi:ation (.in‘ fact, as | have trled to 'explalh, it is not

a technical issue at all). Although there is a significant role that verification proofs

3Susan L. Gerhart and Lawrence Yelowitz, “Observations of Fallibllity in Ap-
plications of Modern Programming Methodologies,” /EEE Transactions on Software En-
gineering, Vol. SE-2, No. 3 (September, 1976), p. 196.
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can fulfil, extrapoletlon from a proof of correctness to a meanlngful statement
about the comprehenslblllty of a system (and hence about the approprlateness of

trusting that system) is, at best, unjustified.

6.1.1: Automatlc Verlfleatlon

The most widespread basls for verlfylng programs ls the method of intermedl-
ate assertions Tags are placed at key points throughout a program (eg loops),
lndicatlng the state that the program Is supposed to be ln whenever it passes
each point at executl_on time. The central idea is tha_t_all loops_ln__a{{ program?must
be "broken"' I e lt must not be posslble to do a loop lteratlon wlthout golng
through a tag The lntermedlate aasertbns may relate values of program varlables
at lntermedlate points to lnltlal values or to ultlmate values The program

PE O

speclﬂcatlons for the lnltlal state form the flrst assertlon and the deslred output

conditions form the final assertion. A proof of program correctness ls dlvlded into a
number of smaller proofs that a program comlng from assertlon n wlll always satlsfy
the conditlons_of assertion n+-1 The comblnatlon of these lntermedlate proofs

establlshes the partial correctness of the entlre program o

u>.

Automatlc methods of program veriﬂcatlon center around the mechanlzatlon
of ‘the above approach (which might be called the lnformal assertlon appmach)
through the use of automatlc theorenrprovlng programs o

The inductive assertion method reduces program correctness to
‘a Thité set of finite paths. A progitini: gath stirté with an’inital
assertion, continues with executable code, and terminates with
‘a fnal assérton. For éach m alpatﬁ theﬁe’% u loglcaffof«-
mula called a veriﬂcation conditlon e 7 , o

The first quest is for a system that would automatlcally generate the wverification

“Ben Wegbreit, "Constructive Methods ‘in Program - ‘Verification,” ‘Xerox Palo
Alto Research Center (December, 1976), P 8.
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conditions. Once that is done, the proof of the correctness of a program reduces
to a proof of a theorem in the ﬂrst-order predicate caiculus (higher-order systems
are also being examined, but less effort Is Bein’d devoted to them). The theorem
establishes the partial correctness of a pro}g;ram,j so a separate termination proof Is
- required (in most discussions of program verification, it Is deemed easier to divide a
total correctness proof into two proofs, one of partIaI sorreetness - or correctness
assuming termination - and ‘one rof termina‘tion);.i;rkéoording' “to this view, a
verification system consists of a verification condition generator and a theorem
prover. In practice, the step of proving that the veriﬂcation conditions are true
has constituted the bulk of work in this area. The preliminary step of finding
appropriate intermediate assertions Is stiil tooiittie mdemt“ood At’o be automated.

There are a variety of problems, I;otii. technical :and.social, faoino:nresearch-
ers in the field of automatic program verification. Some of the technical dificulties
may only require further study to be overcome, but some of the constraints
imposed by Iess formal problems may; repreaentinherent ‘”oostacies to thesuocess
of verification proofs in Increasing our trust In computer programs Signiﬁoant
difficulties that are currently being addressed inciude the foﬂowing h

¢ It is the hope of vaerification researchers that the veriﬁcation of a compu-
tation is much easier than the origmal computation However, time constralnts place
a heavy burden on any verIﬂcatIon system Aithough a glven system may be able
to verify a large class of programs, "we are more Interested In what the theorem-

prover can do in ‘reasonable’ ﬁmé."f‘”'fhu';, even a ‘complete verification system

would not necessarily satisfy the practIcaI time limits that it would have to be sub-

Ject to. Contemporary systems tend to ﬁoum!er on aompiex mrams thch are

5Bernard Elspas, et. al., "An Assessment of Techniques for Proving Programs
Correct," Computing Surveys, Vol. 4, No. 2 (June, 1972), p. 127.
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founded on deep theorems, because the search space ls lncreased to a polnt
where a proof cannot be generated ln a tolerable length of tlme (and, even when it
is generated, it is prohibitively long and compllcated). "We slmply do not yet see
how zto prove programs are correctllnwany reasonably‘ short ‘manner at Tthe present
tlme."6 o | B " | |

® Until now, verlﬂcatlon proofs have dealt wlth relatlvely slmple cases (hlghly
restricted programmlng languages and ldeal machlnes), and are not yet up to the
level of complicated programs, where they would be useful Some relevant technl—
cal lssues that are acknowledged as problems but have not been satlsfactorlly
solved yet are lndetermlnacy, parallellsm, exceptlon errors (e. g o overllow and
underflow), and slde-eﬁects of a glven programmlna language

~in addltlon there ls the dll'llculty of run-tlme errors and of speclfylng "the'
behavlor of a program when an error ls detected durlng executlon o7 Researchers
in program rellablllty attempt to antlclpate a range of poeslble executlon errors
ahead of executlon tlme, so that error-handllng measures can be lncluded In the orl-L

¥ i3

glnal design of the program. Accordlng to the phllosophy under'lylng rellablllty work,
aerrors are not necessarlly ellmlnated but they are antlclpated and dealt wlth in
understandable, acceptable, rellable ways. | ' ‘ ) 7

4 . Some computer sclentlsts are concemed about the bellevablllty of proofs,k
a crlterion that would not be well satlstled by aysystem that recelves a program
whose correctness itis to establlsh as lnput and outputs a huge proof that ls even

less comprehenslble than was the orlglnal program A verlﬂcatlon systems

6.lames Joyce, "Human Factors in SoftwareEnglneerlng," in The First West
- Coast. Computer . Feire: Conferance. Proosedings,. 8d. by Joho.C. Warren, Jr. (Palo
Alto, CA: Computer Faire, 1977), p. 81.

"Liskov and Berzins, p. 18.
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response of "QED" is not very meaningful if programmers have no reason to trust
the system. One primary function of a proof of correctness Is “to dramatically
increase one’s confidence In the correct functioning of a particular piece of

"8 put before this can be accomplished, confidence In the proof process

software,
itself must be established. - At. woret, a compllceteo verification system could con-
- stitute an additional layer of. Incomprehenslhﬂttyvhetvreeh :e colhputer progrem and
its users. | | | -

DeMillo, et. al., convincingly argue that mathematical proofs come to be
believed because of the existence of a social network in ‘which proofs are-bwldeiy
read, refereed, published, revlewedv,“ dlseﬁseeo, and ﬁnel!y, lhternalized, para-
phrased, and used.® Although the motivations behind mathematical proofs and pro-
gram verification proofs are dlfferent the concept of bellevabillty is related similarly
to both. Even a "correct" proof wm not be used it Is not belleved (bellef here Is
defined in the soclal sense that DeMillo, et. al., discuss), and DeMillo, et. al. do not
believe that a social process in computersclemianefoaou: te:';t’hdt in mathematics
Is yet well developed They also remlnd us that l'the declslon to conslder a proof
- in detail is often lnﬂuenced by some sllghtly lrretionel concem how does the
probiem feel?""1° and urge us to stﬂVe for the slmpllclty ‘that characterizes the
most important mathemetical theorems and proofs. Fin&ui;,’"éihc& any proof, no
metter how formal, can be interpreted In diﬁerent ways by dlﬁerent people, we

should be aware that, ln a prectlcal senee, "‘a derivationV of e‘ theorem or a

8Flicherd A. DeMillo, Richard S. Lipton, and Alan J. Perlls, “Social Processes
and Proofs. of Theorems and Programs," Yale Unlverelty qf Computer: Sclence
Research Report #82 (1976), p. 1, o A S

8/bid., pp. 6-9.
10,p44., p. 10.
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uerlﬂcetlon of a proof [ﬁcen heve] only Nprobeolllstlc velldlty."'1 1 The classical view
of judging thlngs in a strlctly duellstlc feshlon ls not eppllceble to verlﬂcetlon
proofs of computer programs. We must be wlse enough to recognlze the margln of
error In eny assessment of program correctness. and to require “another view of
‘reliable deslgn . that more fully explolts the social mechenlsms"12 to comple-
ment the view teken by verification studles R
® Computer systems are dynamic entities that may be veguely speclﬂed
The foundations of modern "software systems nre lerge programs wlth
speciﬂcatlons and relsted documentation much lerger then thelr code More lmpor
tantly, when speclfylng a system it is often lmposslble to state preclsely whet ls to
_be done. Typlcally some claims are mede about what must heppen end others
describe desirable but less cruclal behevlor “13 ln practlce, speclﬂcetlons chenge
and grow as a progremmlng project progressee, reﬂectlng e restructurlng of the orl-
ginal purpose of the system and the orlglnel perceptlon of the problem domaln The
evolutlon of a system to meet the new crlterle ls usuelly not well controlled 'fThe
incompleteness end impreclsion of the specl!lcetlons for systems mekes rlgorous
verification difficult and the lmpermenence of the speclﬂcetlone reduces ‘the
rewerds of produclng such a vermcetlon “14 ' _ o
¢ The Interface between an eutometlc verlﬁcetlon system end a programmer

must remain lnfor_mel What cennot be completely formellzed ln thls lnterfece Is the

purpose of the program, an informal, often unstated crlterlon. .. It becomes

PR 1

11gamart and Yelowitz, p. 206.
21510, p. 197. .

13chares Rich, Howard E. Shrobe, and Richard C. Weters, "Computer Aided
Evolutionary Design for Software Englneerlng," M.LT. Artificlai lntelllyence Leborato-
ry A. . Memo 508 (January, 1870), p.

14,410.
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possible to formally prove .consistency of programs with ... formal specifications.
However, the complimentary step of verifying that a program specification imple-
ments the underlying concept must necessarily remain informal.':"'6 We are faced
with the problem of whether or not our specifications are strong enough to express
our intentions. The most responsible attitude Qe can take is that "we can never be
sure that the specifications are t:orrect.""s With such an attitude, we cannot be
cértain that a program that has been verified to be correct (assuming we achieve
such results some day) will do what we want it to do, unless we are sure that our
intentions have been accurately and “completeﬂly codified in the program
specifications.

In verifying a program, the system assures us that the program

satisfies the specifications we have provided. It cannot deter-

mine, however, whether those specifications accurately reflect

the intentions of the programmer. The intentions, after all, exist

only in the mind of the programmer, and are inaccessible to a

program verification. system.. If he has made an error in

expressing sh?em, the system has no way of detecting the

discrepancy. : :
Some of the most promising current research in verification deals with ways in
which a system could detect the kind of discrepancy mentioned above.t8 However,
at least for the time being and particularly in the case of programs with vital

consequences, .an awarenass of this ‘discrepancy’ should play a crucial role in our

1875har Manna and Richard Waldinger, "An Appraisal of Program
Speclﬁcations,“ Stanford Al Lab memo AIM-298 (August 1977), p. 24.

18,4,
17 Gerhart and Yelowitz, p. 205.

18F:)r axample, the notion of a “programmer's apprentice,” which Is “a com-
puter aided design tool which can help a programmer deal with program evolution
from the initial design phase right through the continuing maintenance phase.”
Here, the effort is to provide "support during the process of developing code good
enough to warrant the effort of certification." See Rich, Shrobe, and Waters, "Com-
puter Aided Evolutionary Design for Software Engineering" (quotations are from

pp. 1-2).
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decision to depend on a pertlcular computer program.

6.1.2: Informal V.ﬂﬂelﬂon ‘

7 Whet ls urged throughout the ﬂeld of progrem verlﬂcetion ls the reallzetlon
that "formallsm should eupplement deﬂnitely not replece, common sense and pro-
grammlng experlence '19 Tredltlonel verlfying methods whlch mey all reduce to
good programmlng stenderds, should be retemed elonq wlth a heelthy skepticism
towards formal proofs of correctness lntuition or prectlce! judgment cen detect

many progremmlng errors One of the most elementary Mslghts thet comes from a

i
\~4‘~,<M1’1 S B

study of verification is that progremmlng ls a human activity and that t!rer? ere

parts of the programming process that are best handied with some measure of

informality. -

In the reelm ef*hfermﬁ mnuﬂ Mﬁmﬁﬁu &e m fundemental

consideration Is a stetemt of "whet shomdf be provéd ﬁr%r ﬁrﬂuenntee that-

program is correct . . . "20 Since program speclﬂcetbm m cenel‘elytﬁe first comr
tact one has with the ideas that will' eventuaily be embodied In the program, Liskov
» .~ Thelr argument is
that the increased rigor of a fornal speciication Tuciltetes Egreement among pro-
grammers on the meaning of ‘the’ mmmmﬂm memlnvi#*tﬁe‘
program. The likelihood of such eoreemt is lncl;egsen by the. termel nature of thei
speacifications, which should help !lm!t the mmber end scope ef poeeib!e ln;erprete-

and Berzins have emphasized the Velve-of fofmal Spe

Moare . spacifically,  the pr-emwomd syntax,and semantics of a formal

‘%«hm and vulovmz, p.206. 7
2014, ‘
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speclification language should facilitate the construction of partiai correctness
- proofs for the Individual modules into which a program can be composed. This
- proof, combined with requirements for module tarﬁihat{on, would constitute a
verification of the program. Liskov and Berz‘in's- conclude thelr paper by expressing
the current need for proof techniques for the various specification methods.

There are undeniable benefits from the use of formal ‘p:rogfa‘m"sheélﬂcations;
for example, the abllity to dacompose prdofé of broéram pmp'értl‘es, and the ten-
dency of a formal statement to bring out detalls that, in an Informal specification,
might easily remain incoﬁblétely thought out and ‘hidden’ under vague descriptions.
it is important to note that increased formaiity In program speclﬂcatlbﬁs can
ment of a programming project. The informal nature of most éxisting specifications
does succeed in presenting the main points in a fashion that Is moré understand-
able to most programmers than formal mathematical statements.2! Liskov and
Berzins recognize the role of informal spéclﬁcdtbn“s as & Valuable and necessary
complement to formal specifications. Their ideas can be taken as suggestions for
improvement in the practice of software engineering. It is clear that a more
responsible attitude towards program specmcations should be nurtured, so as to
eliminate a variety of bad progiamrﬁlng“habiis (sich ‘as “the Goinmon habit of writing
the specifications after writing the kprdér&i;r"aa)f and’ the potentially dangerous
effects they can lead to. Impreclse, Ioosely conceived deslgn criteria ‘are not’ llkely

to support comprehenslble systems

21Morecver - and this point cannot be overemphaslzed most of- the pro-
grams that | have been discussing all along are in ‘a 6ommn ‘Where formal
specifications-are -impossible. in-considering the universe of.. dl mrmnﬂng appli-
cations; one must question how many of: tham-are formalizeble..

22Llskuv and Berzins, p. 3.
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The met,hod_l of Intemgdigtg: assgr_ﬂong.i,q!fggggy_qgscussqd,' is y;eful in bygakf
ing up the verification process into manggegp{g unlts, apd ,,','.‘ Vglgrtlng_the program-
mer to particular areas of error (for exnmpla, th- error must bemln the code whlch
lies between asserﬂons 6 and 6) In gddithn If the assertlons ‘are _defined before
coding, Increased mo;lularlty is lmposed the goal is to de:a a Iarge system into a
number of smaller, more manageable, and. hopgfuily more easily comprehensible
units. Elspas, et. al., suggest "creating the assertions prior to formulating the
details of the program aigorithm, proving that the ‘“"fﬂw comsctly express the
intent of the program, and, ﬂf!ﬂ!!y@;)jlﬂﬂﬂﬂ fth;l codegugtwneskbetwaen the ééserk
e “23 e RNEEEAS th it s |

The diﬂlculty of preclsely defhlng the Intgnt of a prognm mtwkhetandlng,24 :
the Intermediate assertion approach seems to hoid great promiso for successful
program verification. It has already affected the way we write sofware in & pos
tive manner, by providing another method of evqluatlng tho meaning of a program or
program segment. “There is no doubt that many. mam? could Apo;:qqﬁt from an
attempt to:lggrry 'out aq».!nfor_mal} proof, at lgggt forths facgthat ‘zguch a pmqf‘ woqld
reveal gross mhundqrstqndlngg lpvtlgg }thanqu. algqﬂthm"zs e

An extension of the method of intermediate assertions ,ls_FWe‘gt:;reit‘s scheme
of program Justifications, A Justfication 1 both & program gesertion and  state-
ment of how the path it applies to'is to be provoncgn'ect Justmcations help clar-
ify correctness proofs, but their real valuolsthattheyaorveas additional text of

the program itself, along with code and correctness specmcatlons In effect, the

" 23g15pas, ot. al., p. 142,

241 4o not-mean to dispense- mmmmnmma:m
that they ultimately determirie the esxtrems: Himitedness of pidofs of correctness. :

26gigpas, ot. al., p. 119.
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‘ programmer who utilizes this method proves the program correct while coding It.

Waegbreit's common sense ideas are Instrhct!ve both in the study of
verification and in' the fulﬂllnient of present brogrammlnb tasks. In particular, he .
- suggests "shifting part of the activity of program verification to language design

. and to programming pra.lctlce"26 and contémis that ‘“program correctness Is
best achieved by explicitly »conslderlng the proof as part of the ‘:brogrammlng pro-
ce:'.‘s."27 Wegbrelt calls for @ change In the way prograinmérs think about their
work - an Iincreased .awareness that fe"u:ablllty is the reipdns:iblilfy‘df the program- .
mer. -

Other researchérs have cautioned us nqt to abandon more “mundane"
methqu of program vériﬂcaﬂon in fav& of newly develode strategles that carry
- with them the Iegltiﬁuicy of mattjematiéai fofr;lalisfn. The ‘cbmpleﬂ)'( methods that
researchers may' ﬂnd interesting are not aiwdys vpractlcal for ﬁrogram?ners‘ uses.

The kinds of algorithms that get ° ﬁroﬁed‘ correct have nothing

to. do with software; given a choice hetween.a very:good aigo-
rithm with a proof of correctness, but which may be hard to
understand, and a straightforward, unproved:sigorithg which.an
implementer belleves he understands, the complex algorithm
‘invariably:loses.. And it.is the i o - ;
interesting and have gae most chance of being stﬂ)jected to the

In a similar spirit, Gerhart and Yelowitz remark that a common feature of program

errors seems to be a "tendency to concentrate more effort on the harder parts
which require sophisticated techniques and less effort on the ‘chwvious’ and easier

parts."29 sophistication shauld not overshadow thorot

26Wegbreit, p. 31.

27 pyg.

28pgMillo, Lipton, and Perlis, p. 13.
29Gerhart and Yelowitz, p. 206.
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A variety of good progremmlng practlces have evolved that In el'fect constl-
tute informal efl’orts to verify softwere For lnstence, through the years, l:here has
been an lncreeslng euphesls on debugglng now, . well developed debugglng tools
are comlrlonplece in most large proqremmlng;:project_s It ls cruclal to note that
verlﬂcetlon methods that heve evolved from the precrlcel experleoces of program-
mers lnvolve, first end foramost, en expectation of progrem errors ‘ |

| itis clear that ‘some common programmlng hablts must be overcome iprro-
gram verlﬂcetlon technlques are to tal:e hold and thet conslderable effort will be
requiread to do this successfully "The methodologles proposed to increese
software reliability are stilt in thelr early steg_es of devebpment The tesks ‘are not
eeslly taught or leemed . "ao For lnstence, lt ls ell too often the case thet B
speclﬂcetlons and documentatlon are not regerded as lnteorel parts of a program-
ming pro}ect' yet, the ell‘ort that goes lnto these ettempts to clearly stete what a
program is supposed to do ls essentlel to the success of eny verlflcatlon process.
Without this thoughtful plamrlnc end doeumentetlon of pfonnmlng, relleble large
scale systems are mt peeelble Untll m Hiysthue ls nmd fm mmy people’s
concepts of progremmlng and m‘ﬂl proommmersmcome lo recomlze the ethlcal (and

not just the economlc) value of dependable softwere, propram’ \ieﬂllcetlon will not

be able to achieve its till potential.

6.1.8: Conclusions About Verification

Some common sense corichis

of program verification. The first is really a lesson in humility. 'lWe m—went

correctness In our programs, but we must settie for rellebill‘ty."as'~ K’Sst‘rect, ideal

30,p/4.
31,pid., p. 2086.
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notions of correctness in terms of perfection are not IIke’iy’ to be fulfilled by real
computer programs; this must be acknowledged in the course of making decisions
about the use of "verified" programs. "We simply must learn to live with fallibil-
H:y,"32 and we must learn to do so responsibly,‘f'by not treating verified programs as
perfect programs. "... in mature engineering disciplines, ‘refiable’ never means
‘perfect . .. engineers set probable limits of faiiure, relylrfg on other design criteria
to place these limits well above the conditions llkaly to be encountered 'llj prac-
tice."33 Current verification methodé, aré best exercised with caution; that is, with
an understanding that although they are helpful debugging tools, they do not
guarantee corractness. | "

The second conclusion is that given a choice between Informal and automatic
methods of verification, moderation Is most appropriate. "Experience with both . . .
should convince us that neither type of evidence is sufficient and that both types
are necessary."84 Verification studies have much to offer In ‘increasing our
confidence. In computer programs, but confidence is built up on many levels, and
different kinds of verification evidence are needed. We come to believe things for
many reasons; formally structured proofs, informal, intuitive explanations, trial and
error, and insight all pliy important roles in Inspiring trust In software. The best
verification "package" will appeal to as many different channels of knowledge as
possible.

Thirdly, computer scientists should begin to place more emphaéls on the ethi-

cal issues that the use of any vital computer system brings into play. Software

reliability Is typically measured by the number of “buﬁs" encotintered in a period of

32peMilio, Lipton, and Perlis, pp. 16-17.
sadoyce, p. 61.
34,pa.
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time (*mean time betwe&g failures® or "mean time to (oooverj?), We must doclde in
what situatlpng ,thgse, otondqr?ds; ‘, of rellabmty, and tho systems that canoot be
trustod beyond these limits, are ncceptablo. At timu, wo may want to quastlon
the baslc criterla for the use of cpmputers In a givon appﬁcaﬂon the dagsge of
vltallty of the etfects of a syste?m, tho revorslbmty of thoge eﬁects, and the_
comprehenslblllty of the system arq some lssuos that should bo consldared At the
by careful conslderation of the r&mlﬂcatione of a depondant relationshlp bnzween
man and mg;:hlne ‘ 7 » e o

Lastly, | would go back to my first words lbt;lt \'leﬂﬂcation, at the beglnnlng
of this sec;!on. and. state agaln that the gods of th,e ﬁoid of program varlﬂcatlon ‘
fundgqgoptgglx miss _the point. in a previous cha.pteg' I dhcussad the mlsplaced use
of cqmpytor systems as pgtch solutlons to deop human dlﬁcu!tios ln the} s’i!mllar.
ve&n, vermcation proofs deqi wlth omy gho supqrﬂclol symptoms of system
incomprehensible - program "mlstakes.;:i?“ ‘

We have every right to dpmnnd ;the highoqt standurd of reuablllty from sys-

=k el RV TIELS

talgs tl)at we deal with and to regylrg justlﬂcation for the uae of a purticu!ar sys—

wginui’e

tem; program quﬂcntion _gl:nys.! a noc . nnd useful rolo In satisfylng these

£1e ’7':‘-5?31.3? gl A YD

demam!s. Butltls wlse\:ogemegharthata proof"of

718Gt i 1SS0

!a not a- Iioense

- ? FRes) ,.1;3'-“

to establish a computer aystem as an autonomous doclsbn maklng ontity that ls
capable. of initiating acts, (but not capab&e of accopﬂng responalbmty for them)-
Unless we understand a system and are wlmt;g to accegt rsaponalblﬂty for It, we
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6.2: Psychological Factors of Programming

My discussion in the preceding sections of this chapter has focused on the -
mechanical component of computer systems; Gerald Walnbcrg,' among others, has
emphasized nontechnical aspects of systems. The underlying messade in his book,
The Psychology of Computer Programming, is simple and obvious but nonetheless
underemphasized: computer programming is fundamentaﬂj} a hhman activity, and a
lack of attention to the psychological aspects of this 'at':tlvlty and to the social
~ environment in which it takes place can result in the creation of computer programs
which are undesirable from many viewpoints.

" Early on, Weinberg acknowledges the impossibility of writing “perfect” com-
puter probrams and the need for computer programmers to reb.oﬁnlze thé limitations
of their work: "Thus, there ~are degrees of meéﬂng" sbeclﬂcat’lons - of
‘working’ - and evaluation of programs must fake the type of ’lmperfec"‘ttlon into
account."3® The acceptable degree of -’lc&iﬁfbrmant:é “to formal program
specifications should be made eXpIIcIt in the course bf:d'esléhlng a sysfem.'u If the
users of a syétem are made aware of the ways in which the actual §ystém does
and does not conform to the proposed specifications of éy‘éf'emﬁb‘e‘hi‘\;lozr', then they
may make more informed decisions about their use of, depdhdﬁncé on, gand trust in
computer output.

One of the maln concepts that Weinberg discusses Is that of “egoless
programming" - the training of software workers “to rdcéabf their humanity - their
inability to functlonilke a machine - and to value it and work with others so as to
keep it under the kind of control needed if programming is to be successful .. ..

the problem of the ego must be overcome by a restructuring of the soclal

35(ierald Weinberg, The Psychology of Computer Programming (New York:
Van Nostrand Reinhold Company, 1971), p. 18.
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environment and, through this means, a restructurlng of the'value system of the
programmers in that en_vlronment."86 The goal here Is t‘?,;«f’e,'_’"’,"f stereotypes that
portray computer programmers as solltary workers whose expert!se ls best exer-
clsed in isolation (or, at Ieast in Isolation from other peop!e, though not necessarily
from computers) Welnberg thinks. that programmers should not be encouraged to

37

ldentlfy themselves too personally with the programs they write, slnce thls can

dlscourage cooperation between programmers, partlcularly ln uncoverlng program
"bugs" at an early stage of codlng Furthermore, Welnberg belleves that egoless
programming can result in faster average debugglng tlme, rnore accurate estimates

of the progress of a programming project as the work procee‘ds and the generation
of more reuable software Welnberg continues to de-emphaslze the role of the soll-
tary (and potentlaﬂy lndlspensable) programmer by stresslng team Involvement in
settlng goals ln addltton he advocates selectlng worl:ers who ﬂt well wlthln a
shlfting envlronment and are wlmng to work together

o tis clear that Welnbergs major polnt is that effectlve communlcation
between the different members of a programmlng project and between system
workars and users ls necessary lf we are to strtve for better quallty computer sys-
tems Thls key issue ls glven relatively Iow status ln a typlcal software project.
For instance, documentation is frequently considered to be among the |east impor'-
tant tasks assocrated wlth the generation of a new computer system, and certalnly
peripheral to the "real" work of deslgnlng and proqrammlng the system, lnstead

Wainberg. belleves that it should be elevated to a professlonal status of its own.

36,,4., pp. 66-67.

871his does not mean that programmers “shotild not accept personal respon-
sibliity for their work, but rather that their Identification with thelr programs should
beonaprofmhnd,mdnotanmdyemotienal,hvd S
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As is the case with most activities involving human beings, "what is needed in a
programming project is slow, careful communlt:ath’m."36 The social behavior of
software workers may need to be modified to facilitate more productive communica-

tion between them.

6.3: Modern Programming Practices
- Evidence, taken from existing computer applications, about the quality of
current software Is aimost uniformly discouraging. Work in-computer system reliabil-
Ity and program verification is, for the most part, stiil in the research stage of
development, .and interest in improving programming environments remains primarily
academic. , S ) _ o
In spite of methodological improvements such as structured
design and coding; chief programmer teams, on-line program
-development systems, high level languages and data base
managers ..., the delivered quality of:large scale software,
whether new or modified, remains disgraceful, except where the
projects or the people involved -are spaclally chosen. Per
vasive cynicism about software is the justifiable consequence
of the many situations where poor results follow long de-
lays .. .. Technical panaceas have falled consistengz in the
past and promise to do so for the foreseeable future.”
Since software maintenance -currently accounts for more. than fifty percent (and
sometimes as much as eighty percent) of a typical data processing budgct.‘o
there is obviously a strong incentive for the production of software that works.
Why, then, is the quality of current computer.software so poor?
The first thing to examine in attempting to answer this question is the goal

of software that "works." Historically, this has been translated to mean nothing

38weinberg, p. 108.

39D.~l~l. McNell, “Adopting a System Release Discipline,” Datamat/on, Vol. 25,
No. 1 (January, 1979), pp. 111-112.

40,pid., p. 112.
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more than software that produces a tolerable approxlmatlon of the deslred outputs.
The predominant emphasis on mlnlmlzlng the cost of computer system generation
(for lnstance, lncentlvo pay for early complotlon) has encouraged the satlsfactlon‘
of the “workability® criterion through means of questlonable reliablllty Over-
designing a first installation of a new system (building in - perha;s through some
redundancy in the system - higher levels of ﬂexibmty, rollabllity, safety, etc. than
may necessarily be needed, to handle unantlclpated dimoulties) ls not Immedlatoly
cost effective lssues like dependability and- comprehensibl!ity are Iong term con-
cerns not directly related to the market value of a systom, because of thls com-
puter manufacturers have often opted not to devote much of!thelr energies to the
refinement of failsafe and fallure-proof technlques Flexlblllty, modlﬁabmty, and'
maintalnabihty have been treated as secondary components of quallty assurance;
primary components are thooo that rehto to k- sydtbm 8: fmdlm ptrlormance

The emphasis . ln & computer system pmjoct has always been on codlng the
system softwara Producﬂvlty lndk:aa typloaﬂy me«sllnes of code -written or
number of compilabla modufes produced ina ylven thno poﬂod‘. Strooturod program-
ming, walk-throughs and’ other modern prograamng practlces are: eneoumglng evi
dence of the current interest in software engineering, but this is still a.fledgling
discipline. -Some programmers fes! that the enforcement -of these techniques
succeeds only In réfidering the activity of progfamming more inflexible by allowing
no room for finding and cultivating one’s .own -programming .style. “All too often, It
appedrs that the motivating philosophy tiehkid attempts: to-opgrade the quality of
rsoﬂwa‘re ‘calls for the implementation of techniques: with .low . overhead and highly
visible results, wlthout much consideration for their long torm value. V

One difficulty is the single  minded mhmls onhprovmgﬂmqualltyof com-

puter programs, not systems as a whole. The achievoment of better software must
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involve changes .in the operation of ‘computer based organizations (software
development and maintenance is a management ,llas‘ue,‘ not a purely technical one)
and in individual habits (i.e., the development of a software engineering attitude
and not merely the use of appropriate coding techn@quas). The cont!nual change
that is the way of llfg'for most of the computer industry can be handied in more
-rellable ways. Software workers can avolid lncrementgi' patchwork on systems in
production between schedu!ad releases of : the sysfem, managers can resist the
-pressures to have little improvements pasted onto the current release without
going through a complete testing cycle, and users- can recognlzekthat they cannot
demand new system features without paying for them with time and money}.“1 The
common themes in most current discussions of "the software problem" are the need
for improved education, planning, and communlcq(t!on,( lnvoMng managers, data pro-
cessing analysts, programmers, operators, and users. Ultimately, produclng: bettgr
computer systems Is a human problem. "In the long run the evolution of quality
software depends upon people, not on systems analysis ,technl_que_s, programming

languages, or oparating systems envlronments."42

8.4: Criticism
The most intriguing questions about incomprehensibility relate not merely to
oomputqr programs, but to computer systems and the social environments in which
they exist.
One can, with the same technology, ‘deslgn totally different out-
comes by designing different soclal support systems .... The

technology is the same, yet the pattern of use is highly dissimi-
lar. The crucial decisions are suciological, not tectinological

4,514, pp. 112, 114.
42)pia.
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. the ... soclal questions frequently involve a difference If
not a clash of values . ... It is not a matter of right versus
wrong but of right versus right. This is what mkes‘gorgl decl—w
slons so cﬁmcutt. And thesé are the hdrd gdes .

We have seen that there are personsl ‘and social sffects of the use of computer
systems, as well as technical effects. Lewls Miiford siiggésts ‘reckoning up “the
huiman disadvantages and costs, to say hothing of the dangers, of our unqualified
acceptance of the system itseif."3% V
Autonomous technology offers what it does’ "on one condition: that one must
not . .. ask for [anything] that the system does not offer . . .. Once one opts for
the system, no furthef choice remalns."s ffi ‘order to’ regaln ‘control over ‘computer
technlqua, we must continually criticize “the fsgitiacy 6f the technofogical ques:
tiori"';w'we"nﬂ&t conscidtl"sfly' decide whetiér or ‘not tiis Is ‘What we want. The

ad only i"Ws Widen our sphere of moral

choices” by considering ottier aiternatives. Thi§'may be dotie in many ways; for
instanice, by utlliziig the computer as only & partial sdlution°to certain problems
(... the computer too could be &ppliad not shiply Wheréver the “opportunity
arises, but only where It is deemed In the bast interests of sociaty*3?) or by turn
ing the positive aspects of computer appllcationd to purposes other than the per-

AL P T S S

petuation of the technological system.

i SERT I e

.. %3paniel. Bell, “Hard Questions and.Soft: Minds: & Reply- to. Weizenhaum,"
. Chapter 21 In The Future Study on the Impact of Computers and Information Pro-
cessing, ed. by Michael L. Dertouzos (Cambridge, MA: The MIT Press, in prass). .

#4Mumford., "Authoritarian and Democratic Technios," p. 67.
45Ibld. B P L st ‘

~ Jouph welaomuma "01; thc lmpact. ofxma:ﬂcmutar on Soclety,“ Sci-
ence, 176 (May 12, 1972), p. 812.

47 ppbe Mowshowitz, The Conquest of Will: Information . Prooesslng 1n Human
Affairs (USA: Addison-Wesley Publishing Company, 19786), p. 82.
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The very leisure that the machine now gives ... can be
profitably used, not for further commitment to still other kinds of
machine, furnishing automatic recreation, but by doing significant
forms of work, unprofitable or techaically impossibie under mass
production: %dwmdant upon special skill, knowiedge,
aesthetic sense.

Even in a technological world, it is possible to criticize the system, but we forfeit

our right to. criticize if we aliow technology to dictate its own course.

6.5: Responsibliity
The necessity for a strong sense of individual moral_téspona!bmtym today’s

society cannot be overemphasized. One starting point for..computer professionals
might be the set of “Guidelines for Professional Conduct ln Information -Processing"
set forth by the Association for Computing Machinery; in the preamble, the ACM
urges the following: - k

The professional person, to uphold and advance the honor, dig-

nity .and effectiveness of the profession in the arts and sck

ences of Information proceaslng, and WM keeping with hlgh -stan-

dards of competence and ethical conduct: Will be honest,

forthright -end- impartial; .will serve. with: loyalty his employer,

clients and the public; will strive to increase the competence
- and prestige-of the profession; wil use his special. kWegge

and skill for the advancement of humm welf

emphasis]
Responslblﬂty 16 here. defined not . merely in & narrow professlmal sense, but rather
in a broad sense that:takes into:acgount the relationships hetwsen infarmation pro-v
cessing professiondls and employers, cllents, other professionals, and the public.
What requires additional thought is the-masaning of responsibllity in_terms. of possi

ble repercussions on, for instance, programmers. Questions as to whether or not

“Mumford "Authoritarian and Democratic Technics,” p. 68.

49ggeprinted In C. C. Gottlieb andA. ‘Borodin, Soctal lssues In Computing
(New York: Academic Press, 1873), pp. 236-237.
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computar professionals may be sued or put ~ln jall (for oxamplo) for the production
of "unacceptable" compu‘ter systems ought to be consldered
Themostlmporhntstep Inregalﬂngeonﬁdovartoehndonyhmw

tion that we alone bear responslbllity for our techmloﬁm m and we are
bound - In technological endeavors no less than in other endeewtrs - by the sociel
ethics governing human behavior -in- society. - The ‘employment of- computer systems
in tasks involving peoph involves a soclal decision. The fleld of computer science
enjoys substantial public support and has significant impacts on.soclety; it has' & -
social tesponsibliity. Moreoveis this social tesponsibiity. caninotbe denied -
exsrcised by defauit; throtigh ‘tacit approval éf new tecmclogical sydtems, even If
explicit judgments dre not made.

... the undetlying goal of sciénce and technology is to

improve ‘the quality of life’ This implies that those closest to

the technology have a special obligation to question ths uees

andcamqumcesofmekwk,mexmamchm&m

infliience as ‘possibie, todwectwwm
Rxappﬂcsﬂdl ﬁdovsh mwﬁomwmw

In questlanlngowteemology we mstcrmmyammmm

§ 0

we play in ‘the W enly tho mmw_ﬁﬁiib«rﬁiy‘*m MM a real

chance of success.s61 Technologlcal Inevitabllity need not be dgcepted; individual
B, and constiutsd’u* nEcESedvy “Wtip-towards & retun: 85
" IE 1 possibis gher biuage’ s inaight, fer man to
deriy technology the prafogative to formutite ma's qusstions. 1t -possitle to ask

a certered b

60Gottiieb and Borodin, pp. 241-242.
51Welnberg p. 86.

52 408eph Waeizenbaum, “On the-. lmct of the Comgutnr on. SOd-ly Sci-
ence, 176 (May 12, 1872), p. 614. .
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6.6: Humanism

it should be clear by now that the improvement of computer programming
techniques is a significant area of current computer science research (and, to a
much lesser extent, of present computer sclence practice), but tﬁai the emphasis
of this chapter has moved - to the improvement of humanizing
“techniques® - actually, attitudes - to apply to the creation and use of computer
systems. '

- In current practice, humanizing a computer system is often done cosmeti
cally; for instance, by having the system communicate with users in a soothing,
English-like dlilect,_ While this is helpful, meaningful humanization of coinputer_}sys-
tems must go beyond superficialities; humanizing a system must involve injecting
the human element into a technological system.

. . . we had better map out a more positive course: namely, the
raeconstitution of hoth our science and our technics in such a
fashion as to insert the rejected parts of the human personality
at every stage in the process. This means gladly sacrificing
mere quantity in order to restore qualitative choice, shifting the
seat of .authority from the mechanical collectiva to the human ‘
personality and the autonomous group, favoring variety and eco-
logical complexity Instead of stressing.undue . uniformity and
standardization, above all, reducing the Inserisate drive to
extend the system itself, instead of containing it. within definite
human limits . ... We must ask, not what is goodséwr science
ot»;tochaqlogy,.. .butwh.tlggmd;orm.... ,

At the very least, humanization requires a recognition of human values. Com-
puters. may be used to explore alternative courses of action, but values must be
inciuded In decision making about the use of computerized "answers."” "What is evi-
dently wanted Is a set of balance sheets in which the relative merlts of each solu-

tion to a technological problem are analyzed both on technologlcal grounds such as

6aMum‘ﬂ)rd, "Authoritarian and Democratic Technics,” p. 68.
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safety, ease of operation, complexity, and esthetics, and on ethical grounds such
as moral considerations, effects on the quality of human life, liberty snd dignity, and
other human values."s‘4 We must come to belleve thet the dlctstes of human
beings supersede those of technologk:al systems, there Is relatively little compel-
llng evidence that modern society does beueve thls In addlﬂon, e strong sense of
control over the use of technology should be nurtured If necesssry, this should
involve 'cut[tlng} the whole system beck to a polnt et which It wm permlt humen
alternatives, human Interventlons and human destinations for entirely dﬂferent pur—
poses from those of the system itself. «66

In an orgenlzstlonsl context cere must be teken to evold undeslrable eh‘ects
of the tncressed rlgldlty formanty, and elienatlon thst frequently accompeny com-
puteflzetlon One should not lgnore the nometlonel espects of soclsl conduct by
edministeﬂng a social organization ecoordinq to purely technologlcal crlterie The
modern bureaucrecy is Iergely Irresponslbte ln lts pursuit of eﬂlclency Indlfferent
to human needs end unsupportive of the promﬂen of !nterecﬂon eﬁ‘é oommunicetlon .
across hlerercMcaI Ievels “Mowshowitz polnts wt ’the d!ch’Ryof ehelenglna the
status quo: *. .. one crltfcef feeture ls a meehenbm for estsﬁlshing s continuing .
dialogue between managers and workera o ordinhry cm’zcn Thls e mt likely to
emerge sponteneousv slnce it presupposes a fundsmd!tsf ehm ln veluee from pro-
-‘:';'&“T%ae e& eapoehw important
in what Mowshowitz and others have said about imprdving coriditions in-a‘téchnolog-

: ductivity and efnclency to huiian welf

ical society. “First, communication Is se#n as & ey fddtor in changing the existing
situation; bne aspect of this Is that ‘more ‘of ‘the peopié Who teract with- computer

84y owshowitz, pp. 271-272.
"88pumford, *Authoritarian and Democratic’ Téchnics,* p. 69
5‘Mcuvwsl'lowl‘tz, p. 201.
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systems should have access to information about the system, as well as the power

to use this information. Second, perhaps the ultimate deterrent to comprehending

computer systems is the human value system that places such a premium on tech-

nology.

Finally, and most importantly, technological system incomprehensibility Is a
human problem, and the most significant and difficult questions that it raises should
be answerable to humanistic concerns. Any meaningful comprehension of our

" interactions with computer systems must be preceded by a better understanding of
our own role in a technological society, and this in turn requires an understanding
of interpersonal difficulties, human priorities, and ethical values.

What should this teach us, particularly with respect to the
question of at least preserving if not enhancing human choice in
human affairs?
Certainly that the construction of reliable computer
software awaits, not so much results of research In computer
science, but ratgyr a deeper theoretical understanding of the
human condition.
Before computer systems can be made truly comprehensible, human systems must
" be better understood. Before we can control our technological systems, we must

learn to value people more than technics.

57Jocoph Weizenbaum, "Human Choice in the Interstices of the
- Megamachine,” p. 14. Lecture presented at the IFIPS Conference on “Human
Choice and Computers,” Vienna, Austria, in June, 1979.
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soclal impact of . technology.

Lewis Mumford: author. Mumford has served on the faculties of Stanford Univer-
. ,alxy, Universfty of Pennsylvanla 'MIT, and the University of Calfifornia at
‘Berkeley, and was a_senior. fellow at Wesleyah University’s Center for
Advanced Studies. "He' has been the recipient of numerous award; among
them are the National Book Award (1962), the US Medat of Freedom (1964),
the Emerson Thoreau Medal of the Americah’ Academy of Arts and Sciences
(1966), the Gold Medal for Belles Lettres of the National institute of Arts
.. and Letters (1970), and the Natlonal Modal for Utoratwe (1972). He has
 been a Fellow with i : :
member of Phl Beta Kdpps, and'is a decoratad K "
(honorary). He Is Hie duthor 6f nulerous Books, ﬁmmrheﬁlythmdthe
Machine (1967, 1870 - 2 volumas) and Technics and Civilization (1934).

Allen Newell: educator. Newell hoids’ academic &gregé it physics and industriat
administration. He has served on the facnmy of Camagle-ﬂeﬁan University
mdwusamuncmmmﬂmcap “ad ‘With' the "Xerox Corp. He
belongs to a variety of professional organization, “has receled several pro-
fessional awards (including the 1076 Tiling Awaid, which he shared with
Phrbortsmon).lndlstheauthorofanumberofbooks(hcludingHuman
Problem Solying, written with H. Simon). Reseaich - artificial ‘iiteiigence,
paycbdocy “ptogramming systoas and comuter i%rmﬁtums S
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Robert L. Patrick: Patrick is presently a freelance computer speclalist based in
southern California. His clients include companies with products in
aerospace, computing, finance, and m;nufacturfng, and he has performed 28
audits of computer centesrs. He Is the author of the 1974 AFIPS Security
Manual, as well as many books and reports lncludlng the 1978 NBS study on
data integrity practices.

Edwin W. Paxson: Paxson currently works for the Rand Corp. in California.

Alan J. Perlis: educator, computer scientist. Perlis has academic degrees from

: Carnegie-Mellon Institute of Technology, California Institute of Technology,

and MIT (PhD in mathematics); he now serves as chairman of the computer

- sclence department at Yale Unlvaraity Perlis Is a past presldent of the

tions of the ACM, member of numerous profasslonai organlzatlons He has

served on numerous committees, including those for the National Institute of
Health and the National Science Foundatiop.

Theodore Roszak: author, editor, educator. Roszak Is a former Gugganhelm Feliow
(1871-72) and is the author of numerous books, Including’ Sources: An
Anthology of Contemporery . Materlgls Usoful for Prmving Sanity While
Braving the Great Technological Wilderness (4l 972)

Thomas Brown Sheﬂdan Shorldan is currently a professor of mechanlcal englnaerlng
at MIT; In addition, he acts as a ‘consuitant to various coporaﬂons His
research interests include group decision techriology, mathematical models of
the human operator in_control systems, and mammaéb‘!’ﬁe mteraﬂons

Herbert Alexander Slmon: soclal sclontlst Simon has served on the faculty and
administration of the University of Californta, the ' lilifols ‘Instituté of Technok
ogy, and Carnegie-Melion University (Where he is now a trustee). His
numerous awards Include the 18756 Turing Award (shared with A. Néwell) and
the 1978 Nobel Prize in Economics. He is a member of numerous profes-
sional organizations and author of severnl . ‘ céioqu The Screnbes of

. the Artificial (1968) -

T. D. Sterling: Sterling is currently associated with the department of computer sck
ence at Simon Fraser University, .Brmsh COlumbla.

Howard K. Thompson, Jr.: computer sclcnﬂst, bbmathemaﬂ‘cian ‘Thompson earned

an MD from Columbia University; prasently, he is a professor of medicine at

Baylor College- medical aohool Research - comPutors n medicine.

Alan Turing: Turing was a British mathematician who deve‘lop‘ad the idea of an
abstzact computing machine that can carry out a certaln class of computing
tasks. This machine, known as a Turing machine, Is_now fundatngntal to the
study of theoretical computer, science. iTu
cryptography wark during World War Il, ‘Turing “publishe
cles on intelfligent machinery and man’ gsmag ne.
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Ben Wegbreit: Wagbreit is assoclated with the Xerox Palo Aito Research Center.

Richard Waldlnw eomputer sclentlst Waldinger has pursued research in
mathematics and artificial lntclﬂgence, ‘presently, he works at the Stanford
" Research Institute. Research - artifncial intéliige e, automatic program syn-
thesis and verification, mechanical theorem’ provmg and robotice

Gerald M. Weinberg: computer scientist. Weinberg is profesaor of computer sys-
tems at the School of Advanced Tachnoidgy, State University of New York.

He _has been involved with various aspects of computer technology since
1988, inciuding ‘software lmplamentimn :mr “both ‘hai'dwa’re and software
design. Dr. Weinberg has written a number of books on computer’ program-
_ming, plus several dozen articiés on co g4, problem solving and systems
theory. A member of ACM andms l’lb s glso*a liféiuber, aswelf as former
s-cretary. of the Soclety for Goneraf

Joseph Weizenbaum: Weizenbaum rgcslved his hw cducutioh ‘at Wayne State
University. He has worked on the development ‘of “a“variety of computer

- systems with Wayne State University, Computer Control Co., Bendix Com-
putermvbbn.andﬂ\asf oe ,anogamht(mmmtdmbp
programiing systéms to ald in thordas&n dfth. computer system which was

to be bullt for the Bank of Ameri ad ‘Field academic appointments

with Stanford University, Harvard University. the Techinical Institute of Berlin,

and MIT. (Mhelspmmﬂygpmfemof}mputarsclemo) He is a
, : : I p fags;' "»aﬂdautmraf

applications wch ‘as ELIZA (a ﬁ‘fufat KW Pmcasshq system),
,_lelunbaum’a interests havo shifted In recent years to the area of societal

Harvoy M Jl' pollﬂcal scient!at Wheeler has taught at John Hopkins Univer-
dtynndntwwﬂngton and Lee. He I8 curréntly a senior fellow with the
Center for the Study of Democratic Institutions i Céltformia and a freelance
consuitant, Hbruurchtslntheareaofpoﬂtlcdthoory

Norbert Wiener: anerstudlcdlogtcmhmdﬁusMand wasonthefacutty
of MiT's mathematics department. He dgmnstnted an early Interest in
analogles between sisctronic. and biologicktl ‘dsvices. Wiener's bellef ‘that
there was an essentlal unity of pr f'cmtmamnﬂd‘cwmmlcaﬂon
and control - in mchh-orl\ﬁngﬁ’ssud“‘hﬂtoh&fomdnﬂonofthesci-
ence M cybomeﬂcs

Ln'dnn Winner: WInnor Is a writer, teacher, gmd sometimes music critic.  He has
‘ynrknd for mm nmgazlnel ﬂ\""mgm, _and the MLT. He is the
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Lawrence Yelowitz: Yelowitz holds academic degrees in mathematics (BS and MAT)

and computer science (PhD). He has been involved with industrial and
governmental computer programming applications, as well as research work
with IBM and the Al group at the National institute of Health. He has taught
computer science at New Mexico Institute of Mining and Technology and at
the University of California at Irvine, and is now an assistant professor of
computer science at the University of Pittsburgh. A member of several pro-
fessional organizations, Yelowitz was the first recipient of the Samuel N.
Alexander Memorial Award sponsored by the Washington, D.C. chapter of
ACM. Yelowit2’s publications are in the area of program correctness.
Research - program correctness, operating systems, and data structures.

The information in this section was compiled from the card catalog of MIT's com-
puter science reading room, and from the following sources:

Who's Who in America, 40th edition (1978-79). (lllinois: Marquis Who's Who, Inc.).

American Men and Women of Science, 13th edition. Jaques Cattell Press, ed.

(New York: R. R. Bowker Company, 1976).

American Men and Women of Science, 12th edition, The Social and Biological Sci-

ences. Jaques Cattell Press, ed. (New York: R. R. Bowker Company, 1973).

American Men and Women of Science, 12th edition, Physial and Biological Sciences.
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Jaques Cattell Press, ed. (New York: R. R. Bowker Company, 1972).
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