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ABSTRACT 

An analysis of the Incomprehensibility of large, complex computer systems Is made. 
The thesis Is that there Is strong relationship between system Incomprehensibility 
and the necessity to trust computer systems. A cogent definition of Incomprehensi­
bility In computer systems ls established, with common themes drawn from lnterdls· 
cipllnary literature dealing with computers and society. Reasons for the creation of 
Incomprehensible computer systems are explored, as well as the consequences 
(both technical and social) of using and retying on them. The relationship between 
the real and perceived purposes of computer systems and the appropriateness of 
trusting these systems Is analyzed. ~proaches for dealing with the existence of 
vital computer systems which are functionally Incomprehensible are evaluated, and 
positive suggestions are made. 
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The societal implications of man's interactions with computers Is a relatively 
new area of lritereat within the C01RPuter science OOlllftlUftlty. Bec.,...19futNs, I 
have felt that a great part of my task is simply to sensitize disparate groups of 
people to the kinds of problems I present here •lto---~neyeG ~. to 
attempt some consclouaneaa raising. I have beeft '9110d8f•ld ... ,.,. ...-aVot' 6y 
the help of many people. · • · >• ~- · 

Inspiration for this thesis has been generously amf·""'811ni1Y 'PfOVlded by my 
thesis advisor, Joseph Welzenbaum. From tNlfl.JgarlRlfta._.. Qf:UMl"-~- topic 
through the research and the actual writing, \M :W ~i4l batic:Me•itotlV&tlng 
force, helping to sustain me with the very best .kinds of tntellectcNlt. ·andc;alildtkinal 
l'JOUl'lshment. Certainly It la he who has made the experience of producing this 
thesis such a happy one for me. \: <~:·vt~~::r, "> 

More generally, my association with the people who make us>Mtl!s:'Real Tinie 
Systems research group (headed and animated by Stev•·1w..rdJ .... ,_. of enor­
mou8 benefit to me. They have provided the kind of stimulating, supportive environ­
ment In which enjoyable research tttrtves. Clark Bak9'F~.,._.:unt•n~1gc..,.. 
8rous with his time in facHltatlng the computer ~«·•:tJila.~ 'Eva 
Tervo has managed to keep things running 81ROOthly tlllfl._i'.1._lf.IMJIMla ':...·Vara 
Ketelboeter, Carl Seaquist, and WIH Fraizer - took the tt••*tniad~rllt'...,'u8etul 
comments on the section of Chapter e cf98Mi"Wlth vemMtflloW~.- ·Jon·oo,19 velun­
t~ered to read the entire document, and his perspicacious comments were 
•xtremely useful to me. · · ;;.,: -·; · ' ·· 
........ : 

Lastly, I wish to avoid pure formality In ac~ ·my tnoat .de8ply 
rooted debt, to my family, who have offered refuge In ~,~ and Mve' shared 
1J1Y pleasure In the fruition of thla work. 
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Chapter 11 Introduction 

The technological society contains many parts and specialized 
activities within • myriad of in~ •. ·. Th~ totality of 
such interconnections - the relationships of the parts to each 
other and the parts to. the. WbQl4t; - a. ...... ._. Which· kl no 
tonger comprehensible to anyone. In the complexity of this 
world, people are conkoMed wltl)'. •trtor'•ftf'Y ~enta. and 
functions that are literally unintelligible to them. They are 
unable to give an adequata ex...,.tlQa . of mag made 
phenomena i.n their Immediate experience. They are unable to 
form a coherent. · retlonal pietllre; Clf·,the -~. ..UJMter ttJNe. cir­
cumstances, all persons do and, Indeed, must accept ·a great 
number of things on f•lth. .;r~...,..,~ •at<~ "'4fJr. com­
ponents of complex systems usually work, that other specialists 
know ·what U..· ·are delRQ". and _._., ~a.w .'i\lJe .. ~ ftts 
together in relatively good adjustment. Thetr way of undel"" 
standing, hoWever, is _...,. f'.......,. ~i ;ttum .'t~Ufic; 
only a small portion of one's everyday exPerlence In the tech­
nolaglcal aoctety oariJ>e ...,. • ...,.tllcl.··~ ~·~one 
is forced to depend upon and have faith in matters about which 
one bas Jtttla. ilrferMatiGn or ~...,,....,. ·lt·-°'~"~WQn 
that Ellul . describes as the ~ca of the modem versions of 
mystery, IMQkt, and . ttle '•acred. ., . ·· · 

Langdon Winner 

In recent years, the computer science community has begun to recogniZe 

comprehensibility as an important dimension of computer programs. Much earlier, 
:"¥--· 

thoughtful observers of the growing preeminence of tech~ In modern cultures 

worried about the diminishing ability of people to understand and cope with the 

technological system with which they were so deeply Involved. Today, Or. Robert 

Johnson, Vice-President for Engineering of Burroughs Corp0ratton, Is not atone In his 

belief that the most serious problem facing the computer Industry Is the 

Incomprehensibility of large computer system&. 2 Several factors combine to make 

computer system lncomprehenslbllity an Issue of Immediate concern to any society 

1Langdon Winner, Autonomous TechnOlogy (Cambrld08, MA: The MIT Press, 
1977), p. 284. 

2Hearsay. 
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as committed to technology as our own: notably, the rapid rate of prollferatlon of 

new systems, the strong social and economic Incentives to use them, and the rising 

level of dependence on computer systems t.,_t have vttal, nanreverslble Impacts on 

our lives. If widespread unintended consequences 'Of uelng computer systems that 

cannot be understood are to be avoided, the problem of lncomprehenalblllty must be 

analyzed and dealt with now. This thesis ·Is about the lftcolnprehenalblHty of many 

computer systems we presently use and on which we depend heavily. 

The existing notion of incomprehenalblHty,_ as documented In the computer 

science literature as well as In wrtttngs from retevant·nontechnleat ftelda (such as 

sociology and political science), Is highly ambitUOUS; therefore, my first objective, 

pursued In Chapter 2, Is to Sharpen thl8 noUOrt ·and to arrtve at a de11nltlon from 

which one ·may more· usefully proceed. ·Some computer soleatlats have a tendency 

to become so Involved with the details of the 119W8M ·methods of ,rendering com­

puter programs understandable (for example, the technique of structured program­

ming or the avoidance of goto statements) that they seem to forget about more 

general, higher level Issues. Conversely, critics of technology's social role, 

although they may appreciate the widespread eft'ects of technological Innovation, 

are often hampered by the Inability to understand specific technical applications. 

The study of computer system lncomprehenalblllty thus demands an Interdisciplinary 

approach, based on an understanding of both computers themselves and the tech­

nological system of which they are among the foremost representatives. 

Throughout this thesis, I refer to the observations of diverse groups of 

people - computer scientists, philosophers, psychologlsts, soclologlsts. It Is not 

expected that the re~der will b9 fa11tJHar with an the relevant dlsclpllnes; therefore, 

I have provided a •11st of characters" - a collection of short biograpNas of most of 

the people on whose Ideas I have drawn - following the body of the thesis. 
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In discussing computer comprehenslblllty, It la useful to first consider 

comprehension In a broad context as, for example, In communication between peo­

ple. This need not be a apecl.uzed elldeavor; mc:>at. Pe.9PI• h•'(•~. ~ str0ng Intuitive 

sense of what It means ·to undetst4lnd ~. ,,1a~ •. iutd It Is this lnformaJly 

learned knowledge thet one projects onto ~··a 11'.'¢.iactlons wt~ computers. Shar­

pening the general concept of comprehension, as I~ Is appUcable t<> human communi-

cation, In order to arrive at Its l8UCh more aHClflc form,. a~ty as It appears in the 

context of computers, · rql{lru ~tenqt ln. COfnl>\lter aQle,nce. Insights about 

comprehension. when .-pplled to problem evalwatlon, system design, programming, 

etc. (all fundamentelly human actMtkla), can., help aatabllsh what it means to 
• '.", ' 1 , ..... ,. -·· • ' • ' • - -

comprehend a COMPUW syatea •• th• .~vtor, .of _QOR11Wter, •x•tems. 
lncompreheneibility U. not a property .of a comput•r .• w.stem (In the sense 

that color is a .property of an orange); r•Jtter~ ~·. .. a derived attrlbu.te which is 

dependant upon Ute ·~.In ~h .a &)I.alt.a, .18.;~~ . .Ntd .. ~ criteria .according 

to which It is judcJed. An alrllrfe r.-eotatlon •Y•tem JlllQbt be crystal clear to the 

reservation clerka wlto wse It every day, ~t" l~.,.ax •Y•t-r~. to . tbe systems 

analyata who attempt to modify it. ln ad41~ i~~@henalbH11:y takes on a 

different meaning in relation to ·the "front end0
. Qf a, syst81Q ~aoaJys~ of a problem 

and design of a eyetut) than It does to the "~•ck; 81\d'' (ulJUz•tl9n, and mainte­

nance of a system once It has been impleananted). Qlfllculti~s are bound to arise 

either wheA a system ia dealgne~ IA • hap~d,. aq hQ(:. ftLSh1on (aurpri~lngly com­

mon outside the restr1ot.a ~In 9t research •~8'1sl or .. wt:ae~ users are for~~d 

to communicate with. a a)'ftt&IQ ,~t "°'"· ~@-~qf t)l«t theory on which Its 

design was band. Jndee4. inoompre!Jenalble fY.•~.P,f'te~ turn QUt to be those 

which are baaed on no well fonneJi ~ at,aJI. 

It la important •t thie POlnt to stress , tile. f.-ct that .. I •m . conce.rN'd with the 

Chapter ·1: lntroduotton 9. 



lncomprehenslblllty that arises from systems; that Is, oolectlons of Interrelated and 

Intercommunicating activities, of which computers and computer programs are Impor­

tant, but not exclusive, components. By the tenn •eo111puter system" . t wish to 

refer to not Just computers themsetves, but mo the p9opi• who choose to design, 

maintain, and use them.. Computer systems 'bring Into queetton much more than just 

computers and the programs that run on them; for Instance, the nature of the prob­

lems that we deem suitable for computerized SOlutlone, and th• poorly understood 

processes of problem analysis, system speclftcatfon and design, and programming. 

The kind of lncomprehenslbmty I am Interested tn·does not derive aolety, or 

even mainly, from any easily Identifiable· errors (auch a• coding errors or obscure 

programming), but from more elusive' Jjrobhrins wlth'the W.y we think abOUt anct deal . 

with technology In general, and computers In particular. If we apply .computer tech­

nology Inappropriately or lndlscrlmlnately (for lnatat1ce, If we are more motivated by 

an eagerness to make use Of computers than by the· aetuaFeffectlvenesa of. apply­

ing computers In a given appQcatlon), we may end up having dttllr:Ulty understanding 

the relationship between the orlglnat problem and ttie OOIRputer system constructad 

In response to It. In some cases, •problems• are · artttlclally created or tallored to 

make them better suited for ·appftcatlons of cummt technology.· Computer systems 

that ariae from such situations can be functlanally lnoolnpraenalble - Incomprehen­

sible in relation to the problem that a systelll's users·f»elleve it is •so1v1ng.11 

Already In the present discussion, t have turned to the qile$tion of hew does 

incomprehenslbltity arise in a computer system. tn Chapter . 3, I exalllllMt factors 

which can lead to the generetton of lncomprehenafble·~•· syaems. Concerns 

about the process of programming are retevant :here: GeNld WeiAberg has re­

minded us that programming Is a humitn activity with a 'J)syo1'lologtcat componant 

which is often Ignored, but' which stg'ritftcantly ·affeci* the quality> of progranas which 

10. Chapter 1: Introduction 



are written. The activity of programming a large -co111puter system la plagued by 

what some people have described as probJems of COllllRUDlcatton.. Interactions 

between the diverse groups of people who are touchect by computers can be 

stifled by the .Utiat belief, held by .some apectaHsta, that nan-technical knowledge 

Is not very relevant in the design of a CantPuter aystem1 .or that Ql.ttsJdara shqu(d 

not question . the appropriateness of applications of tee~. Prof.-.lonal l~ola­

tfonism helps distort th• knowJedge that .coders, svet••· desl~ U89fflt .a.Rd 

everyone ~n-between can have of a ayatelll. (by ~ t ref•" to p.opte \Miio carry 

out fairly routine programming jobs which are handN·over. to, t..,.,w, ()Uler :P9QPle 

who are tnore lnv<Wed wtttt higher level jOlls llke;ttte· dMJofl ol:ra :aysta). ~r• 

stereotypea of· progrannnera as solitary lndiv.kluela who.· are da1o~ed. f~. ·~~u:..r 

people are reinforced by the lnfonu.La1ltltudlnel·t....,.,.:ofAllOft:wor,a work.,--. which 

tends to discourage curiosity beyond the level of speclflo. folAOORf)8ctec~_;PF09f41D" 

ming tasks. . :> 

In addition to relatively low level. problelR8 which may be. Jnher~t In tt)e pro­

gramming proceas, there are broader, socletm la--. whiclt: have ~~fl~-ilnp .. o,tf 

on our relationship to computatlaft; these . .....,..,.. dlacueeect tn .CU,ter ~ .,As,_I 

mentioned before, a thorough consideration of. th• . probteme entrained by 

Incomprehensible COMpUter systems requires -both .n unde,.tending of compt.ftar• 

and a high degree of sensitivity to the aoaial contexts In which computer• play an 

Important role. In the modem wortd, one ought 1IOt talk about social "problems" 

without talktng about technology, nor ·di~ technolagy without taking In.to 

account lta' social· context. 

The present organization of society is aucl) •t there la an air of lnevltabU­

lty about the role of technology. Our ability to crltlcally evaluate f.SOCial problems 

and proposed computer solutions to these problems Is strongly Influenced by what 

Chapter 1 : Introduction 11. 



appears to soma as our acceptance of the autonomy of tectrilOlogy at the expense 

of our own human autono11ty. The perception of technology as an lrreststlble force 

leads to a situation where the uaefulneea of tt.e computer la often assumed, even 

when a given appllcat1on of computer technology ta.by uny criteria Inappropriate; 

where the wldespna.d ua• of computers Is accepted: In apite of. the fear• and mta­

glvtngs of ftfflny pe_ople; where the aurfac•- .appeal of quick· teohnologtcal ft.xea fQr 

pressing problema often causes a rede1lnltlon al our problema to IMke •"' more 

amenabte to computerized solutions. PreS8flt .day society uncritically ac;cepts a 

way ·Of ltftl ~ fotih4ecf. <>11 technical nec ... tty ·-.cl .....,_ -~ ~- what l.anGdon 

Wrnnet cialhl" th& tet:hnlcaf (rational, adiftclal, p~tlw'a) mad4t. of activity and 

thoUOht•~ our·JOve affair wtth technology ..... ..., ... -..·cbiar-Mterized by ~k'M> 

ness, arid the· so-Called computs · revokrtlorr •·ally. the- moa.t recent· ttl(Almple of.· Ude 

technologlcal preoccupation. 

Chapter 5 of this thesis Is a dlacuaston of the results of the use of 

JncomprehenSlble computer systems -Md of tbe social ayatent In. wtliQb they are 

embedded. Some technlcal r.-.utta are the lnablllty··. to· enaure adequate· reUMHity 

for many hlf'G8, complex computer ayatema, and ttte·re~e.of of these ayateme 

to even minor modifications•· Other comequan cee _. exttmaiona of points I rallte In 

tfon of the root of a problem as a l'88Ult of ·oveM'a~ the processe. ~f 

evaluating problems ~ of planning aolutlana ctll> ;the& . u .. c:omputer applicatlen Is 

viewed solely In Information processtno te,.., thwa ..,. be ·a gap aeued between 

the problem and the computer system which was designed to aolve lt, but which in 

actuality attacks only thoee symptoms of the problem which were 8MIY to translate 

8wmner, p. 127. 
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into the form of a computer program. The size of . thla gap reflects the Importance 

of those aspects of the problem which coukl not be. expre-.• according. to. reduc· 

tioniat criteria, and hence were never reckoned Into the· ~lgn of the computer 

lty, is strengthened by the existence of COUM>t.lt•r ~ste_,. which only a few tech-

nJcally trained people can plausibly ckllm. to undersi.mt orJ>• able. to maintain. In 

Kenneth Laudon's words, we are experlencirlg • .•• a l~~Upn of technological 

'experts' at the expense of poets. • 4 

On a stUI br~ level, an attempt to catculete #1• coats of living In a tech­

nologically based eoclety. must Include SOnte eatlmate. of. the .P~•• · price that Is 

paid - the_ hulnan stdfering. There ~ been a. gqpual. •d4P~tlon,pf ~al.l needs, 

desires, and thoqht prog~ to ~t.·~' ~em.,.,ap-.. technology can explain 

and satisfy• What happens to the self;.~ of.~ . .,.,, •a11 the business of 

llfe, from work. and .anu•seat~t to )ova ~ ~~: ~ ...... ftplft the tec~nlcal point 

of vtew 0 ? 6 
Aa a r~ of society's ~Ina qt.188~ . for;, ·~• 9~ectlon of tile 

machine, some people now serloualy ~tion whettter w~. will.! be able to keep pace 

with our c;c>lllRuters. I wlll :examlqe V... ,~ other. unlAt•~•d. but perhaps un-

avoidable byproducta of the computer •revolution.• 

Perh4P4S. t-he GK>St·serloua etfect of the ~r'4d uae. of computer systems 

18 our growing dependance on C04APUter syst.,. that. we . do· Jtot un~rstand. The 

use of computer sy.ste• that ar& ·not comprehe,nslt;)S.: can r49sult In tbe loss of our 

control over the processes that computers .JAQflltor. as we be~~· Jncreaalngly 

4Kenneth Laudon, review of The Conquest of WI~/: lnf~rmat.lon Processing In 
Human Affairs, by Abbe 'MoWShowltz, SC/enc., 'f08·~~r, 197&), ·1111. 

6Jacques Ellul. The Teohtfolog/cal Socl.W (Maw Yerke Vintage Books, 1984), 
p. 117. 
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dependant on the lnfomatton, and even the deelelons, Which are the output of the 

computers. In actuM appneatlona lnvotvtno large; complex computer systems, peo­

ple uslrig 'SUch ayste•' output often cfJiH' to: tely Gil •wttat the maahlne aaya~ • 

Thay are effectlvely In a poaltkxt of etttter having'- to db the wor-tt the computer ts 

supposed to be doing, or of having to. uncrtttcally ltC(:ept the . outpUt of th& com­

puter. The Inherent CCNRplextty of many s~ 11taki8' tt alm8at tmposslble to ade­

quately explain, Pr8dict, or trace thetf·:opaN:tfl:lft&: ··Nevertttelesa, In ualnt ·ttteae 
,. 

computer systems, one 111ust cross a threshold ·ffeM reliance to unjustified trust. 

Jectton of tMH. vatues onto maft..macblne fnteracttons·ts appreprtate·or deelrable. 

An ~ to dePeftd ·on computtii tD ~itd lrt4mportant ''deoiston mat(lftt 

may be deeMed evfdenc:Hf'.'of an •antt~af" iittffttde. NOwacfeYs, -. attitude 

of techndogfcal aptbniiitft and 1rust· _..,.jnet ~ riffd· ·~atlorl, whlle ·tee~ 

IOgtcat distrust ta ofter{ Gf*Med wttft ""°8lftfty: \11t.W eOblaf ,,_.ure.__aoatnst erftlc1stn 

·of technoaoQy 18 ftot: lrretevant to mt dlaeaetloh iA li'ICOnlpTeiJiienalbllty. 

I befteve that thre rs a c0t1ea~ .WM8en oUi trust In C0111Puter sys­

tems and the· ~8il ·of the sYstemls (IWftti OUr uftder9tandlng Of; ·1:h9ee purpo8e8 

and how well the systems actually ·fulflf· ttMHtil~' thfti.: there ;Hr a ~ 

between the real aftd the perceived ptJl'P089a ii"tn611Y ~( 8)'ateMa;.-am1 that 

there la a strong ft!lat1onshtp betfteft our ~ or theae::,,,..,,_e& end 

tha appro'prtattMaaa df tru8ttno· •the ayeteins. · l'l' 18 wt trust· fn celllpUtt!Jt'' syet&IM 

Which makes •a0·w1nerable to their .,,.cts. 

One dfract and dangerous effect of trusting lncomprehenslbfe · systeRts la ·the 

erosion of the ~ ~ _r~lb~ ~ -~f.~~~~:'.-:.·'Mso la t~ be. t)~d 
responalMe for-·~ · com.,_., ayateiba•' :that~ twrle 'Hterdy :evelved, Into their 

present fonns and that simply cannot be said to have authors? Already, some 

14. Cfttlpter · 1:. lntreductlon 



people are suggesting that the computer be responSlble for Its share of the decl-

slon making toad, but It Is. far from clear what r:H>aft>I• meaning C::omputer responsl-

blllty could have tor the people affected tiy mat:hlne fttade'·d&clslons. Some advo-

cate the Idea that systems retain controt over- ongolho processes. In practice, 

Incomprehensible systems become autonomoua, urictNllHmgeable authorities to whom 

a society of users abdtcate responstbtllty. According··. to JoSeph Welzenbaum, 

• . . . responslbHlty has altogether evaporated. No htilhan· ta any longer responsible 

for 'what the machine says.' Thus there can be neither right:· nbr wrong, no ques-

tton of Justice, no theory with which one emf agree br dlsaatff; arid flnatty no basis 

on which one can challenge 'what the machine says.'•8 

Certainly I do not wish to leave the reader, with nothing but dlsmal pr~ 

nouncements about the lmposslbfftty of lndlvtdual action against an autonomous 

technology. In Chapter e, I discuss alternate 'eoursas of action In the face of 

lncomprehenclbte computer systems. First, I con.Ider varlbua technical •so1ut1ons." 

These Include verHk:atlon proofs, rellablllty studies, and modern programming prac-

tlces like structured programming. In the course of analyzing these and other 

means of Injecting understandablllty into computer systems, It becomes clear that, 

for the most part, they attack only the Incomprehensibility of computer programs. 

However, the enforcement of structure on the product (the program) does not 

necessarily enforce structure or comprehenslblllty on the process which created It 

(the design of a system), and It Is the larger computer system that Is the concern 

of this thesis. 

I beHeve that system lncomprehenslblllty 18 f&lndamentally not a problem In 

the engineering sense of that word, and that the most .Interesting kinda of 

6 Joseph Welzenbauna, "On the Impact of the Computer on Soclety.0 Science, 
176 (May 12, 1972), 613. 
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lncomprehenalblllty are not. w be . d41alt ~ by tec;;ltnlw mee.na. ft&ther, we. IQU8t 

make a consolous eftQrt to.' wldan our .P8fSH~• .b,~ond • narrow -9KQ~.,s1ona1 

one. The social conaequeacea of ~ ~~Jt>'e COIDP~r syatllNRS. •v• 

direct impacts on tile meaning of responaibftlty, the atllk:e! anci moral .d.,,, of 

computer scientists. and the plf Image of all ~. It -. .D8C88Ml'.Y to reckon not 

only the technlceJ,. but alaq,U)e . .humat) GOS,ta Of .the ~al system; In LewJs 

~waford's worde, to .. k 1141qt ~t i. ~ for.· acleoce or t~ •. ~ .. , but 

what is good for man • • . • • 7, 

There are. positive a~ps which .~ . i~fb,t~ .,t/>. ~'*' . ~· poten~ 
dangerous effects of the extstence of vital. computer· s~-.ms that are func:tional&y 

Incomprehensible •. As Vice-Adatiral H. G. ~r JI• aotn~d .,i. a good b,eglnnlng 

may be made by reflecttna ·~ whether or not.~"~ halled .~ progress actuaUy 

contrlbutae to bapplneaa Cor whatever _..,. •.r.,.m.r ~ euatain.. human cul­

ture), and remembering that we alone are. r•~'8 for CM' tec;h~. 8 

7 Lewla Muaford, •Authoritarian ..S Oe•11cratic Tecbnlcs, • In Technology end 
Cult.ure, ed. by Melvin Kranzberg and WIUlam H. Davenport (New York: Schocken 
llooka, 1 972), P• 68. 

8 tt. G. Rickover, •A Humantstlc Technology,• In Technology find Society, ed. 
by Noel deNevera ,(USA: Addtaort-Waaley Publlehlng Company, 11172), ;pp. ~23. ' 
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Chapter 2: Understanding Computer Systems 

There can be no tot-\ understandint. en4 ··® absolu~ reliable 
test of understanding. . .._...,,h Welzenb&JJm 

I undarstand2 
ELIZA 

It is acknowledged within the computer science community that the 
" ~, ·~ · lr_~ "":~ 0 ·-· 

incomprehensiblllty of computer systems Is a major problem associated With the 
;.,_-·or>.~: ii' ,_ ~ 

rapid proliferation of large scale computer applications. Nevertheless, incomprehen-

slbillty has proved to be a most dlfftcult concept for both computer scientists and 
~~--i ~·1i1~ ~~t~ '·' .. ... - . ' 

social scientists (working from technical and non-technical perspectives) to define. 
~ ·•• •. -;:.; !-·~: ;~~-(, ~· -~~. ~ 

Comp.uter specialists hint at the Issue of incomprehenalbtllty when they discuss the 
_,·' : --,t._! .... ~ ~--

•software problem, 11 which is really a whole coriection of problems that make com-

puter programs, particularly large ones, Intractable. There seems to be something 
. __ ;.* ~ •. ·>J •. ,, ,h •. .. - e;:;_ , . , , _ 

lnher~nt in large computer systems, perhaps It Is the complexity of such systems, 

which fosters Incomprehensibility. A large computer system Is worked on by so 
:;. o I_> :--i ~~, 

many people over such a long period of time t~t there Is ftnaily no group of people 

who can be said to be Its au~s or~ ~nd~~~ ~lt'ln'c;&rr/~efulc~ense; "tor 

example, well enough to guarantee Its reliability. 
-,. •' - .. -.t·" ,, ~---?~'~: _., - •, :--:_ ~-~~i· ~ :~~~:: . ..,.~---~ ., ; 

It Is probably premature to jump right Into a discussion of computer 
\~_' ~ '' .. : b ~f i~ ·~ > '.!tL-::.)-."" ,j ~,,::.· ;::~t~<~ ·""": F ;; .. ~ '~,. ~ -_, i: .. . : 

Incomprehensibility before saying something about comprehensli>n In ·the context in 
:- ... -·: . " . , .,;. . •• : ··•,t .,. •• . -- . P-. ,.. r-~ .. ,. , ,,., .:· 

which we are most familiar with It - that of interpersonal communication. Our feei:. 
: '';:ii.;,~ ;< t~~ue /2-L ':r> ;.< .z.~-:: 

lngs of understanding another person and of being understood by others are not 

'. :~~~;'·· ·-: ,, t,' . i '· ' . ' . ..,,,.,,,'.'·'''; ..• ;,u ·C~ , . , . '·: 

1Joseph Weizenbaum, Compute; Power ~·Hu,,,.;,~: F~om J~dfl~·rto. 
Caku/atlon (~~w Y~: w. H. Fre8jnan, 1976), p., 193. . " · · · 

~- ,o-__ ·• , ~- '.;;. - . ., ' 2".-¢:-:r,- ~·;t;~·r~,\!t\ ~~b i~~.r.::-"(.~. i:!:>-·>-::.~:1-:·,,·· '. 'i!j~;.-: ~_c·k'c .• :-" 

2 A computer program, published In 1966, which makes ~l,>te~alll ~ 
of natural language conversation between man and computer. · · 
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formally learned, but are Instead the results of Intuition. Some aspects of this 

Intuitive knowledge seem to be shared among all people by means of unspoken 

channels; commumcatlon is by deflnftlon an act'Of shadng.8.Tbe uaumptlons which 

make human communication work (to the extent that It does work) most often 

remain unstated. The lncomprehenslblHty of computer systems, la au.eh an elusive 

notion because our sense of what It means to understand Is not extemaHzed when 

we change our frame of reference from that of people to that of machines, and 

begin to talk about understanding computers. 

2. 1: Interpersonal Understanding 

As a result of our Interactions . with other people, we arrive at an Informal 

definition of understanding, according to which understanding la a function not only 

of words that are spoken . (or thoughts that are communicated In other ways), but 

most Importantly of the speaker and the llatener, who bring something of them-

selves to any- exchange with another person. Colnprahanalon, aa lmpRcltly deftned 

In human relatlonahlps, la to a large extent founded on shared experlenc• and 

values. Interactions between people nearly always require 80lll8 element of faith, 

baaed on our trust that the other person wll •know what I mean.• This trust la 

justffted only because •an people have 80lft8 common fanlatlve experiences • • • • 

There la consequently some baala of understanding between any two humans sfatply 

because they are human. • 4 We find that our trust la best rewarded by people who 

see the world as we do, and In particular by those people who have had experl-

8-rhe Oxford Engllah Dictionary (Oxford: Oxford University Presa, 1933), 
p. 898. 

4welzenbaum, Computer Power Md Human lleason: From Judgment to Cflilt:u-
llltlon, pp. 1~198. -
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ences similar to ones that w. have had eftd .. that were tmportant to ua. An under-

standtng between peepte la not 80lftethfng carele881y acknowledged. lt la only 

when we feel that SORtMne else's tnterpretatton ot the wortd :te aysnpethetlc to our 

One of the MOSt hnportant -..rvattane·1bat oan be made .about human 

understanding la that there llt'e lnsurmeuntable HMtts to· the •evel of co1111nunlcatlon 

that can be achieved. 

Since, In the last analysis, each of our lives Is unique, there Is 
a Omit to what we can bring another person to understand. 
There Is an ultimate privacy about each of ua thtd~~ . 
precludes full communication of any of our Ideas to the universe 
autsRle oureetvn: and· .1'fdch. tM9i ·ledtaw.:..-_.. of • from _ 
every other noetlc object In th• world • • • • 

T& -...·-With; certfdrrty 04ftabli~. tmder.nood what 
has been s~id to him la to perceive hla entire belief stnwture 
and that- fa equivalent to ....,...., htseMlra:flfe~J.*J!lence• · 

Attempts to cormnunicate Wfttl ottter people. are l.,.ety:_. ofocfaH:h, substantiated 

In part, though never entirety, by a CC>MllMJR. ~·.aoclat. bukgrqund,· environ-

ment, experiences, etc. I wish to stress this point~,.. ttle: sienJ.ficance. of. a· OOlllfROl1 

humanity In human -~anding - because' It la -preciaely . tbl8 conu11on humanity 

in an ·understandiftO ·between man and machine. 

2.2: Comprehending Computers 

An emphasts on the human element of Interpersonal communication leads 

directly to the beUef that understanding must take. on. a ·very different meaning In 

relation to Interactions between '"" and- maobinaa than In relation to ·Interactions 

between people. Just what tt Is that charectartns · thla difference Ls not immedi-

6 Ibid., p. 193. 
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ateay apparent, since there are a number of thlnp .·that we can mean when we MY 

we understand a cemputer eyatem. .. The nature of our ~etandina·of··COlllfMllel'• 

depends on the context In willclt we ntake uae Of ·tbeln ,o(..,lt mey J>• • • mtutr..a 

storehouse of Information or •·a declsloft.omalcer Oil.Which ·we .del>tmd .heavll)I) ud 

varlee In relation to the many different. elttlHflts that COl$ine to fonn a computer 

ayat .. (from computers -~· end computer· Pf:otJf' ... ·tQ the ,hutUn beings 

who Interact with them, and even the stated and the percelv-..,~ _of • 4)'8taml,. 

2.2. 1: Progr .. Output 

The atmplest lnU,..pretatlan of understandlag .. Jll. tlte. ~text of computers Is 

that of undeNtandlng. the· output pt:. a. COIRPUW~ ·. Ontt ....... qt •~hlevlng this level 

of comprehension would be trac;lng the QPeMtloM of,• conaputer prof11am{s) that 

lnvalvelRent In computer appllcatlons. 

There are numerous aoclal factoN which subtly eRCOUl'a ... the use ¢ com-

way" of life Is the use of the latest blehnologloal !w..a.-...-~. ,Norbert Wiener 

gives a compelling discussion of what he terms •gadget worshiping": 

20. 

Of the devoted priests of power, there are . ..any who ,(8,gard 
with Impatience the llmltatlons of mankind, and In particular the 
lllllltatlan ccntlstlng In men'• UMf•eftd•I~ , •nd- ~redlcta­
blllty •.•• 

: In· acktftion to the motive wbieh: the .98d1et worshiper 'finds 
for his adalratlon of the machine In Its freedom from the human 

· Hmttattona ef speed amt accuraoy. lller•-:•.-.~e which it 
ts harder to estabHsh In any concrete case, but which must play '.very·........,.,. .. ,. newertlle ..... ~tt•:v... .... e ~·"* 
the per8Clllal reaponel»lllty for a dangerous or dlaastrous deci­
sion by "8clng the raaponatblllty elaewhere: on. chance, on 
human superiors and their policies which one cannot question, or 
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on a mechanical deVice which one cennot fUlly uncteratand ·but 
which has a presumed objectivity •.•. 

Once such a master beeowtea aij,are that ..... of th9 aup­
poaedly human functions of his slaves may be transferred to 
mac::hlnes, he Is dellQhtad~ At Jat· lte hM fOltnd the · ·aew 
subordinate - eftlclent, subservient, dependable In his action, 
never talking back, ~· and not demanding a ..,._. thOuOht of 
personal consideration. 

Today, gadget worshiping is often Implicit In the use of large computerized tnforma· 

tlon systems. In the minds of many people and perhaps of society as a whole, an 

unwlUlngneas to make use of current technology bespeaks a backwards attitude 

and even a lack of support for good old American Ingenuity. People who suggest 

checking up on computers (which surprisingly many people still think of as the 

machines that never make mistakes) are thought of as simply not keeping up with 

the times, and because of this they may not be deemed suitable for professional 
~ . 

advancement. Few people can be expected to stand up to the social pressures 

exerted by the workplace (In the form of professional recognition) and by a society 

In which the omnipresence of technology is almost completely accepted. 

Wholly apart from the ways In which a computer system may directly and 

tangibly benefit a company, computerizing one's business operation Is a status 

enhancing act; computers are Image builders. It ls not dlfftcult to ftnd serious bust-

nessmen (and even more frighteningly, serious computer science researchers) who 

use computers at least to some extent simply because everyone else uses them, 

even though this justification for employing computers reduces to nothing more than 

the age old syndrome of "keeping up with the Joneses." In a recent public talk, a 

bank executive admitted that some of the portfolio counselors In his department 

6Norbert Wiener, God lllld Golem, Inc. (Cambridge, MA: The MIT Presa, 1964), 
pp. 63-55. 
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bank. 7 In aome cuea. It Ja not much 111Gr:e- ·than ..• uch Jn•Llbatantlal reasons that 
' --· .· . 

underlies the large investments of _tiJP& Md '""8Y. n.-.... to buJl6- a computerized 

business aye.tam. Given the pr~tly soca.a role. th.l .;.e ~y.b.ln. fulfll, It Is 

not surprising that uncterstandabUlty merlt(I a low priority_"' ttt•• •ltuatlons. 

In addition to social considerations, there are strong economic factors that 

have a major Influence on a business's use of compitters. The pressures of 

. \ .. ;. - --
economic competition can create a situation that Is far more dangerous than mere 

- - . - . . 

wastefulness suggests. The real danger Hes In the fact that constraint~ of time 

and money prevent most users of computer generated output from verifying the 

correctness of the output that they must often depend up0n In making decisions. 

John Kemeny, president of Dartmouth College, remarks that "It Is a simple economic 

calculation that a man who earns $26,000 a year cannot afford to spend a week 

doing by hand something that a computer can do In ftve.minutes.•8 Unfortunately, 

the opposite may . be true. Particularly In circumstances where vital decisions are 

being made (e.g., military command and control appllcatlona), what we cannot afford 
- . 

Is an unjustified dependance on Information and decl81ona output by a computer. 

Nevertheless, given the existing emphasis on coat-efrecttvenesa In the business 

world, understanding computer systems by directly monitoring their output Is fre-

quently not feasible. 

7 Laurence Reineman (Vice-President, First National Bank, Boston, Mas­
sachusetts), -COIRPUl81"9 amt~ Workpt.c•;• lectunr..,...._ by.· Mt'f~ for 
Science, Technology, and Society, March 7, 1879. 

8John Kemeny, ft/11111 and the Computer (New York: Charles Scrlbnefs Sona, 
1972), p~ 107. -
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2.2.2i Theory of Behavior 

A more reall•tlc way of satisfying ourselves that we µnderstand a computer 

system Cond the same way In which psyc.hdQGista oft•n satiety .. the1Uelves that 
•• > ' l.. ~ • ~, < _. • • • - • 

they understand some aspect of human beings) 18. to have o. theory of the behavior 

of the system, to which we can turn In order to expla,ln ond to verify the output of 

the system. Such a theory .can prove extreQlely useful lft: ~derstf'ndlog the opera­

tion of a computer system and fl()~ Just the .lnctMdual Pn.>arams ~at comprise It. 
: . ' - . - . .;, ~ ' ":~f... ·. . ~-:, J - -

This higher level of explanation Is more .. economlcal than • ~e,.talled account of com­

puter programs (perhaps In the form of commented program code or lengthy docu-

mentatlon), and It allows us to prt1dlct tl:le ~ut,of a. e~t.• 'tlJ~t.ts the linplemen-
~ . . . ·. . ' . '/ , ' '; -_-: . .; '• ~ -- . -

tatlon of the theory and to establl$h Wht?fl thli Qf'.CISJ"•lft ~~'-'nctk>n~· It will atlll be 
' -::. .~ 

pQSslt>te for a .aufllQ,iently :·complex ·~~tfl(O ~· surer,lse ~-:~~ .. thla ne~d not Invali­

date our theory; rather. non-atandJll"d syst.. behavior may act '~_a teat of the 
~ . . . ·'. ·' '. . , .'' . . : 

valldlty of a theory, and the tbeory Itself a.an serve as a che<=Jt of the correctness . - . ~ . . . . ·. . 

of the system. 

There are ce~in trade-o1fs exact~ In f;•turn fpr ttte . conv~nlence and. the 

security of having a weHf(Junded th~etlc.'1 •'9>1anat~ _of a. compu~e,r ay~tem. In 

defining our understanding of a comp~ter system by pur UJ'lder,tandlnf1 of the theory 

behind the systEUD. we are anforciog ~ .. dlfltn<;~ t;>e~~Q the system and Its 
. . : ,,•; ·" ~ ~ ' . . . ' 

' 
users. People who make use of a computer system may come to think of It ·more In 

• '.... :,: ~jt '•,.• 

terms of the theory that constitutes a bahavloral abstraction of the system than of 
~.· . .- '' ; '\: ·. :· -· . ' 

the underlying hardware and software. Thus, a1thotflh the exlstenca of a theoratl-
• • "">. ., ·~. :-: '_: '! . , •• ' ' 

cal toundat1on may make cfear . when a cdmpUtat' •ystem ~·· something wrong, 1t 

wlll require a shift In perspective to knaw ~ho'#-~ ntoelftY·1h9 undarfylng "CC>de to 

prevent future occurrences Of the aberrant behaVtw -of the system. Ttte cade 
- ~. . -,,. ' 

Itself may be largely incomprehensible, so that modifications may very wan ~ 
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system rellablllty. In any case where a system "bug"9 14 fllac:Overed, but elthertta 

source persists In·. berng elusive or the· costs of mOdttytng'"the system are too great, 

users of the system are left' with a choice of abandohh10 the system or adapting 

their behavior to the $ystem•s quirks. Alf too' often, peot)le"coma:td depend on a 

computer system too much to consider Working without' h: 'and' revetting to older, 

pre-computer ways of dOlng things. ihus,··tt la ·not Ufioailat'fu' ne an adjustment of 

human needs so that they may better corrUpOnd to· thif with Whrch ·existing com­

puter systems can reRably (which Is to say, ·wfthOut iftuch' lbtervertflon on our part) 

provide us. 

When a computer system is described In terms Of a 'theory of Its use, the 

problem of comprehendlrig the ··~stem cilrl · . .,. ·viewed aa a eohcttOn of probhmla 

that Involves understanding ftrat. the ~ Itself and· .. ttt*n thll reaatlonafllP 

betWeen the theory and the .Ystem. to The ~··easily Colftprfthended Systems are 

those that deal with some widely unde.1stood; liWmbt~ &bbject matt•. An 

example of a system that Is extremely large and complex, but nevertfnl1eas under­

standable In these terms, Is the MACSVMA computer system 1or sotvfng problems In 

the Integral calculus. The mathematical theory on 'Which this· s)'stem· Is baaed 1a 

suftlclently wen deftned that It IS not e>pen to llUCh dispute no1" aubjeCt to major 

modifications. If MACSYMA malte8 · a tamlatak•,•· the Oller ahOUld .·be able to detect 

9 An unwanted and unlntend~d property of a program •. 

101n other words, the system Is a lftOdel of the th.Ory: 11 ~ •• If we view the 
theory we lncorporat.e .Intel a P!'f.llf~. ~ ,an,Ulf/flW'~~ .. ~1 w,, ~~ free to 
view the computer"s behavior as satisfying one Interpretation of the thec>ry, so that 

===~~:n·p~~v~~-~~~~ii~ 
one llJlllrpr•tation .... ·~,.cl ~'*'~ of. -.0~~.;~·SOllt~.~; 4tn,~w .. "t 
stantlatlng the theory, can on another Interpretation be VW.Wed as themse1ves tn-
atancu Of . '~ '.1>~ ;!. c,.~;'.·~·· .• ;.,;Qafliel .·.le! i Qtmn.!tt. 
Brainstorms - Phlloaophlcel Eaays on Wllnd and PayCho/Ogy, {USA: Bradford BoOks, 
187~~ p.' 194n. 
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the error by referring to this underlying theory. Computer system users need some 

knowledge of the theory according to which a system has been constructed in 

order to avoid a situation where a system is set up as an unquestionable authority 

and to justify the trust that is .implicit in many interactions between computers and 

people. 

Once we have accepted the validity of a theory, there Is another aspect of 

understanding a computer system: we must convince ourselves that the system is 

a valid implementation of the theory. Ideally (If our understanding of the theory is 

nearly complete), we can subject a system to a number of sample cases designed 

to exhaustively test it. If a system fails to crack under the stress of extensive, 

worst-case testing (assuming we can always Implement such testing), our 

confidence in it will be at least partially established. None of this, however, 

touches the question of when is It appropriate for us to rely on a computer system. 

The appropriateness of trusting a system in a given application depends on much 

more than even the most thorough testing; I will have more to say about this Issue 

later in this paper. 

The reason most often given to justify the need for computers Is the com­

plexity of present day society - the immense quantity of Information that must be 

processed and the variety of connections between data that must be stored and 

analyzed. If a theory captures the essential means and ends of a problem we set 

out to solve with the aid of computers, then expanding our view of a computer sys­

tem from the level of its actual components (such as physical devices and 

software) to that of the theory on which It Is based can be a great aid in coping 

with the complexity of many modern systems. Enormously large, complicated sys­

tems like MACSYMA deal with complexity by giving up local understanding of the 

details of the system, while maintaining a more global understanding of the goals of 
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the system and how It goes about achieving them. 

We may not be able to guarantee high level understanding of a system If It 

Is not founded on robust theories; however, the existence of a well founded 

"theory of use" can enable us to comprehend a large computer system without hav-

Ing to keep track of the numerous details of Its operation. Most of MACSYMA's 

users can understand the system well enough for their purposes without being 

aware of the software that Interprets and carries out their requests. We may 

relinquish direct understanding of many details of a computer system to accomplish 

very large or complex tasks that are better understood In terms of a concise 

theoretical explanation than In terms of a series of computer programs. Some co.. 
- .- '_, 

.puter applications are simply too large In scope to be usefully understood In detail 

by anyone. It Is Important to note that the dlftlculti8a raised by the complexity of 

such applications are surmounted more by our own understanding of the problem 

domain (which may be In the form of a well constructed theOry) than by the partlc-
.. 

ular computer system that may Implement a aolutlon to the problem. 

2.2.8: Criteria and Context ot Uae 

Our understanding of any computer system depends on the context In which 

we make use of It and the criteria according to which we judge It. We may 

comprehend a particular system weU enough to feel con1k:lent of Its rellablllty In 

normal usage, but not wen enough to risk making changes to It. It seems reason- · 

able to expect the computer systems we uae to demonstrate high standards of 

reUablllty, malntalnablllty, ftexlblllty, modHlablllty, etc. Many systems satisfy some 

of these criteria, but It Is questionable how many systems achieve enough of them 

to reafty satisfy their users or to Justify their contliiUed uae. 

It Is the job of system designers to decide which characteristics wlH . be 
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most vital to the operation of a given system, and to make clear the extent to 

which certain criteria will be satlsfted by the system. It Is then up to a system•s 

users to be aware of the strengths and weakness of the system (just as we 

accept limitations in people), and not to attempt to Interact with the system In 

ways that are contrary to Its "character." In other words, people Who deal In any 

context with computer systems shOuld conscloUaly declde · In what ways · It ls 

appropriate for them to Interact With a coift,,uter. For '1rlstance, It seems obvtous 

that a system that is not designed to reliably support modifications (such as fhe 

federal social· security computer system) should probably not be modlfted once It Is 

in operation. 

Unfortunate1y1 simplistic guidelines like the one mentioned above are not 

likely to be of much use In the complicated environment that surrounds a large com-

puter system. To begin with, modltlabfflfy and other linpc)rtant properties of any 

computer system are In general not "built Into• a system· in the proca$s bf sy~tem 

design or lmplementati0n.11 · 1n practice, the major lnftUences on the . design of a 
computer system often turn out to be the cost of the system and externally 

Imposed cleadllnes for Its completion. Computer professiOOals mllst at times settle 

for getting a system up and running with the amaDest r~ectable amount of tes'f­

lng and document1ttlon. Attributes Uke rellablllty may nof be Investigated until a sys-

. tefu '1s -in us~ "a~d/. '~ti#<:~~~. ~ttl p~~;- fia~ .• t&~ t~\i~tna ~n tt;'a't4'thfa 

point, It may prove necessary to make changes to · ~ syatein whose rellablllty In the 

face of modifications Is highly questionable. 

It Is often the case that the extent to which a computer system exhibits 

11 An Important exception to this statement is the following: programmers 
and system designers often le.We 11heok8"'ftl :&heft' ,...,._, so that' foreseen ex­
tensions can be made more easily and more reliably in the future. However, one's 
vision of what hooks should be left is often severely- tlmlted~ 
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such fe•tures as modlftablllty and rellabHlty Is r•v•aled whlla the system Is In use, 
. : ~. - ~ ; -. .' : ~:.~, :/~.-' ~ ,.. .. ; - ::-- ' :~ - - :- ' . 

e.n~ that our understanding of .~- system Is ~~i ,~)' m~ o!. a~)(perlmenta0 over 

the cqurse of time. Since the cons•quences of comput•r systema can be both non-
: ' . . ~- .. ._ ,." ..._-·~\~~> .:· ~-- ~ .: - ·. 

real experJme.ntal animals. Clearly,,lt Is '-1Qt ,a~axs ~ble _or advisable to ,deter-
·- - : - t ,;; ' - • • .: •. _ ' .. - . • ~ l ~ .: - • 1: ,f. 

mine a. syste111·~ 9orre£tnet!JS or resistance to c.flan9,! by, for Instance, Implementing 
• - • • .'.';· • < - ' - -· _1' 

some cru~i'~ modifications a~d: w~~chlrlQ !h~ results of tJ1e qh~ngE!a on ~,8 actual 
~ • • •,' • ; • -· • ." • ,j- - • n " '• - • - .•• ,.! • • 

operation of the syst~m (as qpposed to a test r;un). 
. - . . , - - ~ . -~; 

. The program code of com!fterclal systems .. c~!'I ea!Jlly d~velop Into a patch-
.- , --'i ~ ~ - • -• 

work of quick fixes for unforeseen dlfftcultles. Clever but obscure technical 

patch.es Q'.laY ,be hastily. appl~ed to the orlql~~! programs In response to pressures 
. -· - - .. -- - - - < ' .--~-- '. . _: ' 

fr.om corporate management for minimal pr~u~tlon time and system cost, and from 
. -. . - - '. . -· ' ' - ._ - - ·, - ' -~-: ... :. -- - -~ .., :;·-_ ·- ' . ' . 

us~rs for mlnlmal syst•m down time. Tracking .~n a dHl'lcult 11bug• can lead to 

lrtsig,hts which, If perceived before ti,le . system .was Implemented, would have 
- ,_. - - .- '? . , 

resulted In a dtft'erent system organization then the !9~~~9. _ ~·· Hc>we\(er, once a 

system. Is In operation (In fact, once Its lmplem_entatlon Is under way), restructuring 
' - - . >;; ~ .} . . " 

It •ccordlng to . new knowledge Is us_u_an~ not . feasible._ _Bfpsldes thtlt obvious 
". - . :.·'~J:·;~~~;i:~:-,;,-::, ·.:..~·-·-,.·,. __ 

economic factors which e1T~ctJvely preclude_ serious ~eorgt1.nlzatlon, there are 
~. _, . - 2: .. ·, 

paychologlcal inftuences: after the Interesting, chdenglng Work of locating a bug Is 
- · ' ' · · - --, ,, :·. -. · • · ._o; c1 ,. I' • ·· - · ,.- •. , , 

finished, the job of restructuring a system may _appear comparatively tedious. 
- :' - ,..-:-- < • - -

Thus,. even If there Is no pr~ssur., to wo{k quickly, the temptation to patch up a 
- - - < ~ '• • ;-: ! : -

system, rather than to attempt to restructure 1t1 Is Str()IJ9. Unfort~nately, It Is fre-
-·;·.:_. - • - - •c;.:··{ ·, >-~~~-·. ~· ; 

qu~tly lfllposs_lble to predict the behavtor: ~f a ~s.>~er syste1n. that consists of a 
- • • • ·- - - .l -; •, 

collection of patched-together programs. 

Particularly In the ,,cue of aystetRS whh Ul'CIJa.,. ·• potentially dangerous, 

nonreverslble consequences, issues like rellabUlty should . be analy~ed weH before 
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the system Js put together. Such an analysis should be made from a non-technical 

viewpoint as well as from the standard technical viewpoint according to which some 

computer systems are already !u~ged. A g1v-.n reHabllity factor may. warrant the 
• -'I' ' . . - '";' ""' ~ ,· . 

use of one system In an ·academic appJlcatlQn, but not the use of another system 
. . :. . ,~. •·, .- .. , ' . . ·' ' 

as an air tramc controller, and the methods of Nklng thfS• judgments are not 

exclusively those of a formal technical ~tudy. 

The most th<>rough analysis of a cqnputtM' system would have to take Into 
; . . . ! '~· .. ' ':~ ~ - ~.", ; 

account subtle lssue1f; such as the degree to ~h _users of a system are llkely to 

depend on It and the possible consequences of this dependence. lss1,1es like these, 

which bring Into play th@ people who use, depend on, and .,-e oth•rwlse caft'ected 
• -;, .• . A . , .. - . ·' ." , ·. : . •" ' , _-. "·. -•, - ·"': ,, .._. 

by computers, are likely to be more lnscrut.a>te thaJ1 ~uter systems themselves. 
• j ' . - , - . _; - - - . : : - ' . ' , ' . - . ~ 

Although there has been recent evidence wltt'lln academic. circles of s•nsltlvity to 

the "human factors" of COJQPUter systems, few crltlcat, non-technical sentlments 
- -. --- '·· > 1 .. ' -

have 11tered. through e"°"gh a<:onomlc ~and ,social <,:ha~qefs, to be evident in the 

design and use of existing ~er syst•"'-· 
. -: ' ~ :; 

Our knowledgtt .of the ext~nt to which a , computer. system measures up to 

certain Important standards (which wHI In~ all probablltty be teated at some point In 
• ~ - - '.. • ' ;::~ ' . _-~ -···c ., ... : :•-· . -. : ' ; ~ 

the course of Its lifetime) Is a major factor In, ~r u.,.rstandlng of that system. A 

lack of attention to criteria such as those I have talked about here will severely 

limit the ways In which we can reliably, comprehensibly Interact with computer sys­

tems. Shallow levels of understanding are hardly enough to warrant the high 
. : - - ,~.".. . - ' ::~, ' , ' 

degree of trust that many people plfice In computers. The advlsabDlty of exercis-
e '• • • - - • • C ; '~ • 

Ing great caution In constructing and using bigger and better computer systems 

seems obvious ~ularly In. the . unex1..Pl.:C,:' ·-~ ....4~•tood areas of •Ofll• 
current computer science research), but some of the .OOSt hlebl¥ respected com­

puter scientists proceed In their work largely by employment of the method of trial 
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and error, without much consideration of the ramiftcatlons of their work. 
~ - -- ;,· ~"'. ,-:~ ·<> ,...j-.o.,jt::J_ ·---~- ~ ' .• 

As a result of the previous dlscusalorl, we can· ••• tl1af the ci'lterla by Wh[ch 

we judge a computer system:·.,. clOsety r8tated to. the.cc>fttext ln ""'•cit we uae ft. 

Different, . and . probably less stringent crtterla ·~fit, be. ai>Pfusi'rl~te . tn the c0nsldera-

, . - -. , . -: -. -S-. -~:: .• .,._-~;_:~_; ~ "'·~: "'i -':.·"'···-· -~ . -

tlon Of an airline resarvatt0n system than of 4 mllltaiY cammaftd and control syStem. 

Conte~t and criteria of ~. hetP determine 'ttle' 'nsk~ 'and :benefits ~ using a coil{;. 
'l~_;+.J<. ;~: "'~ ·:- .~:-- -!,.--,,., --~-,;;, __ - -- -- - ' -, 

puter system - what might be called th8'"8y8tem,.s· •degree of vttaftty• ,;.. 0n Whtcti 

•nY dlsc;,g~k,;. ·of. th~ appr~rlaleness bf'~ '~
1

systttfnShOu1d f>e·'baaed. Ulti­

m~tely, a c~p~ter system's degree of vttalttY diij,8rias fJri tf.i' w•ys ·1n' Whl~h th .. 

syst~m --~ay ~ftect people. 

Finally, the. context of our use of a .. Coniputer a~st~ ~s something to c:IO 

with our p~r~eptlorl of the relatlonshfP bebieen'the s'Yati.'m·:anef the pt~lem' It pur­

ports to solve - the extent to which a ~Uter systUI attacla the ptoblein we 

actually want It to solve. As I wlll dtacuas later ·in thtS . ttMtals~ computer . systems 

designed t~ solve social 11problem811 (b exiHtPle, ltte ;~. of·moat ~-m sdtool 

systems to educate or to motivate ~ir itudent8f ~hJJ~ ~nt~s theft ·n.fittc~ Many 

times, this ·1s so not because of poor prograamnirig~· but: beCause ~~.do not under­

stand the nature of the prohl~m~·' ·1~ apf:,t)flnl' eolRPUt~Lti)''a 'i81at.v;ry·superitc1a1 

symptom (such as the current shortage of teacbef8) ';,f a.· pttta~tent a00lal problem, 

rather than coming to grips with the real sourc~., of the ~ (whtch' may or may 

not be •computable" 12), we are taking. the easy way c>ut of the pr0b1em. We may 

understand how our system deals with the problem· symptoms on which we have. 

concentrated our attention, t>Ut. we will prob&b1y'ribt· Un~tand Why the system 

12ay •computable," I do not mean to refer to any technical definition of 
what can and what ·eannot· be napraaefttecf ·IJy.• ;cGinputer ,.._ ... , &tut,,.... •. :to• 
more Intuitive aenH of the kinds of problelftS to which a computer system may ap· 
proprlflltely &e appled. · ;:; ' 
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• 

does not solve the original problem (and It 18 likely ·that· . It Wtu not solve. It). since 

we' never acknowledged the root of the problem - the . hUman sources of the 

dlfflculty - In the first place. The uttllzatlon of c0m.,ut9ra u •patch• soluttonS to 
- ~~' ,,_ __ ._ - - ; .. 

poorly understood problems can be the source of a subtle kind of lncomprehenslbff-

lty that la extremely dlfflcult to detect. The lncomprehenalbffity of such systems 
·•·•. _". h- ;-:- -~~ 

· derives from the absence of a well thought out eXptanatlon of the'"'dttnculty at 
. . 

hand, preceding the design of a computer syatenato r-~·u..t:·clmcutiy. When a 

system la constructed to model or· otherwise rater to a hUman activity, Its design 

should reftect first and foremost an understanding of that actfvtfy. and. not )USt an 

attempt to aperatlonally replicate it 

2.2.4: Front End Venus Back End 

In discussing computer systems, we must meke clear whether our viewpoint 
, - .. _ 

la that of the destonera of a system or of Its users. Understanding takes on a 
' .· 

dlft'erent meaning with respect to the deslon and oeneratlon ·of a colllputer ·system 

(what I wlll refer to as the 0 front end0 of the system) than It does with respect to 

the use of a system (the "back end0
). 

A system's front end comes Into being before the system la even built, with 

the basic decision to use computers to deal with .. a parHcular problem. Before the 

technical design of the system can begin, an understanding of the problem must be 

arrived at. Often, the people who hav~ the ·~' ~ate kn~edge 'of the prob-

lem domain are not the same people who set up a compUter system In that .domain. 

•'-"' 

Thus, In addition to dl1'ftcultles Inherent In the problem being analyzed, there Is likely 

to be another stumbling block - that of communication be~een th~ technlcal. spe­

cialists who set up the computer syste~ and the non-technical woikers who provide 
~_,. 

Input Into the specifications of the system and who wltl eventually make use of It. 
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An obvious way of dealing with this communication predicament Is to Include 
~ :> • • r ". • 

both computer engineers and system users In the design of a system. Unfor-

tunately, there Is often considerable dlftlculty in bridging the gap between different 

perspectives of a computer system (that of the engineers and that of the users, 
1 ' ' ·; _.. : ~ -

for_ lnstancct). This dlfllculty cannot necessarily be resolved technically (for exam-

pie, by d~¥eloplng a sufllclently high level programming language that serves the 
, rt . i:..- ~ - -- - . • • -, : " - • . . ~ , - . ._. ~· .,_:. . ' ~ 

nee.ds of the various groups of people who use a computer system); since It arises, 
-.<.~t~'.f,~ '-"~-, «•'': -~- . - .; • .·-;;"~-.--•. :. ~. -~:-. ::-.)··, •. <;. . • . ,:-.,,. 

at least In part, from discrepancies In the ways In which different people interact 
' .. -·-:-: • ' -! ~ ~ 

with . and think about computers. 
1·' "" . ·~ ' . 

~ -· ' - - >' '\.-• 

Besides dlfftcultles with communication, there are other dlfllculties that can 

preclude a well organized front end of a system. Consider the fact that computers 

are often Introduced Into situations which have never been overtly organized along 

rational lines. With the suggestion of computerized operations, an existing, Informal 
' .- - ' ' ' :··:. 

system must be converted Into a form that Is suitable for representation by com-
~<,~ :~-- .-.:-

puter programs. In appHcatlons outside the realm of academic research (/ .e., appll-

cations that are often characterized to a larger extent by "sloppy• human lnterac-
• ' t ~ > 

tions than by well de'ftned rules), the task of ratlonallzlng the work often proceeds 

In a haphazard, ad hoc fashion. Moreover, It Is often the case that the work Itself 
; -

Is redefined In terms of the tools (in the present discussion, computers) that are 

available. 

Ona case study which exemplifies the dlfllculty of converting pre-computer 

activities __ into computerized systems Is the design and Implementation of the Bank 

of America computer system In the late 1960's. The designers of this system 

quickly discovered .that there was no organized system of rules and regulations 

that completely governed the activity of banking. Despite the large scale and the 

obvious complexity of this system, transactions that were not strictly routine were 
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often handled Informally, many on a case-by-case baels. In this way, bank person--

nel were able to take Into account unusual aapecta of a client"s situation and, to -

some extent, personalize their decisions. As the banking system grew to large pro-

portions, no formal pollcy was ever necesaary because the system worked. 

-Because life gives feedback, contradictions can be resolved Informally (sometimes 

we call this leniency). 

It may not always be In the best Interests of a system· to formalize Its dee'" 

slon making processee. In the case of the Bank of America system, the decision to 

utilize a computer system necessitated the establishment of. a system of rules that 

explained banking procedures; as a result, the banking system was changed. P.er-

sonalized decision making was discouraged as a result of the Introduction of compu­

terized banking. Contrary to Vlce-Admlral H. G. Rlckover9s claim that 0 of technology 

It can be truly said that It Is not 'either ~ or bad, but thinking makes It so,'" 18 

the computer did not remain neutral with respect to the actMty of banking. The 

presence of the tQOI substantively changed the activity that was computerized, 

even though this was not the original Intention. 

Haphazardness In the organization of the front end of a computer system Is 

bound to propagate to the back end, as a result, a system's users will experience 

varying degrees of dlfftculty and confusion tn utlHzing the system. When a com­

puter system Is introduced to replace an activity that makes slgnlflcant use of non-

standardized channels of communication, Important characteristics of that activity 

are Hable to be lost In the process of converting It Into a computable form. Users 

may find that different decisions are being made than had previously been the 

13vtce-Admlral H. G. Rickover, •A Humanistic Technology, 0 In Technology and 
Society, ed. by Noel de Nevers (USA: Addlson-W88My Ptlbli&hlng Company, 1972), 
p. 21. 
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case, that seemingly small mistakes can have nontrivial, unforeseen consequences, 

and that exceptions are no tonger as easy to handle as they once were. More 

signlftcantly, users may be led to depend on a computer system that acts according 

to a patched-together theory of their work that la entirely unclear to them. If 

·-
there Is no well formed theory of use behind a computer system, then the operation 

of the system Is llttle better than experimental; In such cases, dependance on a 

computer system seems highly irresponsible. 

2.2.S: Systems 

Before going any further In this discussion, I should say something about the . .. 
Important distinction between computer programs and computer systems. Much of 

< 
the lncomprehenslbfflty on which concerned computer scientists end up focusing la 

';::> ,, ·' 

that of computer programs and, to a smaller extent, of the· processes of problem 

analysis, design, and programming Itself, which .culminate In the generation of pro-
- -"..: 

gram code. We are exercising extremely narrow vision In restricting our view of 

computer system Incomprehensibility to the lncomprahenslblllty of one part (albeit 
.-.-.,.. 

' 
the most logical and well understood part)· of computer systems .... computer pro-

grams. 

··Butler Lampson, a senior research fellow of the Xerox Corporation. has 

stated his belief that "It Is the source text that completely defines the [computer] 

aystem.1114 It Is ~t surprising that his Ideas aboUt making ~pUter systems more 

-
comprehensible Involve schemes for things Ilka building structure Into program code 

. , . : .;: ~ ~ - . ~ . . :"-

( ~h greater attention to program hle.-archy and Interfaces between programs). 

Lampson claims that by making explicit aH changes to· code (for Instance. by 

· 14eutter lampaon1 "Bullding· Progrmns, • MIT t.-ebOratory for Canp~ter Science 
Distinguished. Lecturer :Setlea; May 1 • ·ten-. 
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keeping track of the editor In some well defined way), we wHI be able to expllcltly 

capture "the nature of the changes," and thus ftOure out what ta going on. 

Lampson's concerns about the dynamic nature of program evolution are valid ones. 

However, his persistence In keeping everything but computer programs themselves 

out of his treatment of lncomprehenalblllty lg~ the faC?t ttaat a complete system 
. -

Is more than Just computers and the other machinery associated with their opera-

tion. 

Even assuming that there existed unambiguous, organized method8 of making 

computer programs understandable (and this in Itself presupposes that we know 

and agree upon what It means to understand a computer program), a computer sys-

tem cannot be rendered comprehensible simply by "buHdlng" understandablnty Into 

Its software. For Instance, I have already mentioned the importance of taking Into 

account the -context of use of a computer system In any discussion of the system. 

• • . most large systems actually In use today and on which 
people depend • • . simply are not loglcally deterministic sys­
tems In any useful sense of the term. It no longer makes sense 
to speak of such systems as having a state at a particular 
time, or of their programs as If these were concrete texts hav­
ing an existence lndrgendent of the detailed circumstances In 
which they are used. 

T. D. Sterling, writing In a recent article on the social Impacts of computing, 

expresses my own desire for a wide view of computer systems; he repeats Kllng 

and Scacchrs definition of a computerized •package": •not only devices (e.g •• 

hardware, software, and systems protocols), but also a diverse set Of sk111s, organl-

zatlonal units to supply and maintain computer based services and data, and sets 

of belief of what computing Is good for and how It may be used eftlcaclously. 1116 

15 Joseph Weizenbaum, "Human Choice In the lnteratlcea of the 
Megamachlne~ 11 pp~ 12 .. 18. Lecture> prea*ntecJ at the IF1PS COnference on "HUIMn 
Choice and Computers," Vienna, Austria, In June, 1979. 

16T. D. Sterling, "Consumer Dltrlcultles with Computerized Transactions: An 
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Like these people, by referring to computer systems I mean to suggest something 

with many dimensions, some of which have found no place In purely technical dls­

cuas~na of computer lncomptehenslblntY. The af:encompaSalng nature of cc>mf)uter 

systems Is what makes It so dl1ftcult to define' and to dear Wfth th6 lncomprehensl­

blllty that derives from them,- but the fre~t tendeney to· shy -away -from con­

sideration of the Sc>ctetal aspects of computers ;ti.is hetpid- entrench the 

lncompr~henslblilty of some syst;.:.ns. -··· . ' -; ; ... -. . 

EWtplrlcat lnvaatlgation, • ColltmunlcatlOM of the ACM, ~ (Mey., 1979), 284. 
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Chapter 3: Sources of lncomprehenalblllty 

Evidently technological accompltahment has become a tempta­
tion that no person can reaaonabty be expected to realat. The 
fact that something la teehn\ea1iy aw.et , .. ·•nllflOh to warrant 
placing the world In jeopardy. 

Langdon Winner 

It Is hard to realistically deny the pervasiveness of Incomprehensible com-

puter systems In modern society. Most of the C<JlliPt.tUH'·<eotenttets With whom I 

have spoken have ready examples of their pet· lnCOMprehel\slble systems (large 

operating systems are favorite cl10lces). In dlacusslnif'inbQIRPrettenafbility, many of 

these people smlle knowingly at me as they refftrk that tt certainly tsn•t .. difftcult to 

about these conversations fa the fact that the COIRMents,·are made· from a profe& 

atonal Viewpoint; that Is, tfte systems to Whfch 'tfteae P••• ,refer are felt to be 

Incomprehensible to computer speclalat&. What, 'then, 18'. the position of all the 

noii-technlcat people Who· mete use of and ant' .:otherwlae· aflficted by large sys-

tems; how are these people to underetanCI a CM>Mputer 8}'8tem that the •experts• 

have called incomprehensible? If the ~:of th& probtem of lncolltprellena~ 

blllty Is acknowledged by computer scientists, ·Why ts It that Incomprehensible sys­

tems are so wldely uae<f toc:hiy and that many ayat8M8 currently being cenatructed 

are llkely to emerge Incomprehensible- In some aenee of the word? 

In this chapter, I consldet the oquestlon of hoW c:toea· lftoomprehenslblllty arise 

In a computer system. Like most questloft& 'that· 1nvol¥91 ··ht.Iman Interactions and 

needs (and those deaHng with ·eomputer sysr.rts do), tNs :Ofli8 doe$ not have .a sin-

gte, well defined answer. Rather, ·computer·system lncomprebensibiltty la a problem 

1Langdon Winner, Autonomous Technology (Cawtbrldge, MA: The MIT Preas, 
1977), p. 73. 
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that brings together a host of dl'fl'erent Issues. The "reasons" that we may come 

up with to explain the existence of Incomprehensible systems depend on our point 

soclal critic~ etc. for·-tf&e,~ of .tl\la· dlacus•lon, lnoolnprehens~Uty Is best 

considered from all theae perspectives. 

3.1: The Progr ........ Prooesa 

Computer Pf09f41118 .,.. atnQQg the most . .t>vlou8 ~nts of computer 

systema, so we may .begin an analysla of the aQWl!QU of ~r.~lbUlty at the 

level of computer programming. t •ve prevloualy ~...-d~11qgte. oprQbklms. of com-. . ,,, . ' ~ 

munlcatlon that. beset naany ..,._. p,._~SJ.,~?··'.-~t so~• ~ers 

are aware that ·there .we a varjaty. of: dltlle"*" With -~. ttv~ stage of the 

construction of • .CC>llliKfter eyste"'• .,.d tbat J_.a «.Pletdtl•. conf~-Jtr<>ar411': 

mers working both Individually and as part of:•· '-ifftl' ~ .. vor. 

On a per.,,. level,· PfOll'•....,. ••-vi@~-~ °' -~ety ._ _ra~er 

pecullar people. Computer sdenta.U IQU&t.c:rope with µ~ttv.e.atereotypjts -.tb«t 

emphasize what might be aellefl U... ~'*INI ~.-, .. · 

• . . the hacker ts 11wlthout. ~ ~·= J¥t. c;annot set 
before hlntself a clearly deftned long tenn goal And a plan for 
achieving It, for.-tae;1taa.Oft)y.ta•tltWllHltcDP\~1'9W•c;,Ha)l8.f 
nothing he can analyze or synthesize; In short, he has nothing 
to form theories ~t. His .• HJ. '-1~ .......... even 
disembodied. It la simply not connected with yythlng other 
than tha-lmlt.ru1Mnt on.which~:BMW~~~, .. . 

time with computers; tttey My be .._ Cl§ ~;in~~--~ strong attach­

ment to machine$ ia proportional to .their deta°",.._. from 8.lld .... ck of experience 

2 Joseph Weizenbaum, Computer Power llltd Human Reuon: From Judgment to 
Calculation (New York: W. H. fr ........ 1&7:0). p., ,.1-:J.8.-
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with other people. 

Professional lsolatlonlsm Is encouraged through the training of software work· 

ers, which single-mindedly emphasizes technical akllls. Langdon Winner notes that 

engineers typically regard themselves as "merely problem solvers•: 

0 T ell us the problem," they demand. •we wiH find a solution. 
That's our job. But you may not :pnlS .. t:Q-,quuQaft-. nat;\lre 
of our solution. You are not a member of a technical profession 
and, therefore, know nothtft9:of;~·,:ilf YttU _.,_. ,_.... 
Ing questions about the approprtatenea of the lllUM r dev­
ise, we can onty· 1'onrcludla ·tttat yau,.,_:aattt~• 

The personal identiflcatk>n of programmers with their programs, which occur.a In 

ers. ttt ·addition, workers. In technological fields ate ~ .Maght to ac;cftpt aeg­

lrientatton in the work atruottlre, tttat aurroua •. u..t •. ; Rlolf.,._er.s •e .. 41scouraged 

ftom asking questJons or exploring tsauea beyond U.ir, .. .....,.•d .t¥t•i· they are 

"deprived of all bat the lll08t tHlfrOW. ale.las. .encl of :ao.·WlderstandllJg of how their 

work fits Into the work proceaa as .a wbole ... 4 Co-. BH1¥ !le .f~lchlen to use any 

by peopte who do the ...... lintlted taaka over aad over without .know,lng how U.11Y 

ftt into a larger undertaking. u6 

Even on a more orcianlzed level (e.g., that of tM m~..,.t of a software 

project), the activity of pl'C>Qf1lllllfti Is often vlewe4 ln·llll llnper~ way. ln his 

book, The Psychology of Computer PrOf,'ll'Mtllll.n (which Js,. tnelctantaffy, one of the 

most wldefy read books about computer p,........s),dilerokL'Nelnt.>er9 comments 

3 Winner, p. 11. 
4Phlllp Kraft, Programmerts and ..,,...,.: ·· Tbe /tf#Jtlnl~atit:>D of Computer 

Programming In the United States (New York: ~mag, H~77), p. 83. 
6 Ibid., p. 69. 
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on the widespread lack of attention devoted to the Informal, Interpersonal (as 

opposed to formal, organizational) structure of software projects and to the social 

(as opposed to physical) environment that supports the work of programming. The 

fact that Weinberg finds It necessary to stress the human element of programming 
,;, 

Is Indicative of a general lack of understanding of and concern for programmers and 

the lnteraettons between them, that Is. not UfleGIRlllDn n mwgerlfll circles. Phlllp 

Kraft, too, has nruch to ay about the artHlcldy·~d.dlatance between pro-

grammars and managers, and Its negative efted& 'OR.;thtt' productian of computer 

systems;6 

In addition to · psychologfcal factors ~t play a alonlftcant rote· in the pro-

grammlng process, there are other,. .ven more teftllble pr.-ures thet 4ft'ec:t the 

quality of computer programs, often. by contrtbutlRfJ to. tMllr' •aorutabllity. The moat 

obvious of these pre88Ul'es are caused by short ,.._. economic conatralnta ·on all 

programming projects. ·These constraints disoow..- ·.the writing of thorOUGh docv-

mentatton or of weH commented, understandable cocla. · · It la a conun0n folklore 

among . people who are not terrtbly fmnlllar with computer Pl'Ofll'aRIRllnl that good 

code Is likely to be more expensive to run than code that conaa.ts of prQgram 

•hacks," 7 but this notion Is not supported by practical eJCParience, What la c.,.. 

talnly true Is that obscure code Is in the long run costler to malnt«in than wall writ-

ten code. Unfortunately, the non-monetary costs .of usJno poorly coded programs 

(which are bound to be unreliable and lncolllprellenslble) are not. reckoned Into the 

budgets of the projects that produce them. 

Economic requirements translate Into tllN .limltatiana that tend to presSW"e 

6 Kraft, op. cit. 

7 A vernacular term used to denote quick, clever pieces of, work that are 
generally not very well structured or documented. 
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software engineers Into accepting Inadequate aolu~ to problems that they are 

asked to solve. Weinberg voices the opinion of everyone who has ever done any 

serious programming when he states that "we lftUat be reallatlc and acknowfedge 

that probably no perfect program was ever Written. Every really large and 

signiftcant program ha~ Just one mOr.. bug.~8 Neverthaleh, ·adequate time for care­

ful program design. meticulous coding, extensive· testing, and complete 

documentat~ - all of which are neceas~ If we"'~re ·ev~n to attempt' lo prOdooe 

htgh quality, -u~derstandable code.:. ls ~Std~ a '"xu,Y'")n· mosf non-~~.d~mlc 

programming situation.. In. general, It Is Only th8 short 't~~ · ~chlevein~ of a sys­

tem ·that runs which Is tangJbly rewarded: Beca~~ t119· long terin, global view Is 
·. • . . .,. ~·> ~~~ }-,: ' - - . 

not usually taken, Important corislderationa may be overlooked. For Instance, once 
: . . • ._ ... > ~ -: , -_:4_r: ; .. ·. - - , ' , 

a given computer system Is declared operatJOnal and Is ·put Into ·use, many of the 

programmers who were lnvotv~d 111 making that ayat:em run begin working on other 

systems; thus, the people who help design and ·knPtement a·~rge system are not 

usually around when problems with the system arise. 

Another factor that contributes to program lncomprehenslblllty Is the gen­

erally low level of professionalism that characterizes the activity of programming. 

We think of an activity as being professional when the members themselves detel"" 

mine the criteria for membership, choose who Is to be a member and who Is not, 

and have the power to remove someone from th9 pr0fesakMt If lie dbes not adhere 

to certain collectively set technical and ethical startdards. The Councll of the 

Association for Computing Machinery has adopted a set of 'guidelines for prof es-

slonal conduct In Information processing, but computer programll11ng Is not really 

governed by anything like a cod• of etblcs; the fact As that there la no 

8Gerald Weinberg, The Psychology of Computer Programming (New York: 
Van Nostrand Reinhold Company, 1971 ), p. 19. 
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professional standing for programmers (the ACM primarily serves academics and 

other computer science researchers; 9 that Is, . people who make up a small portion . ,. " ~ :' ' 

of all .people who work with comPuters). 
. ' ! 

Current writings that .deal with the training of programmers Indicate that 
, ' "-.· ' -~> ·~·-· ~ - ' 

softwarEt workers are taught not to q~tlon the constraints that are Imposed on 
- • ..,, ·"'.: ~ < '> :,._ 

theti:. ,\1'!9rk, even thoµgh these constraints Jnay be Imposed by people who have had 
•·: - - '• . ,· ' .- ·. -: :~ - . .' ' -. , ;· . ·- -, 

few. dealings with CC>fllp~ers; they are taught to stress corporate profttablllty and 
; ~._-~ ."' . ·.·-..; .• _; :; ,_,...-, , •;.-_'?•'?- . "' .;·'.• ;r,,; -: :,...._:;.. .· ·.~ 

to.Id.entity t,~IS! with. tech~.lc'I "ra~~ll~ and e~~ncy, ev~n thou~~ the~.e criteria 
I • , .·, • • -·,, •· • -:.~· _·,.'~-· ,:;._ ·1'~ • .::~-~~~·- ., > ,•;·", 

are not suftlclent to deteriqln.e when a given performance level of a program Is met 
; . ;-:._;_/:._ ... -.~- ·:- ·:.: ..-.,~' ·~ '.' ·. ~'. - . ;~~ .. __ .. - '"'~--- . . ···,·-~ 

and can be depended upon; In shof'1:, they are taught everything but a sense of 
. . -. . . - - - ' - '! '! ~ - ~ ' ---- ,. - . - . : - . . 

professional ethics. Furtfl!!""'ore, th~y are ~ubJect~d to continually changing 
- ._.,... -·- _:.;_ :.'. --t:-:,.~<~"'-;. i'i'~--F·,,>~ - ~. 

specifications . f_rom com,puter "sers; these, combined. with the coming and going of 
' ~ - - .. _ { '.; ~ •' :_ ' : . ' . •, :::_. ·"; '>. '; : . '_ .' . > .- • -

people Involved In a comeuter project as the design of . the system progresses; 
• . • - - '" .. :: \::_- - : '!'. fl: . 

ensure steady 1110dlflcatlon thf!t . fundamentally .. ~hanges a computer . system In 

unpredictable ways. 

3.2: Complexity 

Sotq~ advocates of lncreas.trJg ~e use of computers would have us bellave 

that computers are. both necessary and benaftclal to a society as compllcated as 
- < . • .,.- ' - ' 

our own. They argue, on the . one . hand~ that •wfthout such Intellectual aids, our 
, , • • :- ; •• ;; < ,_.' ,-'_ < - - • ':_- , •• , - ~ ; " ', • + " • 

complex modern society may wen fall apart under ~ own weight of complexity," 1 O 
,..:- . -,:· ·, . . _, ,., 

and, on the other hand, that better (/ .e., computerized) means for handling and 

9This can easily be verified by a casual survey of the aftllatlons of the a~ 
thors of U... artiCfesc end hrtt_. in ACM·:publicatlana. · · :, , . 

1 ORobert Fano, •The Computer Utility and the Collttnunity, • IEEE lnt.erNltlonaJ 
Contlentlon Record, Part 12, 82. 
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disseminating Information · wlH result In an Increase In Intellectual freedom and In 

diversity of Hfesty!es. These arguments form the basis for much of present day 

computer use; yet, as 1 Intend to show, they do not stand up to critical examlna· 

t1on. 

The value of the. computer In dealing with really CQIRPleX problems, and par-

tlcularly with human di1Tlcultles, Is highly questlonabfe. In some cases, the complex-
-.., .. •·, 

lty of computer applfcattofts derives not front ttla: pral!tt .. :·-dolMIR. but from the use 

of computera. It Is actually the· case that 80llle oomputer systeaa pnerate com-

plexlty and render problftl8 · more · lftCOIRPr.....,.,_ and, unnta1J9Gea&Jle . than they 

were orlglnally. Fer tnatace, Edwin Paxson attantpts :to jUatlfy: cemputerlzed mm-

tary defense systems by stating that •there Is little queatlen :that aetiou8 systems 

analysis without the computer 18 tlnposalble"rtte goes on to/undannlne hie own argu-

·~; ' >. 

with which It Is asaocfated: "As computing power has lnoreaaed; so '8lso has the 

complexity of the analyaea It fosters.• 1 l (empMalaqnlfte] ,Stmlleriy, John Kemeny 

ftrst praises Dartmouth College's oomputertzact · bookkeeplnf aystea for maintaining 

many thousands of accounts accurately, .,. . ...,. ·aotmowJedgea that •tt Is also a 

by-product Of the systeM· that we· have such a· vest oomplexlty· of tnfonnatlon ••• 

that human beings cannot cope· wtth It wlthout'tbe: aid of the· computer.1112 In the 

light of what these people and others have said, the ar.-ent that C0111Putera are 

necessitated by the complexity of modem aeclety Is hardly tenable. 

The aHeged benefits of comptex eomputedzed Information systems are even 

11 Edwin w. Paxson, "Computers and NattOnal Security,• Chapter 3 tn com­
puters IJl1cl the Prob/8111$ of Society, ed. by Harold Sackman and Harold Borko (New 
Jersey: AFIPS Presa, 1972), p. 77. 

12 John G. ~tneray, MM ·an9 the ~er "(New . York:. Charles . sc;rlbner's 
Sons, 1972), p. 104. · · · 
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easier to dismiss than the preceding •argument from necessity.• According to one 

view, computers, by virtue of their Information processing capabllltlas, are part of 

the foundation of a new golden age. However, It Is not dlftlcult to see that existing 

computer systems do not provide any evidence of the coming of this. prosperous 

future, and there Is no compelling reason to believe that twice as many, or even 

ten times as many systems aver will. 

The record of how technology has actually been used In the 
lllOdam wadd-!Cloea mt support [thia] .• .,...,~ In prt~'Pt 
transportation and communication might have been expected to 
contribute to· a bruadenlno of ·huln.,.:te>clerlenoe ·Md.greater 
tolerance for dHTerent customs and belief a . . . . The ability to 
travel with 11ase on •' olabaf ...-: -.ncl;;;~te ~ 
great distances has not led to Increased understanding or great 
COIRpmlon~ lbere la no evidence to.,..._ tbelrlfltcemational 
tensions have been lowered as a consequence of Increased 
lnfonMtlon ·flow • • •• 

The problems of human interaction cannot be reduced to 
Information ftow, nor can tbe abortOOJllnp .of, ••ttoG ~al 
arrangements be attributed to Imperfections In our Instruments 
of comtnunlcatian.-. ts there.· any at8WI fa,b~. tltal.• .two­
way terminal In the home would materially aiter an lndMduars 
reapOftSe to: ..._,lsion btee.4caata ~ · scentta of vlQ.lence 
or human mercy? The mere fa~t of having access to Informa­
tion ~not .craat•·the dlepoSftlon .to.-.ect_ ~t.iy •.•.• 
It Is purely· wishful thinking to suppose that Improved Information 

· ftow wll ·rft8Utt In aponteneoue el'arta w-.ra.•o=ve-·~ _and 
create more responsive social environments. Thr

8
hlatortcal evi­

dence points to further caec..vatloR of_ power.• · 

Mowshowltz 'drives home the point that alt'hc>uOb lnforNtion la n~eaaaot for 

rational decision making, It Is not aufllclent .for hat'moniQue 800lal lntera~. 

In discussing complexity, I do not ..... ·to.refer to .tl\e. formal deftnltlona of 

complexity utilized by C0111Puter science researchers. but rather to a more .Intuitive 

definition. A complex computer system • one that Is COlllPQHCI of many pets that 

are Interrelated in comPllcated ways, so that It may very wen be Impossible for us 

13Ab~f! Mowshowitz, The Conqu88t of Wiii: lnformlll.lon Processing In Human 
Affairs (USA: Add~Wesley Pubttshlng Coiftpany; 197&), pp;·1&4-8S. 
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to keep track of all the systems' components and the relatlonahlps between them. 

In reference to truly complex computer appllcattona, I have already discussed the 

Importance of a well understood theoretical foundation; a computer model (or any 

model, for that matter) Is only as good as the theory behind· 1t. The point here Is 

that complexity Is not a mandate for lncomprehenslbHttY: witness the MACSYMA 

system (mentioned In Chapter 2) and th.a OENDRAL system, which Implements a 
theory of mass spectrometry. 11 ••• lncomprehens1b1Hty Is .not a necessary p~ 

""; ":-

party of even huge computer systems. The secret of their comprahenslblllty · Uas In 

that these systems are models of very robust theories.• 14 

Most computer systems In use today "don't deal with complexity at all - nor 

are they designed to - they deal with sheer magnitude.• 16 This la often the case 

with the huge Information banks utilized by so many bustn~ases. · In .these appHca­

tlons, computers have become necessary only In the s8naa tttat cert~ln senilces 

could not be rendered In their present form without the computer. HoWever: the 

present form of these functions has been dictated In large part by ttie avaHablllty 

of and early dependence on computers. This state of wldeapread computer use 

and dependance, which now appears lnevltable and · lneSc.Pable, Is In reality man 

made. Apparent complexity may be deceiving and does not always· warrant the use 

of computers, which may only conceal less technological,·· perhaps more persplca-

clous ways of solving certain problems. 

I have mentioned complexity In my discussion. of lncomprehenalble ··computer 

systems because It Is ooe quaUty that Is nearly. always aMcictated ·With computers 

14 Joseph Welzenbaum, "Human Choice In the lnterattces of the 
Mepmachin~" p. 13. .. t..,:tt.pa ,~~ a.t-JtMt I~~~.$ ~f.-•llCtl-· qrf' •Human 
Choice and ~!' · w.nn,a. Au&tM.--lo June. 197.9. 

15 Ibid., p. 7. 
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and . that . figures largely In their lncomprehenslbHlty. Shallow understanding of a 

complex problem may result In. a system that 1s. unnecessarily opaque. Unfor-
-~ .. ~' ~ -

tunately, our assumption that computer systems are _.too complex for the average 

peraon to understand has helped prevent the exposure of. much. existing. system 

lncomprehenslblllty. In dealing with computer systems, It 18 weU to consider both the 
•.- - , • • J- • • , 

l!astty forgotten fact that enormously complicated tasks were . successfully carried 

out before the advent of computers, and the easlly obscured fact that the modem 
-~ -, . ;' ' .• 

megamachine 16 has not heralded an age of human happiness. 
<- - -~ -::: - . ~ ... ; -

a.a: E~i;rtlon•ry System• 

One of the reuons that even computer scientists are worried about 

lncomprehens!ble systems is the current reaUty of computer systems that have 

grown to a point where they are no longer under the control of the people who con-

cetved and created them. A large system la worked on by so many people over 

such a long period of time that by the time It Is completed, there 18 no person or 

amal group of people who can be said to underat~ It. 

One of the most disturbing fact~ about large computer syate~ 18 that there 

ta no group of people who can. be Identified as the authors of the system; In other 

worcls, no one 18 ultimately responsible for the operation of the syatem. VlrtuaUy all 
- - - ~ - . -

large computer systems are far too dlfllcult to comprehend for anyone to be able to 

modify them. without risking unpredictable consequences; cert~nly this Is always 
{ ·~)~ ·-.,. :;.,_ -·' 

the case with systems of whose evolution. we cannot keep track. Once they are 
• • ·~ -·- ~ - - J 

put Into operation, these systems are, for the most part, llllmune to change - they 

18A. tenn uaed by Lewis Mumford -to; CMScrtl>e ·111a881ve otganlzatlOna Intended 
to carry out tasks whose maQnltude ptac8°~·'b~'d1* ·~es' ·ot 911tatf 
~· of people. 
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can only grow. 

Herbert Simon. a leading computer specialist. describes a computer program 

as a strategy of action whose states and Inputs need not be envisioned In 

advance by the programmmer.1 7 Such an attitude does not support the security 

· derived from the commonly held view that computers do only what they are told to 

do. In a fearfully real sense. Simon Is describing systems whose present form and 

mode of operation were neither planned not foreseen when the system was 

designed. These are systems that have evo/118d Into what they are now, In ways 

that no one has kept track of or really understands. 

When a program grows In power by an evolution of partially 
uncterstoact y!Hltcttetl ··AMI 'flX••i · tt1e:·-<pn1erumtew ·Ngin• to' k>se 
track of Internal details, loses his ablllty to predict what wlll 
happen, begins to· 'hoP• fnabNd' of· ltnoW1 anct watches· the 
results as though the program were an lndlv1dual whose range 
of behaVlor ta urrcertafft; · 

This Is already true In some big programs • . • It will soon 
be much more acute . • • ._,,. h~ ;pr.ograu wft1 be 
developed and modified by several programmers. each testing 
them oft C:Mhl ent- exenipfli& ft\1M ~ ......... d lftsertlng 
advice Independently. The program will grow In effectiveness. 
but no one ot ·ttte •pn;gramrnerfr·,,,.iuwll8t8taMttft<\811.5(0f courae, 
this won't atwayif ·W'svceei9M -'\t\e21nte1•••: llllOht·make It 
worae, and ·no oritj;litlgftt· be ... ,. •• _..,),:,..., . .,. .... 

the real trdubfeo·w1ttt ~-lftS-_•• "It *"Y_ ·· .... wtla~_-_tta ·.·fll'O' 
grammer ·told If to dO.;• · THere hin't __,.one--1>,.._..1& 

• •'' ' ~• i '. ' ~ ~ A --~ 

Professor Minsky might well have said that there are no inclivlduet programmers at 

au. Gerald Weinberg has emphasized the team ~ concept; 19 the sur­

vival of the team thfoughoOt aH phases of a computer ayat .. , frOln design through 

17Herbert A. Simon. "What Computers Mean for Man and Society." Science, 
195 (March 181 1977)1 1187. 

18Marvln Minsky, "Why Programming Is a Good Medium for Expressing Poorly 
Underatood and SIOppffy Formulated ·fde&B1,.1·• BNJp:alld, ,,,_,,.ng, Jt, ed. by M. 
Krampen and P. ·seeltt· {New ·:vortb*' Hfi8t1Hgs·· ~·48e7);· p. 121. GUoMd In 
Wetzenbaliin, 'C;Jmp,,tw ~:Md· HfHINft1t •11an1·;p,Ofd1 JudflMIJt to Ca/culatJan. 
p. 236. 

19weinberg. op. cit. 
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maintenance, encourages the belief that there 18 a group of people who continually 

maintain control over the system. However, the composition of a team changes so 

often that the team that maintains a system and must deal with problems that arise 

In the course of using It Is fundamentally different from the team that made the lnl-

tlal design decisions. Thus, In addition to the fact that large computer systems 

adapt as they operate, the group of people that la supposedly In control of the 
' ~- ', . ~ .. ~~: . 

system contlnually changes. It may be Impossible to reliably predict the ftnal 

results of a computer system for quite some time after It has been put Into <>Pera· 
\- ~-~ 

tlon and after people have begun depending on It; It may also ··be Impossible to rell-

' . 
ably predict how well a programming team understands a system at a given time. 

' ·. 

Much of the lnoompr......,.Hty,that clla~e~-~ .Yotytonary com-

puter systems derives from the ~tion of .. the programmlpg of the 

system - the highly segmented, hlerarchlcal s~e .. ()f. -~ ..,.,. computer 

project - and frem tile -program....,. themeetves - • constant,Jy chastglng nature of 
- .~ ·-.- ' ., . '~ 

the group of people who .create, and- u.n ~·• OP91~.Q-&tem • 
. :..'·, ~: :~ ;::;~.___ ~'}!::: - . 

Most ot·u.e routlDat>flH ted• ae~.-~:Jhe ~- tas!ts 
of ~:Pf'081••-are-~'-ft· -ta~ ..... ·HW of:,~ 
who ...... :da':wllft ·~· .......... ~ .... Rttle .of Wllat 
they-·do .ad.._ at wily u.y . .,_.,..,. '*"''\ ~'~ ·uP until 
now, the nmputer has~. net r~ 1'ttt ,J•epar•tfa 
between those who think and those who do everything else. · 
c.,. e1111trmaJ1: 

Although such ayetenaa: ntfl)' not ba amart ~ .for us to imagine clttPendlng 

0n them a great deal, -Marvin Minsky wortiea U\&t-."~ly. there are too 

many ways a dumb system with a huge data base can be useful.021 Ju~t as one 

20 Kraft, p. 29. 
21 Marvin MiftetlV, •computer a<:lencfll. 4lfl.S. the ~pre~~tlon ,of Knowledge,• 

In The -COmpulM Ave: A·~~v..,. ¥#flw.,.ect..,- ..,...a);J-"Dertouzop and Joel 
Moses (Climbrldge;i.t'A:'-TI• •IT p.._.. -~:r-~ '°'~ W~ 
"Once More: The Computer Revolution,• In Michael L Dertouzoa arid Joel Mos~ ed., 
op. cit. 
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cannot talk usefully about a C01RPuter program without alao talking about the tach­

nologlcal system In which It la embedded, -one cannot talk usefully about a computer 

program without considering th• database on which It draws for Information. It ta 

often the case that one cannot dtatlngulsh very eaally between the program and 

the database system. Modem databases are often dynamic, Introducing yet 

another source . of· unpredlctablllty Into a computer system. 

It Is not dlftlcult to ftnd people who seriously worry whether we can maintain 

control of our. computer systents - whether people can keep up ~ their machines. 

It Is harder, however, to ftnd someone who recognizes the absurdity of needing to 

ask such questions. 

But we must win our technologlcal race with C0111Petlng nations 
first and then do the beat we can with the re~ problem. 
Remember, the readjustment r••ra Is common to all 
tech~advanclng nations. 

What Thompson euphemfatlcalfy calla the •realtgnment problem• Is really what 

Joseph Welzenbaum describes as •the feellno of powerlessness so ubiquitous 

among Individuals In our society • • • the wldeepread alienation of people from one 

another and from their work • • • the perception of ordinary people that they are llv­

lng In the Interstices of a gigantic ayatem. • 28 Computer systems usually replace 

older, less technological ways of doing things, and once a workplace ta organized 

around computers, they quickly become indlapenaable to the functioning of that 

workplace. If no one Is wllHng to assume responalblllty for a system, why are we 

wlfflng to trust that system In l'IOft-trlvlal areas of our Hves? 

22Howard Thompson, Joint. M1111/Machlne Decisions (Cleveland, Ohio: Sys­
tems Procedures Aaaoc., 1986), p. 67. 

28weizenbaum, •ttuman Choice In the Interstices of the Megamachlne, 11 p. 1. 
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Of all the things Inappropriate to the man-made environment of 
the modern age. none ts eo ~··•~...,...,,..elf. cHe 
muat adapt hhnaelf,' EUul comments, 'as though ~ world were 
new, to a universe for which he waa not created.' . 

langdon Winner 

Quietly and complacently, It was s1nkin9 pm, de~Tf• and 
progreaa had come to·mean the~ of•~·· . 

· E. M. Forster 

have already noted that computer programs should not be considered 

Independently of the circumstances In which they are used; altnllarly, computer sys­

tems and system lncomprehenalblHty should be examined from a broad perspective 

that emphasizes the technological society In whtch ·we nVe. ·Daniel Ben writes that 

11 
• • • technology la not a •relftad thing" or sonte abstract 'loglcal Imperative• but Is 

embedded In a social support system, and It la the suppc>rt system, not the technol­

ogy, that determines Its uae.•3 

There are many aspects of society's attitude toward technology that can 

lead directly to Incomprehensibility In computer systems. OUr te~hnolositcal society 

operates In "perform4lRCe mode,:• .Wtier.a>Y Jpuee. not. dlre~tty related to the 

economic value of a system are llkeJy, to • .uppt:N84tcf. Ou•tJona such as 

whether or not we neacl a ~r •Ysttlll or,~ f, •Y•tem Is safe (In a 

broader sense than that eQRIPllfl!ad ~Y wb•t"8r .a . S)f$.tem Is harmless to Its 

1Langdon Winner, Autonomous Technology fearnbrldge·, MA: The MIT Ptess, 
1977), p. 216 .. Quoting Jacques EHul, The Technologlcal Society, trans. by John 
Whklnson (NewYotk: Atfre'd A. Knopf, 1984), p. ~26.· · '· 

2e. M. Forster, "The Machine Stops,• In E. M. Forster, The ~ternal Machine. 
end Other Stories (New York: Harcourt Brace Jovanovich, 1928), p. 285. Quoted In 
Abbe MOwstiowftz, The COnque8t, of Wiii: tidormirtlon hot:tdltllfl .. In 'HfilfttllJI 'Affairs 
(USA: Addls~Wasley PubllshJng Company, 1978), p. ·318. · ·· c · 

3oanlel Bell, "Hard Questions and Soft Minda: A ReltfY to wetzenbaum," 
Chapter 21 In The Computer Age: A Twenty-Year View, ed. by Michael L Dertouzos 
and Joel Moses (Cambridge, MA: The MIT Presa, In press). 
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operators, for example) may be subdued by queattona Hke •wm It work?" 

There Is wtdespfeacf,-presSUn!t- ....,..t -crittos: Of COMputer systems, which 

encourages dependence on these systems. This often takes the form of peer 
- - _-. f ;:;:. ~ '. 

pressure; counter' critics cite the-ob1erVable fact ttaat'-•everyone elsen seems to 

be using computers. 

And so we conclude that on-llne decisions have to be made 
rapidly In some· $yatem& becauae Of the =HVance In tennalogy, 
and have to be- made -i'apldly ·fn:- bU8lne88 -to;llieet u.-;cdll>etl­
tion creat91 by learning to make those vital, rapid decisions 
elsewhere. 

The above reasons - business competition and advances In technology - are typl-

cal but not extreme~y compelllng. justifications for the o!len uncritical expansion of 

large scale computer applications and for the discouragement of criticism. 
'"'/ _-) • ~;:'!,"'.,; ~ 

4.1: Autonomous TechnolotjlY _ 

The organization of modern society Is founded qn what many people perceive 

as technologl~al necessity - a wtdesprea~ sense of technological lnevltabtlity that 

Langdon Winner has called "autonomous technology": 

Autonomous technology Is the part of our being that has been 
transf'&rNd, tranaformed/ and-... Med :fnMn llvfnt='l'18Mkl and 
creative lnte!ffgence._ Any effort to f'eclalm this PA" of human 
life· mUSt at fti'ft seem ~ttcal :.eftd· even ilMlurd~ 

Several writers have dlstli1gUlshed·'~ teetinOfOly• aird- the -broader connota­

tions of technique - -a 'ltmftless Way 'Of organlzfitg tfle- 'wortd; an an-ertCOIRpa&alrig 

arrangement ®:whieh human society Is but one ·~~· _ My lnt .. nt thrQC,Jghout this 

chapter Is to examine the prese:nce of_ teobnlcpae- lrl. t~s _ -socle~~ Most of us 

4ttoword T~ Joint Man/Machine Decl•lons _(Cle\iialand, Ohio: Systems 
Procedures Assoc.. 1966). p. 40. · · -· - · · · 

6wtnn.r, p. 333. 
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are governed to a larger extent than we conacloualy acknowledge by a technologl-

cal mentality, according to which technique aa8UMe8 the charactertstlcs of an 

trreslstlble force and not of just a tool. our senae of Inner dtractedneas has been 

superseded by a sense of what we beHeve our hlghly . oroanlzed environment 

-Wants• us to do or wlU allow ua to do. 

The technological society ts, to a taroe extettt., a dangerously uncritical one. 

We have allowed our virtues to become technleal ones; the aptrtt of· th• day ts that 

of maximum productivity. Technique "clarifies, •"*"188' and ratlenaflZes; It does In 

the realm of the abstract what the .tnachl118' did tn ttte clolltaht of· labor. 06 T echnlque. 

specifies -attitudes that are valfd once and for iifl. 

Winner exhorts us to conalder •tnstaneea In which ttdft9sc -have become 

senselessly or Inappropriately e111Clent, apeedy; rattonaffzed, •auured, 0« tectml­

cally reflned.117 I have encountered numerous ex..,... 'OJ~.a ··tttoughtte•• ·accep-

and competitiveness; on. the basis of this aesi.IMtltlOn• be> don :not bother to· justify 

the use of computer syeteMa tw ·his; dfs'cuuHsn bf ctectston 1Hklng. 8 The tttle of 

slon Models of Human Performance, would seem ·to lndte8.te an 8Mphaats on the 

human element of m~machlrte Interactions. However, the authors, Inform us that 

thalr consideration of human parformance i.. nGGe8'•rlly Um11:ed to that which their 
. '· _,, ~ . 

models can describe: 

6 Jacques Ellul, The Technological $Qc/ety (JleW YorJt: -~ga Books, 1964), 
p. 6. 

1 Winner, p. 230. 

8-rhompson, op. cit. 
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People may show grace, Imagination, creativity, or feeling even 
In narl'QWly ODIMR« .. nact _.., .. but ttae!I& ~ are too fine. 
for the nets we cut In IROClellng and experiment. We have to 
be· content~ to datSOdb• . •net .ttr•""1 • .• ,~ .. ., -~~ . 
level. Our frequent use of terms such as operlllor and perfor-
mance lnat•d of PW.sMcW'.bMJW'-°·Ja,~~~o . ....,...lze. Ute 
engineering context and the relafr'ely narrow range of human 
~·-~ .. lt ...,,.. ....... -. -· ·., 

Sheridan and Ferrell certainly deseNe credit for r•~ 4nd bdnglng to our 

attention some .of the di.atincttona, tMt~en tl'Je ~-~ tba aaechanlcal elements 

of the Interactions that they QOflSider. StlU. -~ we"".,.. led. ~ be~e .that we 

must be content with a· oarrew .range __ J1uaan .xpertence btK:auae t~ique 

Ing context.• "· •• to dwell on tt\ue,Jtnpr• .. ;~~ wJ*:h ~;ua·what.,.,. 

pie do, without ~entJon to .ltow· they. lee/ ~ wta.t ·ibey 4o Is to mlaa a pro­

fomdy impOrtant:·dllnenslon of buntan.~·: - tttat Is, the mean/11$1 that peo­

ple attribute to their behavior •. • 1'?. 

In one arttcle. Harvey. Wheeler.~--·• ·~ '.AfflY. "'~: ~d use com­

puters. to aid ua .1n .tuldng·.de~ .. ;; ..._., ..... ~"·iCk>•no,t _expect per'fectlon 

from. .ithet'+aen or machines, but ·tMt•.d we ~;i.,il .:WaY to_~ dec:lak.wla more 

-vatematiaatay.1 1. Aaa':t· <*J attentioa .. to•}t.._.\ ~ ~ "'." In U.U, 

caae1 that· ayetelllaticlly;-.u, .uch ......... ~ ~ .-..11"1f. and Is--~)(• 

to be preferred over le8S formttl cdt....._ ~ OAt .go. bevand tbe qu~ of 

whether or nQt we can aystematln the w.y,.Ja ·whlcla· .,_ .U 4#1c;~ -and .aak 

·· 8rhomas B. Sheridan and Wlillam Ft· Ferren, 'ltllelF•achlne ~stemsi tnfornia­
tlon, Cont.rol, and Decision Models of Humen Perlormenoe (CambrJdge, MA: The MIT 
press, 1974). -~'· · ·~ · · · ",,,: 

1 OUlll•n Breslow Rubin"' Worlds. of P~n/Ufe In the Worl<ing-Clasa Family 
(New Yorkdias1C:: 8o0ts~ 1nc.. 11178>, p~" tae:~ ' :: : \ · · · · · · '· 

11 Harvey Wheeler, •Artlflctal Reaaonlng Machines •"4 Society,• C~ter 18 
In Computers and the Problems of Society, ed. by Harold Sat:binan amt R8roid Borko 
(new Jersey: AFIPS Presa, 1972), p. 489. 

64. Chapter 4: The Technological Society 



whether or not we really want or ought to do ao? 

The use of computers Is sometimes justHled by the argument that at least 

computers are no worse than people (e.g •• automated decision 1naklng can hardly be 

worse than decision making by executives In a COlllPlex bureaucracy), and that the 

computar'a ratlonaflty frequently ntflkN them Pf•ferable to people In .... appllca­

tions.12 Often, there ts evidence of a pre-de~ approval of the uaa of com-

puter technology that may cause us to Ignore many. undealrable. •..,acts of appllca-

ttons that computer s.ntems efflclentty cover up- .... aapecta that cannot be 

effectively dealt with by a computer system. For example, the ELIZA computer pro­

gram. (mentioned In Chapter 2) was hailed by some people aa ·-the precursor of a 

psychotherapy machine that would deal with much of the neuroticlam of modern 

society better than human therapists are able to do. People who made this judg-

ment tended to lose sight of the nature of human psychological probl81R8 amidst 

their raptures over the computer. "ELIZA had leas to do with showing how much a 

computer can do than with revealing how. COlflftlvely Md allQtlpnelly empty some 

forms of human Interaction can be • • . • n 13 

In our society., thera Is a strong tentP-t•*8 ta ..._.,.. .one'• own autonomy 

In the megamachine; to give way to ea conscious and unconactous response to 

whatever situation arises. This response strongly and automatlcaUy repulses any 

alternative mode of action • . • It neutralizes altematlves by making them seem 

unnatural, Impractical, or simply Impossible. e 14 In minimizing tile role of hyman 

12Several writers have argued . that, ~-. Q'tmputer ayat9• mil)(. not 
perform as well as superior human beings, the systems are batter than most peo­
ple. See Kenneth Colby, "Computer Psychotherapists,• UCLA Dep~t - Psychi­
atry, Algorithmic Laboratory of Higher Mental Functions Memo AL.Hlf=-'14.- ·· 

1arhaodore Roszak, "The· COmputer - A Uttte tower Than ;ttftt Angels,• The 
Nation, 222 (May 1, 1978), 684. Review of ·eom~ 'P'oliww end HumM ReaSon: 
From Judgment to Calculat.lon, by Joseph Welzenbaum. · ···· · · · 

14w1nner, p. 126. 
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beings In controlling their technical creations (be they computer systems or other 

technical systems), autonomous technology enables us to convince ourselves that 

the system progreaaea Independently of our actions, and thereby to deny personal 
- ." \_ 

responslbillty for our actions. 

It disturbs me to be told that technology •demands" an action 
tfte .., ...... ~favours,' tttat• . ..,._: .'(: ....... ,._..,...j .. ····ttJf.'n>U- ' 
bles me that we are so easily pressured by purveyors of tectt­
·nology 'Into ·PiiiMlllMt' ~acJ' ~-•bfti aft•·-·oer IN• 
without attempting to control It - as If technology were an 
~1rr~· ftlree:·Of .:nature· '4. 'Whldtt' _.,-.st••OtltdV .......,.It. 
If we reflected, we might discover that not everything halted as 
progress' c:ontrlbutee to·~t.....,'jpt .._..._ ts1 'not'.atwaya 
better nor the old always outdated. 1 

Finally, In a society In which technology has become an autonomous force, " __ ,, __ 

the only rullng principle appears to be that the technologlcal system . must ~e 

expanded, at whatever cost. Human agents are permitted to make decisions only 
• ~ r· ' ; .,.'~ :.. -: , .. ..... - - -t -, • - ! . 

according to criteria related to maximizing technological efllclency; but this la not 
•i{:, 

real chotce.16 

To maximize energy, speed, or automation, without reference to 
·the·~ eoftdltioftai'that-• ........ ,.....,., lftt1 have MCOIRe 
ends In themselvea . • • . Un• the pretext of saving labor, 
the ultimate end of this technli:s ... to . ..,._,. W,::~l'a1hW;'to 
transfer the attributes of llfe to the maclllne and the mechan .. 
oat·~;cel•ct:M21 1._llt0 "'*f'J110<illuolr:1" -.~~'lamatn 
aa may be controlled and manipulated. 

' ' 
:.~ t' -:.;: "..' -, -· 

Mumford uses the phrase •the new Megatechnlca• to describe the modem system 
c.:~: • '..o;_. ;:~ -h~--~ ~· ,:_: ;, !,-'?-;:_ " '' • .· ~ 

whose chief purpose Is control over the physical world, and ultimately over man 

himself. 

15vtce-Admlral H. G. Rickover, "A Humanlatic Technology," In Techndogy end 
tloclflly, RJ-6y.Notit "*''NeW!N·-'{USA: ~PublilhlnO ~. 1972), 
p. 23. . . . j 

· · 18eiau1, p 80. 
17 ~ ·.M1Afor41t., ~Au~tarlan, and, ~c .'Jactlnlca, • Jn Technology 

Md CultAIJ'e. eel. .~,,~"1 Kr~•G · and ... .,._ . ~ · Oavenpqrt (New York~ 
Schocken Books, 1972), p. 6fS. . 
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4,,2: The Computer Revolution 

Computers are perhaps the lll08t powerful playthlnga generated by modem 

technology. Unfortunately, computer systems are often used sllllply because they 

are there. We are too frequently guided by the technologto•I maxim that any new 
. 

technology that Is possible muat necessarily be utlffzed, whether or not It Is needed 

or desired. 

If a machine can yield a given result, It muat be used to capa­
Clty, and it 18 ........,~ eriqtlnal;~, ........ ~:t«t'do-. 
T echnlcal autOlftatlam may not be judged or que8tioned; Immedi­
ate use ~i8f0t8l:for ttut ..n~:.., ..... llf'Hi.:tectm­
lcaJ process. 

Thus, Butler Lampson explains that we wlll see lncre .. lngly large computer pro-

grams In the future, because of the avallablllty of more and better computer 

hardware, 19 and Benjadn M. R~en, an .• ...-... -...,~~.says that 
.,·' 
" '' 

Americans wlll lnd9ed find a need .far ··.~ ·M ~ ... ~OClfe .. te~hnologlcal 

advances are being made eo r~.20 O..a\.I--' . ..:. -~ ~ ~pfll advances 
.. 

are being made so rapkly •'"" -~ that;.tlle ·~~ot·t.-AQlogic .. advance-

ment ls encouraged by the a ·-,,;1or1.P.~.f-.:--~~ ~the fruits of 
~ ~ 

this advancement; thue, the nrinute eize et U.,~,:M• ,,_ flXPQll&d. What Is 

technically feaalbfe ie aUowad to· hQPttO · wlthout r.-d *9 qpegwencea. 

We have already seen t...,~Ct-~~ ~ ~..-ures com­

bine to. demand the use of ONnputar ayateu. Tna. sjj:.,.~.tt.s reached a point 

18 ' 
Ellul, p. 80. 

19Butler Lampson, "Bufldlng Programs," MIT Laboratory for Computer Sclence 
Diating1,1j$hed Lecturer,~"•· M•Y 1, tp71. . . . 

20M1~chell Lyne~,. 11~ Comp~- E~ror: T~lng. to UH' Ona ·hf V..~, ltine, 11 Wall 
Street Journal (May 14, 1979), 33. 
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lta automatic component. The worst charge of a technologlcal society la that of 

the Impedance of technical automatism. In a very real sense, we cannot afrord to 

doubt our computers. 

The so-called computer 0 revolutlon" consists largely of computer applications 

that are prlmarlly guided by an lmpllclt belief that computers should be used. Thia 

assumption la evident In many writings on the use of COMpUtera In psychotherapy. 

education, and military situations. Writers appear to start with the unjuatlfted 

assumption that computers ought to be used to solve a given problem, and proceed 

to select for further conalderatton: only tho8e 8.8fHKlt9 ·of the problem· that appear 

computable (refer to the fOllowtno •ectten for a dlacueston · of flow "the problem" Is 

chosen In the ftrst place). The problem Itself almost appears to merit a. status, 

secondary to that of the computer. 

Data models are tool8. They do not contain In themselves 
the tttrue• •tnletUre of tntormatten. •". . . Hilt (a· uaer] tlu to 
learn how to use It. We generally preawne that this leamlng Is 
required only became of ··tlftHIOIB•xlty 4f ..-, <ifOOL :: 8Mlcutttes 
are ... lnltldy . perceived. as a f~e to fully understand the 
theoty; 'th8N 18 *" ·expect'*tlOtt thit· ••weral'uaa·:wm tead to a 
marvelous Insight Into how the theory ftta the problem. In fact, 
much of 1ds •1 .. l'tllftf" 18 really·a all_. to·eoritllw aome:way 
of ftttlng his problem to the tool: changing the way he thinks 
about hie ·1nfeniNltfbd, , ·~·~ ,._. · d8arant 11faY• of 
representing It. and perhaps even abandoning some parts of his 
Intended appftCatton .......... t80f ··WOlf't .... It Muott of 
this •1eamlng" process ls really a condltlonln9 of his percep­
tions, so tttert he . ..._ to- accattt·:•·Mt'~ ••U1npt:1oms' 
needed ·to make the. theory work, and to. 

1
1gnor. a or reject as 

trlvlal those ......... thettwcfr91' .... 2 ~· .. 

The que8tton of whether a computer 8Y9tea la ·1:118 beat aolutlOn, or aven u 

appn>prlate .solution, to a JH'Gbl•, and ttte queetlon of WfletlMtr we ahoutd direct our 

efforts elsewhere Instead of forging ahead wtth another COIRPut.,, syat•. are not 

21 wmtam Kent, Data and Reality (New York: North-Holland PubDshlng COm­
pany, 197&), ... 184-186. 
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always asked when they should be. 

The usefulness of the computer Is often aesWDe4 1>4trheps because of the 

awe with which our society generally ragarda acMlnc• ad .t.dmology. In our 

eagerness to find solutions to. PAff'P8tual problema, we tum to what we ,believe we 

do best; In modern society, this Is determined by the ~tlc:>n of solld results. 

11 
• • • In the Wast at least, the teat Is not so nwoh .,,,., . flo you Anow? or how 

elegant Is your Interpretation of worldly~ tMlt. rather .whllt can you actu­

ally do?1122 Thus, we assume that a theory of any Interpersonal activity can be 

expressed In the form of a computer program; that Improved means will triumph 

over carelessly conaldered ends; and tbat whet._,,.,..,.. lq. the averaga person as 

the formal eloquence of the computer and tile. system ~. It. hu the power to 

transmute errors Into truths. 

It Is In the realm of social dl1ftcultles that the computer revolution Is partlcu-

larly Inappropriate. One computer scientist has described a not·t~dlstant future In 

which we wlll have access to a general purpose computing language that can 

describe any system that can be lmaglned.23 In this way, we are encouraged to 

believe that a more fully computerized world wffl eliminate existing social problems, 

11 
• • • to delude [ourselves] that gigantic Instruments can take the place of no 

Ideas at an.1124 What we are not encouraged to do Is to come to grip~ with the 

human sources of these problems, to consider how subjective, Interpersonal factors 

may be computed, or to examine criteria according to which social problems may be 

considered "solved." 

22 Winner, p. 26. 

23 Lampson, op. cit. 
24Joseph Welzenbaum, "Human Choice In the lnterstlCes of . the 

Megamachine, 11 p. 14. Lecture presented at the IFIPS Conference on "Human 
Choice and Computers," Vienna, Austria, In June, 1979. 
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Norbert Wiener points out some of the Important waya- In which ~ actlvl-

ties dtffer from the acttvtttea·Of computers: 

..• teamlns> RchlnM •uat act accon11ng-_-tcuM1me f10DI at good 
performance. In the cue of game-playing machines, where the 
penntastble niOv• ara arbttrtu1IV. eatlilll•Mtd iflk,advMce. end 
the object of the game is to win by a aeries of penalaslble 
niles ac:cOrdfniJ tO ,.- stttet eGnVeftttbn· •u.t'' cte.t.,.._ winning 
or toeing, this norm creates no problem. However, there are 
many actlvftie4t.-''W.at· ·we •hl:IUld • llk•0 "to··"~ by .: tMrllln9 
processes In which the success of the activity is ltaetf to be 
Juctged''by a crtt ..... f~·..._.'ilelftPl'~.-,tll-wtllch.the 
problem of 2~ reduction of this criterion to fonnal rula la far 
from easy. [I weukf ,add tttat ·auch: 1*ducttan la usually not 
possible at an] 

To assign what purports to be precise values to such 
essentially vague quantttle8-48 "9ith• useful::nor-:-...t.'Md .. : · 
an_y f:)re,tense of . applying precise formulae to these Jr>t:•ly 
defined quantlttM t& a _...,..' end • ... te:ipf-- ..-. _, [•Y. 
etnphasls] 

Abbe Mowahowltz criticizes "automated common sense• - the substitution of formal 

processes for the Intuitive decision making of an experienced manager. It Is almply 
·--, ~-' ~ ;_'. 

not always the case that all - or enough - of this Intuitive knowledge can be made 

explicit; more often than not, valuable Information Is toet In the translation to the 

language of the conaputer. 

4.8: Defining the Problem 

A noticeable eft'ect of the computer revolution Is the frequent transformation 

of human dlftlcultles Into a form that la amenable to a computerized remedy. By 

omitting the step of convincing ourselves that a given problem really is technologi­

cally based, we are committing ourselves to forcing some problems Into a 

25Norbert Wiener, God end Golem, Inc. (Cambridge, MA: The MIT Presa, 
1884), pp. 7&-77. 

28 Ibid., p. 91. 
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mold - that of a computer system - In which they may not ftt. The nature of such 

problems can easily be subdued by the method of approach and the techniques 

employed. 

Many writers have remarked that the technological society Is one In which 

our needs and desires are Inevitably formulated as technological problems. It Is 

the solution, e.g., the computer, that defines the problem. 

If the technique in question Is not exactly adapted to a pro­
posed human elld. and if. fl.II irldlvid"4al.:Pr~ ·that. .a:.'• ~t­
~n~ the technique to the end, It Is generally quickly evl;rt that 
•t IS the end whiah is.peing.~:~:t.IMI!,,~-; 

Writing ebout. • more specific domain. P~ ,Kf._~ .. ~- .°" . .- .atlampt to for­

malize the activity .of programmln8 by ln~r..._ ,~ µse .9f f>'~t.ated SQftware 

routines: 0 1n effect, the uae of canned prograQIS. repr4188Ats a joint decision by 

software seHers and software J>uyera to make th_e. prob~fQS: Jlt. ._._ ,aol.,.tlor\$ .at . 

hand.1128 Note Kraft's percepUon of tile fact ·u..t. ~he ~~g sltua;t;on .1' the 

result of deoisiODB that tt.v•~be8.R made by pa~ .. ,, 

The ar" in whlcn. ~e CQIDP~Ctr sl'KNt~. l,lf> ~t ga.rlnelv as a solution lookin.g 

for a p"*Qlll,Js ,tm.t ot ~ prgbl~ •.. In wbkm 1t..,• Is. P'QJ't often no .perc~ved 

need for .. ~~ta~, Cf« ~le •... the· llpr~~ ~•t .. ~c~r~ qur ecluca· 

tlonal or ..... IJ.Y8~). ~~ten~~.~~'~~~.- hava, .. a ~y 

of atrect&Ag. •d ~1"'8 the probiema:,m '.:~P~; ,w•~;1.fUf1;h~~ .. ~t ~: 

the app~tlon - of . patches . tp .,~ progr~ comp~~ds their 

27EthJI, p. 141. 

2-~Rtltlp: Kraft, Progratnmel'.- and Men.,..cs1 ,1-n.' ltputl.nlZ#ltlOR of Computer 
Programming In the United States (New York: Springer-Verlag, 1977), p. 35. Note 
that this· dlflculty .. is.· OOIDlfteft··;.to -all :~·Jo 'Wldohc.atandanttze.ct.~·not" · 
personalized - solutions are applied to problems. I believe that_Kraft is . .PrlmArUy 
concern~d wf'h .c~ned. datab•s~, • .,_.anal'fn!!'t ,In~~ ~yste~, .etc., -~ not 
wlttf relatively 'ftarmfess ·tahd · gel'Wfri8fy ·~t) ''~.-·suc,tt'·:i•8· ean11!Jd 
mathematical routines. ' ' · · · ' .( · 
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lncomprehenslblllty, so the use of an entire computer system as a patch solution to 

a deep human dlfftculty can set In motion a dangerous propagation of lncomprehenst-
< , • • 

blllty. 

In considering the application of computers to social problems, we should 

first contemplate our perception of human dlftlcultles as •probl81118." Joseph 

Welzenbaum has pointed out that problems such as a series of mathematical equa-.. , ; 

tlons have permanent _solutions, but that this Is not the case with Interpersonal 

dlfflculties. These problems Involve conflcts of lntereat: t>etWeen p~ and can­

not be understood 80lety' In Jnformatiort·pf(>cea..,.t~ tt.eae ~'Cannot be 

understciod ;WfthOUt·tfst uftditrsUndlng p8of:Wtl: HUMan prcjbl81ft ('l'Or'lnstand•• sy&- · 

tam lncomprehtiftalbllltY) ·are not·•so1vecf- In· thW-~coilptttittohlll seMe of' th• word; 

what would c:onstftute a solution to a socfal probfelil? Rather, they at• transfonned · 

Into ottier problenta that may b• easier to""* Wftft<thiln· those· they replace.29 

We fall lnto a mOcta of problem· Sofvlng Wlleft we:ffallze~ at eon1e wubcona­

clous level, that In the realm of soet.t-~~:1fie·eu8J8Ctift•.natt1re-of ._robkifn 

detlnftlOn renders problems not juSt eomptex~ btlt:·exv.,.... lfy dffllOu1t to deal 

with. Coniputer systems- art! COlllPllrattVely ea8y m d&aFwttli. 1'hus;-;w. Ool'lcen­

trate our eM;gy on fniPWMnd: milfwy• CGmniarid, anct'•oentwJ1;8)'M.-hlftMdd Of • 

queattoritna the ne.d':for w.r·m0re dOillPtW;'ilftJ iiMnCeW~!(ft' d*8tNctton; we 

extol tti8- \llrttles C)f comput8rlzect 1'8YChOtfieNW'. WtthaUt **""'"'"st 9te; rea10na ' 

why fncreaslngty large ntllRbars of peopte 'seek P.ychdthenlPeutJe help; 1lftd I we try 

to Introduce computers Into schools on a masalve acale without , ev•r t•~O the 

reality of.· what te happening In Amertc.a .clloOla. la .tttw ·tttan·· lnfonnatlon·fll8oratt-
';' ;) ' 

cal .tenna.:. ·we can convince ourselves. that :computers can solVe aur ·fllOl>lelna as 

.· .. H~,pt\-.Weiz~.-.: 0The'·L~t ·~·J,,..'~p/,f~ ~4.~u/ne, 
XIV, No. 7 (July, 1977), 41. . ·. _· . , . . 
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well as or better than people only by substituting mechanical gadgetry for human 

attention and by practicing Interpersonal activities In Inhumane ways. "The world 

becomes computerized when all human problems are reduced to technological prob­

lems. •30 

4.4: The Reduction of Human Experience 

Perhaps the most regrettable eft'ect of the tectmologJcal structuring of 

. present day society Is the reduction of people to Information processing organisms. 

Intelligence, once thought to be the exclusive domain of human beings, Is now 

often defined operationally, so that we may speak of lnteUtgent machines. At the 

1977 lnternat_ional Joint Conferences on Artlftclal lntelUgence, Al researcher Edward 

Fradkin stated that the achievement of a 0 thlnklng machine" requires a combination 

of only engineering and sclence.31 Simon and Newell"s General Problem Solver com-. 
puter program Is an attempt to Implement their belief that the elementary 

processes underlying human thinking are analogous to the Information processing of 

a computer.32 Dartmouth president John Kemeny sees no good f~ason for not 

assuming the Intelligence of computers, because they manifest Intelligence In a 

scientifically testable (which is to say, extremely limited) sense. Kemeny equates 

apparent randomness (what we might call Incomprehensibility) In a computer system 

with intuition and creativity ·11'1 p~e.· 'a~d. lmpJlee that ra~. computer b~havlor Is 

as desirable as creative human acts. 83 

30 Joseph Welzenbaum, "Apollo Agonlstes," lecture presented at SUNY in 
Albany, "New York, At>rll 20, 1979. · · -· 

31 1arae1 Shenker, 11Man and '.Machine Match Minde - M.l.T.,11 New Yori< 
Times, August 27, 1977, p. 8, quoting fredkin. 

32Herbert A. Simon, "What Computers Mean for Man and Society," Science, 
195 (March 18, 1977), 1186. 

33John G. Kemeny, Man and the Computer (New York: Charles Scribner's 
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What I object to In such observations Is their lmpllclt reduction of people 

and of human experience; their ldentlftcatlon of "the sclenti11c conception of valid 

experience with the whole of exlstenc'e. •84 Roazak notes th~~ In . equating people 

with machines, we can either raise machines up to our level or .lower ourselves; he 

laments that we have done the latter - that we have reduced alt human culture to 

the machine's limited capabllltles.86 Roszak Is hardly alone In perceiving the gra-
~". .. ' ; ~· r, ,- , 

dual adaptation of human needs, desires, and thought processes :according to the 
--.o•'·o<.,· , r·· ·: ,;:_ -

demands of technique; for Instance, Winner writes of the shaping of human con-

sclous~ess ~lthln narrow technlc~;. channels: ae ·,f ' 

. In technological terms, an lndlvfduars social WOrth Is prOf>ortlonal to his "pro-
, -i;. > - , ~ ~ t« 

ductlve capacity In a competitive labor market."87 The produ'ct1on norms dictated 
f,. ~: , ~-~. ; 

by the goal of profitability often conflict with spontaneity and personal creativity. 

lndtvldual participation In the technological society Is tolerated only according to 
< .-..1 

the degree of an lndlvlduars subordination to the search for ef'llctency; only that• 
· .. <. 

· which Is controllable is allowed to remain In man. Kemeny suggests that we may 
..... - ·. " ,.; .,._ 

have to accommodate the computer systems that will play an Increasingly major 
. . - ,,_ ~· "''~ 

role In our lives; 88 whatever cannot be adapted wtl1 be etlm~~t~d. 

I have already mentioned that life in modern society la formulated as a sue-

Sons. 1972), pp. 11, 18. 
34Abbe Mowshowltz, The Conquest of Wiii: /fJfortnlJl..IOfl P_rocesslng In. Human 

Affairs (USA: Addison-Wesley Publishing CoinPany, '1918'j, p. ·2te. 
35Aoszak, p. 633. 

36 Winner, p. 127. 
87 Mowshowltz, p. 25o. In reference to the efnPh4Sta on the ecOllOIDls:. ,value 

of people, consider the following: •eut where human lives are at stake, and pf¥tteu­
larly when these l*>Ple haWt paid for thtltr. ~rlllpertatlMt, • CllMiderabty higher 
degree of safety Is required.• Thompson, p. i e1.· 

38 Kemeny, op.cit. 
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cession of. problems to be solved. Humans are viewed as problem solvers only, and 

are encouraged to resist sloppy human reason and Intuition In favor of the artificial 

reasoning of machines. Mazllsh urges us to see man's nature as being continuous 

with his tools and machines. 89 People become Interchangeable as they grow 

Increasingly alienated from their work and from other people. Technological reduc-

tlonlsm can have nothing but an erosive effect on the self Image of people. 

It Is not only the · human being, but the entire human experience which Is 

viewed from a reductionist viewpoint. Ethical and moral traditions that are not cost 

effective become obsolete; beauty becomes that which Is well adapted to use. 

"The virtues .of slow Information processing and labor done at a leisurely pace have· 

long since been sacrificed to the norms of work appropriate to the electronic exem-

plar. The Idea that a task Is something to be pondered or even savored Is entirely 

foreign to this mode of actlvtty.1140 

In order to accept a perception of life limited by technique, "humanity ••. 

has or wlll soon have transferred all Its attention to one aspect of Its being - It 

has sacrificed emotion for rational thought. 041 Thus, Herbert Simon Identifies our 

most challenging problem, 0 the scientific problem of our age - how to understand 

ourselves more deeply.1142 In Identifying Interpersonal understanding as a scientific 

problem, Simon Is severely limiting the role of human beings In the most human 

endeavor of all - understanding ourselves. As EHul wrote, "men do not need to 

39eruce Mazlish, "The Fourth Discontinuity," In J. Mack Adams and Douglas 
H. Haden, Social Effects of Computer Use and Misuse (New York: John Wiley & 
Sons, 1 976). 

40 Winner, p. 205. 
41 C. C. Gottlieb and A. Borodin, Soc/al Issues In Computing (New Vork: 

Academic Press, 1973), p. 265. 

42shenker, quoting Simon. 
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understand each other in order to carry out the most important endeavors of our 

times. 1143 

43 Ellul, p. 1 32. 
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Chapter 5: Results of lncomprehenslbl• Systems 

• • • technique, as a result .of the perfection of means which it 
has placed at the disposal of modem man, has effectively 
suppressed the respite of. time indiepenuble W 'the· ftl)'th81 Of 
life; between desire and the satisfaction of desire there Is no 
longer the duration whiGh Is neceuary- .fer ,,.... _.ce and 
examination. There Is no longer respite for reflecting or choos­
Jng or adapting °'19Self, or for ac""9:. Of,.whlng or pUIUng-.one­
self together. The rule of llfe Is: No sooner said than done. 
Ufe hu become a rtteec.ouree C081POMd cl hlat•~ varla· 
tlons of the universe~ a succession of objective events which 
drag us along and lead us a,st.ray wf1h1Mtt pywlMoa atfwdlng us 
the rosslblllty of standing apart, taking Stock, and ceasing to 
act. 

Jacques Ellul 

The use. of computer systems, many of which are mcomprehenslble to the 

people who wor1c with them,· Is ftrmly established In today's society, so It Is not 

surprising that these systems have had significant Impacts on our society of users. 

I have already examined a variety of factors that help explain why, In many cases, 

· these impacts are undesirable and unanticipated. For example, consider the follow-

Ing points: first, our motivations for using computer systems are often not related to 

the nature of the problem at hand, and second, our perception of problems Is fre-

quently distorted by a pre-determined bias in favor of technological solutions. 

In the previou' chapter, I discussed some characteristics of a technological 

society; In this chapter, I will narrow that discussion to a consideration of some of 

the effects of the widespread presence of large computer systems. Some of these 
.. 

effects have ~lready been explored In my discussion of the sources of 

Incomprehensible systems; this Is appropriate because technological systems often 

nurture attitudes and create conditions which support their continued use and 

expansion. Thus, certain Issues I have prevlously e~amlned - for Instance, 

1 Jacques Ellul, The Technological Society (New York: Vintage Books, 1964). 
pp. 329-330. 
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autonomous technology, pro-technology biases, and the maintenance of what Is 

often only an Hluslon of complexity In computer systems - are factors which both 

lead to the generation -and use· ofc0empUUtr -.YiteM8, :and result•frollt eur continued 
t -~.' ._ t :. - ~. 

myriad of teChnoloffes, computers·· occupy a· untqUely . .-.· 11\ap1Jing 'PQBltton. This 

chapter Is an examination Of Mm• dtfllltQlt '1deattoM,.,._ct.W'C)uf OfOWIRg use of 

, •. ,-' >·. 

made with the aid of computers. 

6. 1: Rationality 
\. 

Sclentlftc explanations derive both their power and their limitedness from the 
~' '> • r ._', • ~.< - :: ~l ;", ..0 ";" ;• 

method of abstraction and slmpltflcatlon by which science proceeds. The sclentlftc 

method Is tremendously useful, but In llmlted ways; only Information which Is, In 
-;;:~~~ ~ ... - ., ... ,:Jr 

Kemeny's words, "scientlftcally testable, • 2 can be utiffzed In the construction of 

scientific experiments, models, and theories. Such Information constitutes only one 
.'i 

small aspect - the sclentiflcally quantHlable aspect - of the world. Real life sltua-

tlons are characterized by an extreme richness of knowledge, much of which Is 
- ,.:;,;_';.: . ., .... ,: ' 1· .·· 

"unscientific• and hence essentially unsuited for technical manipulation. Just as 

the reach for technological omnipotence continues to require the reduction of 

human beings to that which technology can explain and control, so the manlfesta-

tion of power that we attribute to computer technology has necessitated the 

reduction of problems to those with which a computer can deal. 

One key to the seemingly universal appllcablUty of computer systems as 

2John Kemeny, Man and the Computer (New York: Charles Scribner's Sons, 
1972), p. 11. 
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solutions to problems Is that before the appllcatlon Of computers, the problem 

domain Is llmited by being •ratlonallzed.11 Problems must be made suftlclently expll· 

cit for Interpretation by a computer system; to computerize often means first to 

rationalize. In many cases, It Is this Initial organlzatlonal effort, and not any com­

puter system at all, that serves as the solution to the problem. Moreover, If the 

large expenditures of time, effort, and money needed to set up a large computer 

system result In a colossal f allure, this fallura Is usually not" linked to the question-

able appropriateness of using computers In the ftrst place; Instead, a new problem 

Is formed - that of the ln8u111$1ency of the logAc:.ai . cpmposltlo,n of the problem area 

(this new •problem," in turn, may be deemed suitabl$ f0r computerization). For 
.. 

Instance, In writing of existing failures In the use Of computers In conjunction with 

medical practice, Abbe Mowshowltz states that "the promise Is enormous, but much 

depends on rationalizing the organization of health-care services. • 8 The successful 

computerization of health care services depends more· directly on the human e11'ort 

of organizing the fleld than on the secondary step of bringing In computers. 

The dangers of excessive ratlonallzatlon derive from the lack of consldera· 

tion for values which do not seem quantlftable, and the consequent 1088 of lnforma-

tion in a purely rational planning or decision making process. The llmltlng rationality 

that computer systems demand encourages us to disregard the most diftk:ult - that 

Is, non-computable - aapeets of a pr~.· \fY.41~alolPI· ellPhaslzes the fact that 

computers process only Information, not meanlngs.4 Technique r~qulres that certain 

aspects of problems be lgnottWI; and 8Ven more slontftcbtty,' determines which 

3Mowshbwltz, The COl'iquest of Will: lnf.oriwatHHt Proceulng In HUtfllll1 Affairs 
(USA: Addison-Wesley PubUshlng Company, 197&}, p. 128. · 

4w81mnbaum, "Once More: TJJe Com,,uter Revel~"' ·1n Tfle Computer Age: 
A Twenf.y:_Year'fllew, ed. by Mlchaef~t. ·oertouzoa·*'tct-Joef Moses ·ccamtn1dge, MA: 
The MIT Press, in press). 
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problems are to be serloualy considered. " . . • we have permitted technoloalcal 

metaphors to so thoroughly Invade our thought processes that we have finally abdj.. 

cated to technology the very duty to formulate queat1ona.N6 
. . 

6.2: B,ellevlng Computers 

our lnablllty to comprehend many existing computer systems means that we 

must rely on the correctnesa of the systems; we have allowed such systems to 

become Indispensable to us. 

We can't count on making such complex computations manually 
when we know that: an ~ ·wllf -uae * 00:i11pliltar. 'So we lllUSt 
rely. on a computer for speed, which makes our decisions totally 
dependant upon ·bath ·tfMI avillhititllty anif'the 1dlracy ·of the 
computer when rapid decisions have to J>e made •.. 

The obvious risk Is that of the Increased Impact ~f s~stem errors as we Increase 
,, 

our dependance on computer systems. 

Today, the population In general does not understand technological forces, 

but Is kept submissive and content with the wide range of services offered. 

Different groups, such as business managers~ must depend on the output of compu-

terized information systems, although they do not have the time to supervise the 

collection of data or to satisfy themselves as to the rellabHlty of their computer 

systems (nor are they encouraged to do so). 

• • • how utterly dependant we have become on our electronic 
auperwtools, ·HOW en9fttfal wa t.aw:'·perltltte~ -. to ~ 
not that they were needed In the ftrst place. 

: i >~ • 

6wetnnbaum, •0n the Impact of the Cc>mpulttf' .on Society.,• SclfJ(ICe, 176 
(May 12, 1 972), p. 622. 

8HDwm'd Thompson, Joint Man/Machine Decl$1.on• (Cleve~ Ohlo: Sys-
tems Procedures Assoc., 1 986), P• 4Q. · . · . · , 

1 
; 

7 Welzenbaull, ~Humeri Choice Jn. the .l~tic .. ·of the-M~.• Lec­
twe preeflf1t4Mt ~ .tAa tflPS Conference cm "Hunuan Cllolc. ancl Colnput•ra.!' Vielma, 
Austria, In June, 1 979. · · · 
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The issue of dependance takes on a special meaning In relation to 

lncomprehenslbUlty. We have already seen that large computer systems are too 

complicated for anyone to directly monitor their operation. Thus, our day-to-day 

contact with compl.ltars lltUSt proceed largely on the basis of our belief In their 

correctness. When the computer systems we uae .,.. not understandable to us, 

this belief reduces to faith. In a technology that we have. been taught Is too compll-

cated for anyone but a specialist to understand._ We abdicate the responsibility for 

our decision making to a technology that frequently Is not comprehensible, while at 

the same time attempting to maintain a feeling of control. Thus, we assure our-

selves that "these versatile machines have become the galley slaves of capltal­

lsm.118 The real situation. however, Is that our sense of control ls__largely Illusory, 

and that we have been and continue to be largely unjustl'fted In transferring respon­

sibility to computer systems. This was made abund4U1t1Y clear during the Vietnam 

era, when the Chairman of the Joint Chiefs of Staff regretted that "It Is unfortunate 

that we have become slaves to these damned cpmputers.119 

Many people are now making decisions to some extent on the basis of 

potentially unreliable computer generated output. and some of these decisions can 

have vii.&, nonreveralbi., impacts. In some cases, 11 ••• computers can provide not 

only the lnforma.tlon on which decisions are made ,but Q&n them.,elves make deci­

sions. • 1 O At the very least, we must ask what kinds of decisions, If any, computers 

ought to make; we must decide whether the increased risk of error Is worth the 

alleged gain in precision and rationality, If we depend more and more heavUy on 

80,The Computer Society, 11 Time, Vol. 11, No. 8 (February 20, 1978), p. 50. 
g . -

Ibid., p. 46, quoUag Adllllral Thomas Moorer. 
10Herbert Simon, What Computers Mean for Man and Society," Science, 195 

(March 18, 1977), p. 1187. 
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ca.puters; and we must worry that the goals of a computer system on which we 

rely may not be our °""n goals: 

A goal-seeking mechanism will not necessarUy seek our goals 
unless we design rt for. that put'PQ8i; and 'ht';~ ctealgnfng we · 
must for~ee all steps of the process for which It Is designed, 
Instead 61 exerctsfnO''a fentattve for.-ICifit~ wflkm oet*:'iap to a · 
certal11 Point, and can be continued from that on as new 
d1fftcuttretl arise~· "Jbe· pimattMIS ·fiW''ii'Hn tit'ftte8tlfit, oraat aa · 
tlley ,a,re . ~! , ~II ~" e~ty lncreaaed u automlzatlon 
comes Intents full taa•.:i 1 · · ··· · .,.,,, · · · 

Langdon Winner wan1's of 9 the distinct-~. cit ·piji .. adrlft in a vaat'see of 

unkltended consequerice4 •• 12 · 

&.81 Technique and llorallty 13 

It Is to a large extent ttie common perception of' colftputerii; Whlch1 inay nOt 

have much relation to actUal computer ·syatama, that has cMt:eriidned the ·deoree of 

CU' reUance on computer systems and the extent to ~ we mwe· transfeniecl 

tu.an respc>nslbntty to automatic syatema. The hiaue of're8~ can refer to 

different things In relation to comPutet systems; fOr tnatance, 1"8 reapc>nslblltty· of 

people for the propagation. of new systems. tn conslderlno the c0ncept1 of auto­

nomous technology, we saw· that· otbin new aYst .... ate 'eonstructed wfthotJt ._. 

cit or conscious human approval. 1ilot ·only do we ttave•ifioobfe· COlttpreheairdlng ttl9 · 

systems we use, but it Is often dHftcUlt fOr us'ttf' ~ how ancf why I they &N 

c,..ted. 

11Norbert Wiener, God and Go/em, Inc. (Cambridge, MA: The MIT Prass, 
11177), p . . 63. • ~ ~ ~o 

12Langdon Winner, Autonomous Technology (Cambridge, MA: The MIT Press, 
1977), p. 89. 

13•Techntque never observes th• dlsUnctaon~ &e~n ~moral 'and Immoral 
use. It tends, on the contrary, to oreate•·~-~·tac~l-morall-
ty.• Ellul, p. 97. . 
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Moira Is at work here - a fate that employs the free act\04' of 
men to bring about ends that carrY an. 4rot1HI of fl&jl8Salty. 

T'1e modern emphasis on a sclentiftc analy,ala of behavior uodermines personal 

autonomy by placing control of human acttoms in ttie. environment. Reep.onsibllity for 

the unbounded Increase In our use of com~~ter systems a&m,;na to fllll only on a 

technology that Is. or so it Is claimed, value free. 

Tectutologlcal elitiam Is a.l the root of much. of the ~d••Pr:ead ,avoidance of 

responsibility for computer systems. We ,,. tflU$Jht that ()Oly Ute. experts can 

know what is best for us; In Kenneth Lauc:ton.~cs wor,ds, ti,•''· ~~s,,be~!' "a denigra­

tion of faith 1n the wisdom. of ordinary citiz~." 16 .loc;reas~j:I .~,n~rall~~tion, which 
. . .. ,,,' •'' - . '. - •"•' 

frequently results from the Introduction of a computer _ system, formalizes agd 

rigidifies the prominence of those. people who C4f1 claiJJ), tg }:ln~wstand computer11~ 

In Soc/a/ Issues In Computing. Go:t,tlleb an~ 8orocifn comspen~ .. on the pQlltlcal power 

of technocrats: because polltlcilU'IS t9''9m&elv8', ~y _hawe no technical exp,rtlse. 

It Is the technologists who deftne the alternatlvea. far .all of ua. 16 
;' :. ,T' ~ • ; ' • ,>-,;, e • .; " ; :: '~~ 

The people who appear to be most directly •c.countaJ>le for complex com­

puter systems - computer scientists and the.· 'reawcb#s· WtJ9 ,dett11inlne the state 

of the art - do not always manifest attitudes that are as ca'utlotd 'or aa humble as 

their Po$itions seem to ~lctate. Joshua .Lederberg. fQr -.XAIJtple, h."8 s..id,_~t there 

Is no difference between the things computer shouJd. not dO and the ~gs people . . . " . - . ' -.- _ _,•; . . --

should not do; the only Important thing Is to be aura the machines do not get out of 

14w1nner, p. 71. 
1 6Kenneth C. Laudon, review of The C~t of Wl(I: /IJ'l«llNJt.J.Qn Pr90*fs&:­

. Ing in Human A'ffalrs. by Abbe Mowshowltz, In Science. 193 (September •. 1976), 
p. 1111. 

16 """' I . c. C. Gottlieb and A. Borodin, SOolaJ hliJtJes ·1w ..,ompattng ,M'11r York: 
Academic Press, 1973), p. 223. 
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control.1 7 It Is not clear whose control Lederberg believes computers are presently 
;;·' . 

subject to; many other peopte beHeve that computers have ·already grown beyond 

the llmlts of our control. StlD others beUeve that some programs themaetvea are 

already exercising control: Herbert Simon says ·Of automatic pro<:ess control sys­

tems that wthelr programs retain control over the ongOlng prOc:eas. • 1 • When ques­

tioned about how far artlftclal lntelUgence systems could gc>; Simon~ with apparent 

disregard for Issues of reaponslbUlty, lncompreheftSlbdtty, reffabftlty, approprtateneas 

of use, etc., replied only that •we•n· 1cnow that w118n we~e· done.• 19 

Since, as we have se·en, a large system has nt; fdentHlable group of 1auth0rs, 

there Is usually no one who feels directly responslble for the output of the systems 

and for decisions which make use of that output. ·Currently. accountabtflty for tfle 

rellabUlty of computer systems Is so vaguely· cfeitned and so well •dtstribute~ that 

It Is fundamentally nonexistent. This is so despite the ·fact that many people are 

concerned about our tendency to aUOw computer syatema to become ultlmate 

authorities which require little justification. 

If the activities carried out by computers cannot be readily 
monitored and guided by peopa., and If human processing of 
Information cannot be euny lntenftbted with· CCJlllf)Uter ·process­
ing, c°'lf>uters tend to become unct)aUengeabl~ author­
ities ... 

Recall the discussion of theory of behavior In Chapter 2, where I noted that 

comprehensible systems are Hkely to be founded on well understood theoretlcaf 

1 7 Lee Dembart, "Experts Argue Whether Computers Could Reason, and If 
They Should," New Yor/f. Times, May 8, 1977, p. 34. 

18Herbert Simon, •What Computers Mean for· ·Man and Society," Science, 
195 (March 18, 1977), p. 1187. 

19/bld. 
20Robert Feno, .·-on the Social Role ot Computer ConnRunications, • Proceed­

ings of the IEEE, 80, No. 11 (November, 1972), p. 1261. 
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bases, so that they serve as models of a theory and not as unquestionable author!-

ties. In the case of Incomprehensible systems, we have noted that there Is fre-

quently no well based theory of use; the. system Itself Is the theory of Its use. 

Thus, whoever doubts the system finds himself In conftlct not with a theory but with 

an enormous, incomprehensible programming patchwork. Nevertheless, some people 

have gone to the extreme of advocating that computers be held responsible for 

themselves; Howard Thompson believes In letting the machine be responsible for Its 

share of the decision making load In joint man/machine decisions. 21 The question I 

must· ask Is what meaning could machine responslblllty possibly have In a human 

world? 

The habit of speech, and It surely reflects ·a habit of thought, 
that makes instruments responsible for events, leads directly to 
speaking and thinking of science and technology as autonomous 
forces and to the Idea of technological lnevltablllty. It leads 
finally to the proposition that man Is, after all, Impotent to strug­
gle with powerful Impersonal agencies of his own making over 
which he has lost control, and that he Is therefore Jus~d In 
abdicating responslblllty for the consequences of .his acts. 

2 1Thompson, pp. 27-28. 

22 Joseph Weizenbaum, "Controversies and Responslbllltles," Dat.amat.lon (No­
vember 16, 1979), p. 1 73. 
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Chapter 8: What to Do About lncomprehenalble Systems 

We must return to the human center. We must challenge this 
authoritarian system that has given to an underdlmensloned 
Ideology· and t&Qhnology the authorlty .. thatb~ to th9 human 
personality. I repeat: life cannot be delegated. 

Lewis Mumford 

I would like to end my discussion of Incomprehensible computer systems on a 

relatively positive note; In this ftnal chapter, I consider su~ed means of dealing 

with the existence of tncomp1;ehenslble systems. .The Qh~ter begins with a dis-

cusslon of program verlftcatlon techniques that is m,ore technical than that encoun-

tared in the rest of this thesis. Even in this area of fortnal study, many of the 

diftk;ult problems are not technical ones and cannot be solved solely by studying 

computer programs: for example, the problem of how to specify what a program Is 

supposed to do. This chapter, like previous ones, expands from a program-oriented 

viewpoint (which In this instance verification studies exemplify) to one concerned 

primarily with systems (both technical and eoclal). 

It should be noted that the following d'8cU$sJon p,_rtalpa even to comprehen-

slble computer systems; In fact, to all modern tedJOQloglcal ayatems. Examination 

of wen understood systems wHI. ;enerally. revw ~t many of the programming 

techniques described below were used, per~ In. ~ed forms, In the construe-

tlon of the systems. However, evidence ~f th• ethical "techniques" which are dis-

cussed In the latter part of this chapter (crlt;I~. of technqlOQy. acceptance of 

Individual responsibility, and humanization of technologlqal systems) is harder to 

find, even in systems that we might not 14lbel te<;hnlcally incomprehenslble. Deal-

lngs with systems that are Incomprehensible do raise unique ethical problems, 

~Lewis Mumford, "Authoritarian and Democratic Tachnlcs," In Technology and 
Culture, ed. by Melvin Kranzberg and William H. Davenport (New York: Schocken 
Books, 1 972), p. 58 
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because It Is In these Interactions that the nec84Slty of trustlJlg computers Is lmplJ­

clt, and our vulnerabltlty Is greatest. 

We already know that incolnprenenaiblnty In cOlhpUter syatema can be manl-

tested in many ways. A social form of tectmologlcat 1ncofftPt'9henslbHtty ts reflected 

by th1t pervasive sense that most people have of not occupying a meaningful posi-

tion ·m modern technological socte'ty. for the ·fil08t ~ •. we. do not. und&Ntahct how 

our technologlcal syttema operate - we do not knOw'hOW to crtttetze technOIC>W, 

how to judge the . extent to which W& shoukf ffPettd ·on It, etc. tt Is ·espeolany 

because of these soclal eft'ects- of ·tncomprettenSlblllty that We feet· ne control over 

the use and expansion of computer. technofOOY and are- unwtfflng to assume respon-

slbntty for It; ·1t Is these Issues ttiat are ·addreand" 1n the seeond ft8lf of tNs 

chapter. 

8.1: Program Verification 

Verification has proved to be a dftftct.ilt term to aatlshlctortly define, largely . 

because of the ftuman ·fltctcWs tnvoived,· tltat In the eretdlort ·Of· the progteftls which 

are to be · vertfted (programa carry With ttli'nr.· their pleorammers• Intentions, which 

are often unclear), and then· 1n tht!l'"lnterpretatfort of ·the 'proof of eorrectness (we 

want to be· able to •trusf'• p~ms, l>Ut we each have dlft'erent criteria for believ­

ing a correctness proof). one suggeated · de1lnttlon I* ttie fbllowtng: program 

verlftcatlon Is that branch of computet seleneti'Wftoie pl fa to cestabllah .. whether 

a [given] program performs Its Intended task.•~ What reMaln· un*"8wered are the 

questions of What does It mean io talk 8bout· the Intentions of a programming task, 

2earbara H. Llskov and Valdls Berzins, "An Appraisal of Program 
Specifications, .. MfT Laboratory for Computer Science CSG·Mamo 14t (July, 1976), 
~~ . 
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and what does the assurance offered by a· verification proof buy us? 

The need for a dlsclpllne like program verification springs from two conditions 

that have existed for some time: C 1) professional dislike for flaws In finished pro-

ducts (In this case, computer programs), and (2) Increased dependance on pro-

· grams that can have extremely destructive effects. On the one hand, there Is a 

desire for certainty that has led us to mathematical formalism for· a certification of 

·program correctness. On the ·other hand (and more Importantly), now that we have 

created computer systems that affect vital areu of our lives, we are beginning to 

wonder how we can depend· upon the Information that we get from computers. 

Because "even minor .errors [let alone grossly misconceived •designs"] can have 

serious consequences and be costly to fix. •8 the rOte of verlftCatlon ln Increasing 

our trust In computer systems Is both methodologically and ethically Important. In 

terms of both physical and aoclal costs, we cannot afford to trust unreliable com-

puter software. 

It Is important that the reader recognlze the Inherent limltatlons of the 

verification ·approach to computer systems, before launching Into the following dis­

cussion. Verification studies are directed toward computer programs. Verification 

researchers are committed to elimlnatlng th~ relatively low level, technical form of 

Incomprehensibility that is characterized by program errors. Recall from the flrst 

pages of this thesis that It Is the Incomprehensibility of systems with which I am 

primarily concerned; . this Is a much more subtle dlftlculty, than that ~dressed by 

work In th.a. field of program verification (In fact, as l have tr1-d to explain, It Is not 

a technical Issue at all). Although there Is a significant role that verification proofs 

3 susan L Gerhart and Lawrence Yelowltz. "Observations of Falllbllity In Ap­
plications of Modern Programming Methodologies," IE££ Transactions on Software En-
gineering, Vol. SE-2, No. 3 (September, 1976), p. 195. · · 
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can fulfUI, extrapolation from a proof of correctness to a meaningful statement 

about the comprehensibility of a system (and hence about the appropriateness of 
~ , . - . ·- : ' ; ' 

trusting that system) la, at best, unjustified. 

8. 1. 1 : Automatic Verification 

The most wldespr_ead basis for verifying programs la the method of lntermedl-
__ , ' ., . . ··~·'--~~ i ~-:· -.. - . c 

ate assertions. Tags are placed at key points throughout a program (e.g., loops), 
- -~ - i.. .. - f - ~ • i._ -

Indicating the state that the program Is supposed to be In whenever It passes 
' • • ~ ' • ·• : - • • • '. 1 

each point at execution time. The central Idea Is that an loops In a program . must 
- - ~ ; . " -~ . ' t ; - ~ .r . : ~ -~ -··' -. 

be "broken"; I.e.,. it must not be possible to do (I. loop ltera_tlon without going 
!.:,-_. • -,~; • - - ' ! - ,·•;-· : -~-- ;·'.~~ :: .... ,'-~ -...• ':~.·-, .-~-

through a tag. The lnterinedlate ass,.rtlons may relate. values of program variables 
- . . . . ,• . . ,,, . ·.· . , : . .. . ' :~ ',i' .. : " . '.$;; - ;. - • ;. • ..:::: .. . 

at Intermediate points to Initial values or ~o ultimate values. The program 
~ - ~:: -_, -; "'. - ' ;,.. . ~. --

speclftcatlons for the Initial state form the ftrst assertion, and the deslre_d output 
-~. ~ - _· ~,- _._ ~ . - - . -~~< .. : ,___ :.: __ :~·:·:-~ .. '--, __ , ... ,_ij- ;~'::.:iS .. ::\:._ ~.ii :}.-_ .. __ , ".:~---·~'" 

conditions form the ftnal assertion. A proof of program correctness Is divided ln_to a 

number of smaller proofs that a program com1r!9 from asa~ n wlll always satisfy 

the conditions of assertion n+ 1. The combination of these Intermediate proofs 
': 1: '. . '--• ·' . ·":. - J:. •. -~ ! ' ; ' -, ! ~ ~ { : :;.:,,. 

establishes the partial correctness of the entlr~ program. 
·-: _; --:--. -;~ ~- - ... ,- • ·- .--"~j~": -~~ ~ ,-_,,, .. _~ 

Automatic methods of program veriftcatlon ~enter around the mechanization 
· · · -.... ·- · · ·· -"""}~:· ~-.: -. , ~1 ! ·•:: , - - ; = ~~~ r. 

through the use of automatic theorem-proving programs •. 
' ·~ - - , • • • - ' ._ : • ~:- • 1-

Tl)e Inductive assertion m~thod reduces program c;orrectness to 
a •ftnite set. Of fthtte .,.,,,.~: A pffif#l1rFPiifh lltirti'WtttfrltPthftlat· ':• 
assertion, continues. with executable code, and terminates with 
l! tlnaf useftlon. .f'or nch· •roor~··plifft; tftMti;ltJ =•· tdj~fof.· 
mula called a wrlflcat.lon condition. · ·· 

; . '. :!;; ._: 

The first quest Is for a system that would automatically generate the verification 

4een Wegbrelt, •constructive Mefhochi·'tn'Prbgrmn :veffllCatton,• ·xer~x Palo 
Alto Research Center (December, 1978), p. 8. · - ··· · 
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conditions. Once that Is done, the proof of the correctness of a program reduces 

to a proof of a theorem In the ftrst-order predicate calculus (higher-order systems 

are also being examined, but less effort la being devoted to them). The theorem 
-· . ·~; . . ' 

establishes the partial correctness of a program, so a separate termination proof Is 

· required (In most discussions of program verlftcatlon, It Is deemed .easier to divide a 

total correctness proof Into two proofs, one of partial c0rrectness - or correctness 

assuming termination - and one of termination)·. - : · Accardlng - to this view, a 

verification system consists of a verification condition generator and a theorem 

prover. In practice, the step of proving that the'~erlflcattan c0nditlons are true 

has constituted the bulk of work in this area. The preHmlnary step of ftndlng 

appropriate Intermediate assertions Is still too Im .. unders~ .to -be automated. 

There are a variety of problems, both technical and social, facing' research-

ers In the field of automatic program verification. Some of the technical dlfllcultles 

may only require further study to be overcome, but some ·· of · the constraints 

Imposed by less formal problems may ~epreaent tntierent ~obstacles to the success 

of verification proofs in Increasing our trust In co~puter programs. Significant 
' .. _ ~;~ _.- ~ -

dlfllcultles that are currently being addressed tn'Clude the fOuoWlng: 

-: .. ~' - , ... ~ . . "'-_ 

• It is the hope of verification researchers that the verification of a compu-

tation Is much easier than the original ~putatlon. ~~~er,: ~~e const~alnts place 

a heavy burden on any ver111cat1on system. A~ a given syste.;. may be able 

to verify a large class of programs, "we are more Interested In what the theorenl­

prover can do in •reasonable~ tlme.06 Thus, ~v~n a comPlete verification system 

would not necessarily satisfy the practical time limits that It would have tO be sub-
- . 

ject to. Contemporary systems tend to 11Ciunder- on CGMP1ex~ ,programs· which are 

6 eernard Elspas, et. al., 11An Assessment of.Techniques for Proving Programs 
Correct, 11 Computing surveys, Vol. 4, No. 2 (June, 1972), p. 127. 
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founded on deep theorems, because the search space Is Increased to a point 

where a proof cannot be generated In a tolerable ~ngth of time (and, even when It 
,,- .- - i ~ 

ls gen•rated, It Is prohlbltlvely long and complicated). •we simply do not yet see 

how to prove programs are correct Jn any reasonably short manner at the present 
.., .. - . 

tlme.•6 

• Until now, verlftcatton proofs have dealt with relatively simple cases (highly 
~ : 

restricted pr9gramming languages_ and Ideal machines), and are not yet up to the 
~. ~ -- - • - • 0 ~ ._ 

level of compllcated programs,. where they would be useful. Some relevant techni­

cal Issues that are acknowledged as problems but have not been satisfactorily 
- - - ' - '. . -

solved yet are Indeterminacy, parallelism, exception errors (e.g., overflow and 
.-,•:. .-: , -

underflow), and side-effects of a gi.ven pr09rammlng language. . . . : . -. - , ' ' . ~ ': - ---

In addition, there Is the dlftlculty of run-time errors and of specifying "the 
. - - -· ;:~~~- . '},' } 

behavior of a program when an error Is detected during exec,utton. " 7 Researchers 
• ?~-:; 

In program reliability attempt . to anticipate a range of possible execution errors 
-. . . - -- ---~ . - ...... ,, --~--:·~~- -

ahead of execution time, so that error-handling measures can: be Included In the orl-
- -.~,,~·~ .. :~" y;rfn ~~1"[--~~fi_L~ ~-.- ~ ;,_,.~.,.-~ _ -. 

glnal design of the prog.ram. According to the phJloaophy underlying reliability work, 

errors are not necessarily eHmlnated, but they are anticipated and dealt with In 
~ .... ' ' ,_ . 

. r. 

understandable, acQeptable, reliable ways • 
. , , ~ - ' ~ -- ' . . ~ - ~ -

e_ ~e compu~er scientists are concerned aboUt the believability of proofs, 
- . - ~ ''--:" •·· '·: ~ .... - - . ~". - . ' ._-;::. . ::- ' . : ·"' - . . ' ' ' . 

a crltelion that would not be well satlafted by a system that receives a program 
• • ~ ~ ' - • • ; -- ' ' • c ;-·· ' _, ·< {; ~ -c ~ ,--: ... - • 

whose por_rectne~ It Is to establish as input and outputs a .huge proof that Is even 
:.d'.f'" 

less comprehensible than was the orlg1!1.a. program. A verlftcatlon system•s 
. . . ' - ... ·':, 

·-1. ~ 

6James Joyce, "Human Factors In Software Engineering,• In The First West 
·Coast-. Cofnputar .. F.,eJrfll.,,CtM/erence; Prooeefllnp;,· •4-'.-Y>,19h"hC. W.,,", Jr. (Palo 
Alto, CA: Computer Faire, 1977), p. 61. 

7 Uakov and BerBna. p. 18. 
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response of 11QED'' Is not very meanlngtul If programmers have no reason to trust 

the system. One primary tunctlon of a proof of correctness· Is 11to dramatically 

Increase one's conftdence In the correct tunctlonlng of a particular piece of 

sottware, 08 but before this can be accompUshed,· corifldence in the proof process 

itself must be established. At. worst, a compltcated verification system could con­

stitute an additional layer of. lncomprehenslbllaty between a computer prosarain and 

Its users. 

DeMUlo, et. al., . convlnclngly argue that mathematical proofs come to be 

believed because of the· existence of a social network In ·wt.l~h proofs are widely 

read, refereed, published; reviewed, discussed, and ttndy~. Internalized, para­

phrased, and used. 9 Although the motlvatlol1s behind mathematical proofs and pro­

gram verification proofs. are dlft'erent, the concept of' beltevablllty Is related slmllarly 

to both. Even a. "~ect0 proof wUI not be U..d ff It Is not believed (belief here Is 

defined in the social sens~ that DeMlllo, et. al., discuss):· and DeMlllo, et. tJJ. do not 

believe that a social. p~eas In comp~ter' sct~'.~n~~ to 'that in mathematics 

Is yet well developed. They also remind U8 that ~the d8ci~ to consider a 'proof 
' ' •·· .)-" '.;. ~ ) .·' ·"~~ ·.'-·~~··~.,_r:_, ,-, ' ·' . ·. ·T 

in detail Is often inftuenced by some silghtty ··.rr.atlonal Coricem ..:. ''tlow c:ioas the 

problem fee/T1110 and urge us to strtv~ f~:~ihe st;pH~ltY 'tli•t characterizes the 

most Important mathematical theorems and proofs. Ftnall)t, since any proof, no 

matter how formal, can be ·,~terpreted··;r.--'di.f~rent ·wa~i'~by d~rerit peo&)le, we 

should be aware that, In a practical sense, ..-. · derfva&ii-1 of a theorem or a 

8 Richard A. OeMHlo, Richard S. Upton, and Alan J. Perli',' 118ociat Processes 
and Proefs of Theoi._ and Pr<>9f"ams," Y.•Je Unlytt,r,~ 9f,, pQl!'P.uter:. Science 
Research Repqrt •a2 (1978). p. 1. -

9 ' Ibid., pp. 6-9. 
10 Ibid., p. 10. 
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verification of a proof [can have] only probablllatlc valldlty.'" 11 The classical view 

of Judging things In a strictly dualistic fashion. Is not appllcabte to verification 

proofs of computer programs. We must be wise enough to recognize the margin of 
. ~ - ; ' . 

error In any assessment of program correctness, and to require "another view of 
- . •,"'' 

'reliable design' . . • that more fully exptolts the social mechanisms" 12 to comple-

ment the '!lew taken by verification studies. 

• Computer systems are dynamic entitles that may be vaguely specified. 

The foundations of modem "software systems are large programs with 

specifications and related documentation much larger than their code. More tmpor-
: , .•. ~.~- ' - - - - . - ' .. : _·.~:. -

tantly, when specifying a system It Is often Impossible to sta,te precisely what Is to 
·'-"" .; .T:.-. :.-,,, - • 

be done. Typically. some claims are made about ,what ~ust Jlappen and others 
--! 

describe desirable but less crucial behavior." 13 In practice, specifications change 
~ ' - ·'·~ ~ '> ' -l '\ 

and grow as a programming project progresses, r'ftectlng a restructuring of the ori-
- . ' - ' -: ' -. : -. ~-. -:. ·", -·-~ .. "; ~-···, :;~· ~- ~lt_" 

glnal purpose of the _system and the original perception of. the problem domain. The 
' . - ' - • -.. :"" .-:;:.· . ~ ~"~}-~. _, ; ' ·:~ :-;~..t .. ~. < : - ~ .. -· ' • ' 

evolution of ·a system to meet the new criteria Is usually not wen controlled. "The 
• ~ • • .,, ; 0 ~ ; C ' < ;• • • ~ • • • ~ _,;: < '~--- " -,~ ,,:_.;£;:; :· ,• C"~ •': : .,.;.; ":4 T' • 

Incompleteness and Imprecision of the spectftcatlons for systems makes rigorous 
- ,_ ~:- .-_-:;·, ~(· ~.--·:·:·~; :;!!_;~-~·- -_,' 

verification dlfftcult ~nd the lmper~nence of the spect11cat1ons reduces the 
., ')."; f:',• 

• The Interface between .,i automatic ver111catl?1 system and a programmer 
~ ' ... , ~· ·~.' - :~ .. -?;::. ·' ... :."-~:~;-: :1~- ,=, , 

must remain lnforlllal. What cannot be completely formallZed In this interface Is the 
....... ' -, . . ··' .. - ·. :-·: ~-·-"':::--.~--, :'-:-··':·t:~:· (;;•\ ·~,::-• 

purpose of the program, an lnfQ111181, often unstated crlteric>n. •. • • It becomes 

11 Gerhart end Yelowltz. p. 205. 

12 Ibid., 1l. 1 97. · 
13chartes Rlcfi, ROWard E. Shrdbe, and Rk~harc:f ~. Wateris, •computer Aided 

Evolutionary Design for Software .Engineering,• M.'l.T; ~ tntatttgence Labotatoo 
ry A. I. Memo 608 (January, 1979), p. 3. 

141bld. 
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posslbte to formally prove consistency of programs with • • • formal specifications. 

However; the complimentary step of verlfytng that a program speclftcatlon Imple­

ments the underlying concept must necessarily remain lnformal.1116 We are faced 

with the problem of whether or not our specifications are strong enough to express 

our Intentions. The most responsible attitude we can take Is that 11we can never be 

sure that the specifications are correct." 18 With such an attitude, we cannot be 

certain that a program that has been verified to be correct (assuming we achieve 

such results some day) will do what we want It to do, unless we are sure that our 

Intentions have been accurately and completely codified in the program 

specifications. 

In verifying a program, the system assures us that the program 
satisfies the specifications we have provided. It cannot deter­
mine, however, whether those speclftcatlons accuratt"IY reflect 
the. lfltentioos ()f th4t. progr4Q11Rer. Th' ~e~., ,41fter «11 •. exiat 
only In the mind of the programmer, and are Inaccessible to a 
progiain .verlficetion aystem. .. If h.e has ...ca. · an error In 
expressing V'f m, the system has no way of detecting the 
diacr.epancy. . 

Some of the most promising current r~earch in verification deals with ways In 

which a system could O.tect the kind. of c:flsc;r.epancy 1qentk>J)ed above.18 However, 

at least for the time btjllng and particularly In ~ cue of programs with vital 

conse.quences, .an awareness of this 'discrepancy" should play a crucial role In our 

16z:ohar Manna and mchard Wafdlnger, 11An Appraisal of Program 
Specifications," Stanford Al Lab memo AIM-298 (August, 1977), p. 24. 

181bid. ·. . 

17 Gerhart and Yelowltz, p. 205. 
18For example; the notion of a •programmer"s apprentice," which Is •a com­

puter aided design tool which can help a programmer deal with program evolution 
from the Initial design phase right through the continuing maintenance phase." 
Here, the effort is to provide "support during tt¥l proqes~,.Pf d~~elopi_np. code good 
enough to warrant the effort of certification." See Rich, Shrobe, and Waters, "Com­
puter Aided Evolutionary Design for Software Engineering• (quotations are from 
pp. 1-2). 
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decision to depend on a particular computer program. 

8. 1.2: Informal .)larlftcatlon 

What Is urged throughout the fleld of program vertftcatlon Is the realization 
~-'' • ;•o..-::~;; <>·j i ~-""'"' ; • • :! < 

that 8 formallsm should supplement, deftnltely not replace, common sense and _pn:>-
. · .·~ ' ~·;,._,_. "'~·- ,i'°?"'~r~.r~,i. 

grammlng experience.• 1 g Traditional verifying methods, which may all reduce to 
·- .• ·, __ ,·:· - . "" . ;_h 

good programming standards, should be retained, along with a healthy skepticism 
~- ,·' - -~ .:::- , . .-~~ ' •I: =\ i • ,-, 

towards formal proofs of correctness. Intuition or practlcal judgme~t can detect . -~ ~- ~'. .... ::..~ .. .., 

many programming err<>rs· One of the most elementary Insights that comes from a 
": ~;'·""_· .~;-:. - ~,,~. y~;_:-? hr'-;~.i: . ..::~~:;.;..: -~:·.-~· -'>\'.!_-t " -~ -~:o 

parts of the programming process that are best handled with some measure of 
-~-i ,,"'"\;';;, g:_-,·-:, ~-:,:---;__ '--. ;--~-?-'·_; 

Informality~ · 

In the reeftn at< 1nfonftM1 Manual ,,,_Ul'~Mti'l/tlre' \ilbit :ftindamental 
.-_. _ :. :~_- .;· _ ,~~r-· ~~:' .-, ,, ~--.\? ~:-:~ t~;~~= s.~-~-; .,,_~~. ·. 

consideration la a stat..ent of ·-wt.t should' be-}lfOWd'tit'*-'r tf>.i:l)Wtintee that· 
-·:--:: ·. - ·.- . ·-.r?. :;sn:t - ·~- -, · ---.. -· 

program Is correct • . • . • 20 Since program speclftcatloncs are genar-V ·tfii first con-

tact one has with the ldeaa' tfiat wtH1eventlifallybtt emltodlWd·Jn thtt'J>raotam, LlsktW 

and Bentns have'~ tif~'Of~ ~···l'hef;•arouaent 19" 

that the increued' :r1gor Of a fOiimat ..,._. .. ,'Ne ... iictfeeM8rit' mdftO l»'O--

Cif'allllftent on . the meafllrig···Of ·lfte. --~·:~ -:utllitftlilt~""the0~---·11;t·lfie· 

prograqa. the IJk•llhooci. of such ~~ a. -~~f)Y • ._.~,-n..¥8 of the 

specifications, which shoUld he&p·Ulilt ·-ijK. ·nU.nbef~~,.Cf~~c:>f Possn;' lril.Preta-

tlons. 

86. 

1869tb-1 anct Yetowttz· p. 2Q6. · - · · ·.· · 

2f.!1bl.d. 

; ~-' . ' • • .,.'-I· 
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specification language should f acllltate the construction of partial correctness 

· proofs for the Individual modules Into which a program can be composed. This 

proof, combined with requirements for module termination, would CQnstitute a 

verification of th.e program. Llskov and Berzins conclude thelr paper by expressing. 

the current need for proof techniques for· the various specification methbds. 

There are undeniable benefits from :the uaecof formal program specifications; 

for example, the ablllty to decompose proofs ·of program properties, and the ten­

dency of a formal state.ment to bring out Cletiatls that, In an tnfOtmal speclftcatlon, 

might easily remain Incompletely thought out and ~idden, under vague descriptions. 

It is important to note that Increased formality in program specifications can 

decrease, but not eliminate,. the Inherent : ainbsglilty . of the' early stage of develop­

ment of a programming p~oject. The lnform~I nature '(;f m08t ixlsting specft'ftid:tona 

does succeed In presenting the main pofnts In a fasllloi{!hat Is mdrti; Ohderstand­

able to most programmers than formal mathematical statements. 21 Llskov and 

Berzins recognize the role of Informal spectftcatlons as a valuable and necessary 

complement to formal speclftcatlons. Their Ideas can be taken as suggestiOns for 

Improvement In the practice of software enghteerlng. It IS clear that a more 
responsible attitude towards program speclflca'tk>ns shoUid be nurtured, so as to 

eliminate a variety of bad programming.habits (such' as "tile common habit of writing 

the specifications after writlng the prc)gr~~ti-2) arid ' tfte potentially dangeroos 

effects they can lead to. Imprecise, ·b,sety" conceived design ~rtteria :are not lltcely 

to support comprehensible systems. 

21 Moreover - and this point cannot be overe1qphaslz~.d :-: most Of>the pro­
grams that I have been discussing all along are' In a ·~filn ·Where formal 
spedfieationsnare ··llnpeaalble. In ,~constderiAg11jbe: . ....,... cj>f, .4'1t prograo11n1ng appll-
catlons0 one·must q~'bowtnanv ofltlMllt-•• ~· ,,, 1r 

22Llskov and Berzins, p. 3. 
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The method of lntermadl-te assertions, a'1'••dy discussed, Is useful In break-
•. -· , .. "~·.··" ~o- :'" ::·~:~·, ~:-. .-. -, 

Ing up the verification proqeas Into mam~si•~b._. ~, and In alertlnfl the proq~~m.-
- - - - ' - - . - . -- - - . . . -

mer to particular areas of error (for example, the error must be In the code which 
- . : ::.: ·. . ' ~ ~ '' ': ;.__ . .. -~;_., - ' 

coding, lncre~ed lll()t!ularlty ts lm1>9Sed; ~e 0941 Is ~ divide a large system Into a 
.._ - ~ ... - -: : -~·-· _o • ~'- - -,~:.:...jL . - __ ,;· ·-,:"'~· : . ,. . 

num~41,r of a'!'aller,. more m~aqeable, . anc:I. ~flllly _ _. ~~ ~~ally compre"enslble 
' ·- : -; • - • " . -- - - - '• -:--.~ ~ 1. :, "'-l'• t ·'' .. ::. . . . ' 

units. ~lspas, ~ IJ/:• , suqffest ·~e•tJ!lG ~· uaertlr>ns .. p~. to_ ~tlnst the 
~ - ~- - -<' - • - ' - • - - • ~ - : • -

Intent of_~he J,>,f«;>~ram,, ~d, ftqany, writing ,the c;octe, ~tJles_ between the asser-
-. ·> .~{•>., - .·:·',"~''· ·'!'';:_-_!""'~·~:ri·,:·.·- . 

tions.•23 
:_,:; 

the ll'!tW'.l!l~dla~e ~!~ertion approa~h ~eems .,to _hold . 9,!••t .. promlat1 for successful 

prognJm verHJ<:atlon. JJ ha~ . ••ady a~c.ted t.f>e way we write sof1Ware In a poal-
~ ~ · ~>;;r· - • •. ,- ·,:, - • ..;::~~:c:·_]• : ·= .,~· --_'{ -<_;,_··;;;..,..;. ~:.:.. ,,~ :'·; :~;::..' ; .. ·-:·- -, 

tlve manner, by proytdlng anott,_~r ~•thod Qt ey,.luatillg ~· meaning_ of a p~ram or 
. . . . - ' ,_, ,' ,. .... . ' ---· 

program segment. •There Is no doub.t .that ~y, ,P'09'•"8 ~ -~,neftt from an 
• ' • • < " ' > -.,? ' ~ , ~ 

•ttempt to carry out ari lf'formal proof, at le.-t for Ute ~act that such ~proof would 
•• :· - • • ~ ,_ • ' • • ' • < ::.-.:_ •• •• - - : < :-f (- ~:- . ~ - . 

reveal g~ misunderstandings In the tntendec:I ~lgqithm •• 26 
• 

0
0; r . . • .• ~ r-;• :-:;· J· . • · ;.:-i:~ ~~; ;· ~;'~~-,, 

An &}(tttnaion of the. method of int~dlate assertions la w•reft's scheme 
• ---c· - • • - • .,,: ·-- • ~-·-· ··'~ •• - ·~r.· _- __ .. ~ .. , ·. 

of program jus,tl~,~~~-- ~ 1~~~1km ~ ~ ,~}J'rov!~,,!¥~ and a state­

men.t of how the_ path it !N>PH~ to'. ta to be prov•n CQf'.rect. Justlftcations help clar-
: · . . ·:f· . --~.--, ..._·Lr :~r-::..:~····:,.:,~ · .· '_ .. --' ' 

lfy Corfe,Pto~as P,r~fs,, but tbelr real •val~ '~:;~t,, ~~y _ ~,e, ~ ,addl~!I te.xt ,~ 

the program Itself, along with code and correctneu specifications. In effect, the 
. - .· ' :,_ ->~::!.: 

238.;>aa • .et. a/., p. 142. , . 

24, do .-mean to ...,.,_e·tlghtty·wlth .dlftluu~11te 1111ia:oaet~•+belleve 
that they ultimately deteitlilrle''the extr..., lflllltedlleM d plldlefe ~f correotn .... 

26e1apas, et. al., p. 119. 
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programmer who utlUzes this method proves the program correct while coding It. 

Wegbrelt's common sense Ideas are Instructive both In the study of 

verification and in· the futfllment of present programming tasks. In particular, he 

suggests 11shiftlng part of the activity of program verlftcatlon to language design 

• . . and to programming pract/ce1128 and contends that •program correctness Is 

best achieved by expllcltly considering the proof as part of the programming pro­

cess.1127 Wegbrelt calla for a change In the way programmers think about their 

work - an Increased .awareness that rellablllty Is the respo.,.lbfllty of the program- . 

mer. 

Other researchers have cautioned us not to abandon more •mundane• 

methods of program verification In favor of newly developed strategies that ca~ry 

with them the legitimacy of mat~ematlcal formalism. The complex methods that 

researchers may find Interesting are not always practical for programmers• uses. 

·f-.' 

. . 
·, - ' 

The kinds of algorithms that · get 'proved' correct have nothing 
to. do wltll aottwar:e; given a ~-~"8·• y~~ ~- algo­
rithm with a proof of correctness, but which may be· hard to 
.understan" 4'114:. • svalghtf~ard,, ~-~~ ~c~t;,an 
Implementer believes he understands, the complex algorithm 
~.,.._bly·~ ... And.Uls:the~~·~:~~t 
Interesting a~d ha~~21'e moat chance ·of being . aUb jected to the 
8f,>Cio1o9Y of pr-901'. . . .· . ' . .. . ' . 

In a similar spirit, Gerhart and Yelowltz remark that .. • conunon fefitµre of. program 

errors seems to be a "tendency to concentrate more effort on the harder parts 

which require sophisticated techniques and I .... -~, on ~a,,,'~' and easier 

parta.•~9 ~isticatiQn shQutd.~ ~tH"ahadow-~U.U· 

26wegbrett, p. 31. 
271bld. 
28oeMillo, Lipton, and Perils, p. 1 3. 

29Gerhart and Velowitz, p. 205. 
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A variety of good programming practices have evolved that In effect conatl-

tuta Informal efforts to verify software. For Instance, through the years, there has 

been an Increasing -phasla on debugging; now, well developed debugging tools 
' ,.,, . • u, 

are commonplace In lllOSt large programming projects. It Is crucial to note that 
. ~ ' .: ; 

V,:!r111catlon methods that have evolved from lbe practical experiences of program-
, .... - ~__, - - ·, f~ ·, ~ 

mars Involve, ftrst and foremost, an expectation of program e"ors. 
:_ l:_::.i-.-· -,.' ' -· --·< 

It la clear that some common programming habits must be overcome If pro-
- - - ·- ~ "'' - . -

gram verHlcatlon techniques are to take hold, and that considerable effort will be 
.- ~ - ;- ·::f ·, -~ t_ - "" _.-

required to do this successfully. "The methodologies proposed to Increase 

Software rellabllity are stlU In their early staf88 of development. The tasks_ are not 
. . .--~:~: .- - :-· - . ., 

eaally taught or learned • . . • • 3° For Instance, It Is all too often the case that . ' ::,. -- --." ...... --~~--·~>-~ : : -~ -~ -

speclflcatlons and documentation are not regarded as Integral_ parts of a program-
- - • - •': • : - ~ -- < 

ming project; yet, the effort that goes Into these attempts to clearly state what a 
-- ' - r_. - - " - :::--: 

program Is supposed to do Is essential to the success of any verHlcatlon process. 
' "· ; } ~-- .'t' l '- ., -- . -· - . - . l \ 

Without this thou~~ pta~ 8nd docmnent~tlan of 'proQN.IMiilng,: telfable large 
.;- ,~;~; .:.};'_.--..; ~,,·~: 

scale system& "arit ftot' .,..Ible. Until tint' il'j'stlque' lft na-.J>fftilifc'iliahy people's 
-· - .. ·. - - _- .· • --~~ . ·, ; ~~:-:-.: '-I ·,_;.!fl• :~ . 

concepts of Pn>graniffting'imf·unttt sri'oll•Mlll9i"ls ~'to ~;the'ethical (and 
'-!. ., - ,: : ' · .;~ "'·-~~~ :·~,r1•1 ·:,_~ ·• :\"',_~ ·:7>- .~~ ~"-f: '. ;·~:-~1-:~~--·,::.i~;';.~ 

not just the economic) value of dependable aottw8re, ~anr \tttiHlc9tk>n wlll not 

· .... J .. ' , 

of program verlftcatlon. The flrat Is really a lesson 1n humlffty. ·-we·· -emt--weltt 

correctneaa In our programs, but we must settle for renaiJtttY. •81 ' ~t.~~t, Ideal 

90. 

30tbld. 
31 Ibid .. p. 206. 
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notlona of correctness In terma of perfection are not likely to be fulfllled by real 

computer programs; this must be acknowledged In ·the course of making decisions 

aboUt the use of •verified• programs. "We simply must team to live with faHlbll­

lty, •32 and we must team to do so responslbly,'by not treating verl11ed programs as 

perfect progr.ama. 0 
••• In mature engineering disciplines. 'rel/able" never means 

'perfect •.. engineers set probable limits of failure, relying on other design criteria 

to place these limits well above the conditions likely to be encountered In prac­

tice. •88 Current verlftcatlon methods. are best exercised with caution; that ls, with 

an understanding that although they are helpful debugging tools,· they do not 

guarantee corractnea&. 

The second conclusion Is that given a choice between . Informal and automatic 

methods of verification, moderation Is most appr(>prlate. •experience w1th both • . . 

should convince us· that neither type of evidence Is suftlclent and th.at both types 

are necessary. • 34 Verification studies have much to offer In increasing our 

confidence in computer programs, but confidence la bullf up on many levels, and 

different kinds of verification evidence are needed. We come to believe things for 

many reasons; formally structured proofs, Informal, intuitive· explanations, trlal ·•nd 

error, and Insight all play Important roles In Inspiring trust In software. ·The best 

verification "package• Will appeal to as ma~ dlWe~ent channels of knowledge as 

posatble. 

Thirdly, computer scientists should begin to place more emphasis on the ethi­

cal Issues that the use of any \/Ital computer system brings Into play. Software 
f • ~ •• 

reliability Is typically measured by the number of •bugs• encoontered · 1n a period of 

82oeMHlo, Lipton, and Perlis, pp. 1 6-1 7. 
33 Joyce, p. 61. 

341b/d. 
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tlme (•meaq time betwee~ f,aUures 0 or "mean time to recover"). We must decide In 
• . i;-.'E:: .- - v ' - •• ,_ : "! . 

trusted beyond these llmlts, are accaptal)le. At tlmea, wt11 may want to question 
<(' -- • . - - ~ ,.·,: :':.'.> -., -

the basic crtterle. for the use otc-~!lt,~ms In a,.~!", !iP~Uc·~; ~~ _ ~~~ of .. "·.· - - ' ,_. .,_, . ·- ,.- -::- - ·-:· ~ -

vitality of ttta effects of • ay~ans, the" r.a"'~l?_ty .'!! ~· ~ft!<:.~.~ and, the 
• . ·' '.- . - - •. -~ - .• o-.- .-- ';. ·- ~ - , .\,~~ ' ~ - " ·. ~ 

very least.~· d•nJlers of .over~pe~~e ~,-'~:~~r irl~8:~:m~t ~e ·~~~: 

by car•tul .. cons~r•tton of tJ)e ramHl,cations of a _dependant relationahlp t>e&ween ·: __ .,>~~-· ---;. ~--::_ :~:·15 ~~;'::;J~~J(·-r:~ :·: ~-,:<~ --~----~ --~ :_~ ' .;-:--· ; 

Lastly, I would go back to my ftrst words about verification, at the beginning 
~~:.-~.-~:.:-~:;;.:: "--;·· - ~:;~<;<r.:~-: .. 

of,.th~ ••~ ond.st•!~,_,galn.~t.~•.,~-~1~·-~:..of -~~am v_e,~ation 

tund'e~tA¥Y, rn!~~· ~· po1nt. , •n.. ~,P!'e:'~.•orc~t ~~!,ff e~. ~~'!~ ~~,_. mlapla~~d ,us~ 
of ~P~i•r .· sy11tems, as J)4tch ~ _to._~ep -.~. cft111c,ultles. In. the slmll~r 

. ~ - . - _.. .. -. . - ,, _.; '·:,.~!,~' " tU ::~"'~-4-"'.:.-~ 'i~A~:::- .. <~:." ; .':>..i~J •. -· ·~ ~--·' L#\4!;: ·:;~· 

vein,. v•rlftc•tfon ~fs de~ .;J~U! .. ~•:·:~•;;·•~,:.~~ of sys~~ 

lnc.~~.,..lble - program •IJllatakes. • .. 
-- - - -: _.. - .. . . . " ~-: ':::..;' . "':: ~ _- ... 

,; '; -~. 

'.t•WS tJ)Jt }Ne ,4•.aL'!'th~ and to ~~Cf!'!,,~~~--,~~.~ ~ ~- -~ particular. ays-
- ~-·.~·. ·~- - . i ·-I!"""--""'•·, .... ~ ~-·~,...-:><.!>$ --'"'°'t:."'c: ·~ ·}~ -<. -··· • '-J•~:· _;,;,.-_ . -

~'m; progragt_vtt~~~ ~f!'•~~ .. •_ n~~1 ~11=utv.,~L~ '~~t th~~ 

d~-~·~ ~ ~s '18.,,1J;> f~~~-~·\~~ ~~·~:,~i:~-:,~~~~-~-,~~~~e 
to establish a computer system as an autonomoue declalon making entity· that Is 

'!nl ... __ we &Af'ld~~~;• aysJ~ .. ~nd. tr~ ~~~,,!~~et_r.~~ ~or It,~· 
'- .I . - • ~- .- .• >- "- • ..- .•. -~-·~~ 1',,'-"'~" ··~ ~ct,,t,_. ·•/. ,,)~t- :'::'.. •<~-

shoMl~,naaJ.s~,~-t-.~~~~ ~~~~-~}~·, ,,;., 

92. Chapter 6: Wh•t _to Do Aboµt lnqomprehenslble Systems 
• • ' :: .< "'< ••• -. • • 



8.2: Paychologlcal Factors of Programming 

My discussion In the preceding sections of this chapter has focused on the 

mechanical component of computer systems; ·Gerald Weinberg, among others, has 

emphasized nontechnical aspects of systems. The underlying message In his book, 

The Psychology of Computer Programming, Is simple and obVtous but . nonetheless 

underemphaslzed: computer programming Is fundamentalty a human activity, and a 

lack of attention to the psychological aspects of this activity and to the social 

environment In which It takes place can result In the creatl6n of computer program• 

which are undesirable from many viewpoints. 

· Early on, Weinberg acknowledges the lmposslbHlty of writing 11perfect• cc;>m­

puter programs and the need for computer programmers to recognize the Hmltatlons 

of their work: "Thus, there are degrees of meeting speclftcatlons - of 

'working' - and evaluation of programs must take the type of Imperfection Into 

account. 036 The acceptable degree of conformance to formal program 

specifications should be made explicit In the course of· ~sl0nlng a system. . If the 

users of a system are made aware .of the ways In whtch the actual system does 

and does not conform to the proposed speclflcat!Ons of system. behavior. then they 

' 
may make more Informed decisions about their use of, dependence on, and trust In 

computer output. 

One of the main concepts that Weinberg discusses Is that of 11egoless 

programming" - the training of software workers ~to accept their humantfy - thelf 

lnablllty to function like a machine ..:.. and· to valu·~ It ·and Work with others so as to 

keep it under the kind of control needed If programming Is to be successful .•.• 

the problem of the eg<> must be overcome . by 41 . restructuring of the social 

36Gerald Weinberg, The Psychology of Computer Programming (New Vortt: 
Van Nostrand Reinhold Company, 1971 ), p. 19. 
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environment and, through this means, a r~structurlng of the value system of the 
,· ! 

programmers In that environment. • 86 The goal here Is to .debunk stereotypes that 
< ' > - - • : r • •: 

portray computer programmers as solitary workers whose expertise Is best exe~ . . 

clsed In Isolation (or, at least, In Isolation from other people, thoUgh not necess~rtly 

from computers). Weinberg thinks that pr0grammers should not be encouraged to 
0 • ' r •_ ' > ; 'j -.· ' 

lde.".l~lfy th~msetves tqo P8fsona11Y with the programs the~ write, 81 ~Ince this can 
: - . '·. --· :. . 1 ~ !("·;~--J ·l·-: 2:~,:-·· .- ,-,,.~·-· 

dlsc~rag, cooperation between programmers,. particularly In uncovering program 
- . . - •'• • . . - ,; . . ·: ::- • I • -. • • 

programming can result In faster average debugging time, more accurate estimates 
- -·-··,';_.:.···-~·,,.,,_ ··::-~b-r--.-· t;-,·~:,·~~- B-~C~f~ ,·'. __ ·.,_ ;: . ;._ . 

of the pn;>greas of a programming project as the work proceeds, and the generation 
- • • ~ - - - , • • ' - --:- £• _.i ' ::-~, ~ ~-- - • • ., 

of mc>r• reliable software. Weinberg continues to de-emphasize the role of the solt-
-- - - •• - ····-_ ·..:·.~· >-· __ ;_·. ~ .: ~ .. .::·,~~·";: .:::.·.:-~ '•, .:_, ' , •• ' ,' 

tary (and potentially lr:tdispensable) programmer by stressing team Involvement In 
. -: • ::- - - . :- 4- '.. - ., ,.. , ' ~- ' - ~ "'.' - -

~•ttlr1$J ~- . In •d~, he adv~ates selecting ~ers who flt well with.In a 
- .: - - .. ' .,, _:,-. ~.~~-··--_, -- ;_f·'!:;- - . -~_.:·.;: ,, - . 

ahlfting enytronment and are willing to work together. 
- . ~. : . ' . .,. :« . - ' :!,.·: . ~ 

.. It Is clear that Welnberg•s ma~ poln~ Is ~at eft'ective communication 
-- ,.- .,L,;_J( -~' 

between the dlft'eren~ meml;>ers of a p~ammlng project and between. system 
- ' ' .?· -_ . c-.' • 

work.era and U88f8 la necessary If we are to strive for better quallty computer sys-
_ .·_ '~-. -·- - ...-· --. - ' .;" -··-. ' . ·-- ·:.·· .:.;·--'.,_;~-_. . '":-:·L : .. ~->T,. ··; - , . ·; 

t..-s. This key issue Is given relatively 1Qw status In a typical software project. 
"- . "" - ., . · - :. · - ~:·;<·:.fr, ,,-:(:· .. ~"~ ·1 ,_ · _. 

For Instance, documentation ta frequently considered to be among th*!,. least Impor-
t. < --. --~ :-; ~:.-:. ~ 

tant tasks associated with the generation of a new computer system, and certainly 
·~:;--~:-' • • -t- f'":O· ; . ~- •. ·.::t_ -"_"-:"-·" . ::.· .. ~c~; ::.-"'t~ .'-:·" ..... _. .--~;;· , - ~ 

p,erjpheral to the •real" work of designing and Pl'OQfAftllDing the system; Instead, 
";,- -:.·; ,,_·_· .- •• -' - • •· «~ ~- -~ ~ .... E~.~J,.,.1i.:. ;-. : .~t:~,.-.~\-"'·. ·i ~ ·. · 

Welnber9. believe~ that it shout~ be elevated to a profesalonal status of Its own.· 
· . :·,. . ·· . ,., ;-.. .' c"L. . •·;::, <"··· .' '·!··:;! :·:. 

86 Ibid., pp. 66-57. 

87Thla does not mean that programmers' Shoti1d not· accept personal respon­
alblllty for 'their work, bu~ rather that thetr ldentlftcatlon with their· programs shoutd 
be on a profHslonal, and not an overly 81110tioftal.1e_.. 
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As Is the case with most activities Involving hi.Iman beings, "what Is needed In a 

programming project Is slow, careful communlcatton.1188 The social behavior of 

software workers may. need to be modified .to facllltate more productive communlca-

tlon between them. 

8.8:· Modern Programming Practices 

Evidence, taken from existing computer apptlcatlornl, about the quality of 

current software Is atmost uniformly discouraging. Work In comp'-'ter system rellabll-

lty and program verification Is, for the most part, stlll In the research stage of 

development, . and Interest In Improving· programming environments remains primarily 

academic. 

In spite of methodological improvements such as structured 
design and coding, chief. progr.......,. t~eJU. Ol'Hlne program 
development systems, high level languages and data base 
managers ••• ' the deltvered qudtY of\ woe ~ala software, 
whether new or modlfted, remains disgraceful, except where the 
projects or the people involved are apa(>lalw ~en. Per­
vasive cynicism about software Is the justlftable consequence 
of the many sttuatlons where P<>Qr r88Ults. foNpw .»ng de­
lays . . . • Technical panaceas have failed consist~~ In the 
past and promise to do so for the foreaeeable future. n 

Since aoftwara ·maintenance -currently accounts for more than ftfty percent (and 

aometlmes as much as eighty percent) of a typical. data processing budget,40 

there is obviously a strong incentive for the. production of. software that works. 

Why, then, Is the quality of current computer ,software so poor? 

The first ·thing to examine In attempting to answer this question Is the goal 

of software that "works. n Historically, this has been tr._nslat~d to mean nothing 

3 8welnberg, p. 1 09. 

390. H. McNeil, "AdOpting a System Release 1)18clpUne," Detematlon, Vol. 25, 
No. 1 (January, 1979), pp. 111-112. 

40 Ibid., p. 112. 
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more than software that produces a tolerable approximation of the desired outputs. 

The predominant emphasla: on minimizing the cost of computer system generation 

(for Instance, Incentive pay for early completlon) has encouraged the satisfaction 

of the "workablllty11 criterion through means of questionable reHablllty. over-

designing a first Installation of a new system (buHdlng In - perhaps through some 

redundancy in the system - higher levels of ftexlblllty,_ rellablllty, safety, et~. t~an 
; " =·(·".. :tt·': ·.. ,r 

may necessarily be needed, to handle unanticipated dlftlcultles) Is not Immediately 
... ". ,.' . - . ' " . 

'·::>111 ~ 

cost effective. Issues Hke dependability and comprehensiblllty are long term con-
'·. 

earns not directly related to the market value of a system; be~ause of this, com-

puter manufacturers have often opted not to devote much of their energies to the 

refinement of failsafe and failure-proof techniques. FlexlblHty, modltlablllty, and 

malntalnability have been treated as secondary components of quality assurance; 
... ,,, 
'~· , • .. c,- :_ ~ --

primary components ·are ·those tttat rela~ te * ay.tam•a. tllilaediitta perfonnance. 
,·-,"1-· .• , 

The emphasis In a COlllPtlter aysteM projedt ha• always been· on coding the 

system software. Ptoduaitvtty Indices ~ ••--•"'lfi'lea of , code written or 

number of compllable • lllOdulea produced In a given ~ .,,erlo«. Struatured program-

ming, waJk-throughs, and· other modem progr .. nllftg practlcn •• ·encour-aglng evl-

appears thaf the mottfttfftg phlloeopliy . .... attemp'ts. to>OPlfad& the :quality of 

softWare cans for the ; ............. cd '1:e~·:Wlttf.tow. 'OV&rbead ·anct highly 

visible results, without much consideration for their long t•m. value. 

puter programs, not systems as a whole. The achievement of better software must 

96. Chapter 6: What to Do About Incomprehensible Systems 



Involve changes In the operation of computer based organizations (software 

development and maintenance Is a 1na11agement issue, not a purely technical one) 

and In Individual habits (I.e., the development of a software engineering attitude 

and . not merely the use of appropriate coding techniques). The continual change 

that Is the way of life for most of the computer Industry . can be handled In more 

· reliable ways. Software workers can avoid Jncremen~I patchwork on systems In 

production between sched.,aled releases of the system, numa~ can resist ~e 

· pressures to have Jlttte Improvements pasted onto th• current rete•se without 

going through a complete testing cycle, and. users can recognize that they cannot 

demand new syste.m featur•s wlthc>ut paying fqr them With time •nd money.41 The 

common them• In. most current discussions of "the software problem" are the need 

for Improved education, plan~lng, and communlc41pon, Involving managers, data pre> 

ceasing analysts, programmers, operators, .and users. Ultimately, producing batter 

computer systems Is a human problem. "In .the lof't~ run the evolution of quality 

software depends UJ>Ot:l people, not on . systems analysis techniques, progranunlng 

languages, or operating systems environments. 042 

8.4: Criticism 

The most Intriguing questions about Incomprehensibility relate not merely to 

computer programs, but to computer systems and the· social environments In which 

they exist. 

One can, with the same technology, design totally dl1Terent out­
comes by designing different aoclal support systems . • • • The 
technology Is the same~ yet the pattern of use la highly dlssiml­
lar. The crucial dectslons are , ~~at~ not tectlnofogfeat 

41 tbld~, pp. 112, 114. 
421bld. 
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• . • . the . . . social ques~ons frequent!y Involve. a difference If 
not a clash of values . . ~· . It Is 'riot II matter of . right Vet'st.tS 
wrOQg t>ut of . right var.au. s r~. ~- ·. T~ ts ~. at .-llUlk~s- morcal dect­
aloris So Ctiftleult:· Aritf 'ttlesfl~-,. Wt ·M_rcf ~ • .-, ,· ·: ·-- - ' 

We have seen that th•rt. are peraona1·-anc1 ·soC:1at;eftect~ Of'the un of computer 

a)tstema, as wen atl techhleal eft'ects. ltiwla MiiW.totd suggetlts''h.ctc.bnlng uP' -the 

huinan dfaa:dVantages and costs, to say nothlng of ;tWe Ct~rs; of 'Our unq1ialifted 

acceptance of the system it84tlf. w44 

Autonomous te'ctinolocw oft'ers What It a&ea· •on''one~ conctttton: that one must 

nc>t • • • ask for [ anythlilg] that the 11yate1n dOe8 riM direr • • • • Once one opts- for 

the system, no further choice remains. il46 trl'ota.Y tc» r'egiln Control ovet computer 

technique, we must contlnua1ty·crHIClze '-the taOlttrnacy -~ttie· t8cftnof0glcat qua. 

tlori•;48 we niU$t conaciou81y dec1c.ie' wta~t or':.nbFiN'a' 18 'What we· want .. The 

development at techoo1ocnl an.Y t>it ~ - 'i1:we'wcten 0ur .Phare ot morai 

cholc~s' by conalctetlng' Other atternattvd. i'hW4rlnaY. M' dOfte ·1n many Ways; for 

Instance,' by utltizlhg the COlllputer as Only a "Patttat' sCiutforf to certain prObtellis 

(•. • • the Computet too Could 'be apphcf 'nof'· ~ ~*"*iiver the -Opporlunlfy 

arises, but only where It 18 deem~d In the'~t IM~'di' aodte'fY-47) cJr':bY tum-

Ing the positive aspects of computer applications to purposes other than the per-

petuatlon of the technological system. 

43Deniet. Bel, •.tfard QuaatiQM ,.-."Soft;.,_;' tit ~· W;;JN~-....,11 
Chapter 21 In The Future St.udy on the Impact of CotnpfltBT• and lnfortllllllon Pro­
cess/no, ed. by Mk:hael L Dertouzos (Cambridge, MA: The MIT Press, In pr..-). 

~~ford~.~~.;~~~~!~ !~t,~~ 67. 
46/bld. .,,.. : ' '' '> ' " 1,;,_, .:;[id; .: :,i; .. ,~ 
48 ' ; ' - ' - - - ,__ ':- ,c .-:·~e: ,_;·::· .:'· . " 
~: :WaQenMullJ ... ~99: the."° ••tct ,p( ~Jtt•_ ~~r on SQc::Jety," Sci­

ence, 176 (May 12, 1972), p. 812. 

47 Abbe Mowshowltz, The Conquest of Wiii: Inf°""""/°" ,:P.r~sJIJll lb Human 
Affairs (USA: Addison-Wesley Publishing Company, 1976), ·,;. 62. · 
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The very leisure that the machine now gives • • • can be 
profttably used, not for further C0111mitl8ent ~ stlU other kinda of 
machine, fUmlshlng automatic recreation, but by doing significant 
forma of work; unproftta~ or techQk;:ally ~- under maaa 
production: ~dependant upon special sldH, knowledge, 
••thetlc eenae. 

Even in a technofoOical world, it is possible to criticize ~ system, but we forfeit 

our right to criticize If we allow \ectmoloflY to dictate lta own C011f8e. 

8.6: R .. panalbHlty 

The necessity for a atrong sense of Individual moral. reaponalbUlty -ln today9 s 

might be the set of "Guidelines for Professional CondUct in Information Processing" 

set forth by the Aeaoctatlon for Computing Machlneey; in the prpmble, the ACM 

urges the followtng: 

Tbe profesalonel peraon, to uphold and advance the honQr, ·dig­
nity and effectlvenesa of the. prof._~ Jn the . ~ and sc~ 
ences of Information processing, and' M k~ ~ high stan­
dards of competence and ethical conduct: WHI be honest, 
forthright ,eftdi ifltpat:lio4·-wlH .-MJ wtt.1.t'-~alty .bi$ . ..,aployer, 
cllenta and the publici wlll strive to Increase the coinpetence 

.·and pra ... ne»f .._ PFC>f..-lont,wll uee,Ns specl~,~--~ 
and skll for the Bdnncement of hilmen well••· [my 
emphaals.] 

Reaponalblllty .fa here deflned nqt. IR8raly In a narrow profe-.lonal sense, but rather 

In a broad aenae fMt,taktM.klto,~· u..,r.a.~~·~~nforllUltlon pro­

ceaalng pRdeaaloNlls and em,ployws, cllenta,. other prc;>ftJ~la, and the publlQ. 

What requires additional thought ls''th•·illltfAlnG of r~I~~ In.terms, of poss!-

ble repercussions on, for Instance, programmers. Questions as to whether or not 

48Mumford, "Authoritarian and Democratic Technica, 11 p. 68. 
49Repr1nted In C. c. Gotttfeb imcfi;A. 'Borodin, 80allll Issues In Computing 

(New York: Academic Press, 1973), pp. 236-237. 
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computer professionals may be sued or put In Jail (for example) for the pmductlan 

of "unacceptab~e• eo111puter systems ot.ight to be conalclel'ed. 

:.> ,\_ 

tion that we alone bear responslblllty for our tech~i '"fR•••• and we are 

bound - In technological endeavors ·no Iese than 1ft Other--.•--··- by tlle __. 

In tasks Involving people Involves a social decision. The field of computer science 

enjoys substantial public ·Support and has significant Impacts on,-aodetyJ'4t has • 

SoCJal re~llftY. MoreOV.W;·lhla SOClal respOllMb1Rty· cwlnotkM •denMd - It la 

exlirclsed 1Jy dafaUft~ ~Oh 't11ctt' 'approval 'Of MW':1M*totogtcel·ay1tt1••• w If 

ejq)Uclt judgmet.fs' are not mede. ~.: --

• • . the undelfyfr'lg goat of> 8Clenae and. ~- .. to 
Improve 'the quality of Hfe.' This impllea that those cloeeat to 
the technology have a special obi/gal.Ion to queatlon _., .... 
and consequencee of their work, to exert • wiuch benetk:lal 
1nt1Uence: -&.J:~ ... .- to •eet>f~•1J1111111•• and 
1t.Fappt1c~. ·iift.t ·evewl!··Hnlao<ifo ~~llitafa'* 1cNll••• 
nOt tioChllly:~. - ' ~1' ':··;;:~-;,'~'!: ~. .,.-.·- > -~-,,. •• 

In questlonltig•0ur teehnolotY;: w.·-.t;.cr~--.... -..~~ role 
, ., 

0 ~E:: :," ~!;.~~: ... ~-.t &r;:£ ;:c·i'~;-. " 

we play In the ~. • ... onty tt.e •APi....-d'ftf..r~~{--.ibm a re.a 
'·"- - · r ~·:·~· • gc~,_i;"'i:. ~·.~)- _4 ~ '"';~ .,~.· 

chance of success. • 61 Technological tne~ -~L ·~ ~ t~teclt' flldlvkluM 

decision ·.nafelnO.-ts ~;-anct·'COMt:~•-·McW.."'V~··•--:a·N11119ti 

d8riy technotoaY ttte ~ttve' to•fonflUlde llfMt• .,....._. 7 !Jl!111·Pll:i ••-• 8* 

halllait que.t1or1a·ancfto'fltd......._ ~·fi2; , .-, ,. " 

60Gotttleb and Borodin, pp. 241·242. 
51 Welnber~ p •. 86. 
62Joaepb W~U,1111 "On th~:, 1,..ct of· the 

ence1 178 (May 12, 1972)1 p. 814. · · 
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e.a: ttmuntam 

It should be clear by now that the Improvement of computer programming 

techniques Is a significant area of current computer science research (and, to a 

much .__,. .extent, of present computer science practice), but that the emphasis 

of this chapter has moved to the Improvement of humanizing 

•technlqueaR· - actually, attitudes - to apply to ·the creation and use of computer 

systeJRS. 

In current practice, humanizing a computer system la often done cosme~ 

cally; ·for Instance, by having the system communicate with users In a soothing, 

Engllah-llke dialect._ While . thla Is helpful, meaningful humanization of computer. _sys-

tams must go beyond superftclalltles; humanizing a system must Involve Injecting 

the human element Into a technological system . 

• . • we had better map out a more positive course: namely, the 
reconatltutlon of ~th our science and QUr techotcs in such a 
fashion as to Insert the rejected parts of the human personality 
at. every .-t,age In the proc;eea. this me.,. gladly sacrlftcing 
mere quantity In order to restore qualitative choice, shifting the ••t qf,~tty front the mech~I c:qllecthl• to the human 
peraonaHty and the autonomous group, favoring variety and eco­
joglpal CQlllplexlty lnatMd Of Str"'8iQg'..~du8,; Uf#ol'mlty aDd 
standardization, above all, reducing the·· ·insensate drive to 
ext~ the. w•t•m Itself. lnat94d Qt con!aJnlng };\ W,.ltl,11n deftnlte 
human limits •••• We must ask, not what la goodg science 
ar technQlogy. • • • • but whet l,a ~:-#>I'. JJa4ll • r ~ •• 

At the very least, humanization requires a. recQ9D_itjon of hu.man values. Com-

puters may be used to exPlor• alterllfl,tlve courses of action, but values must be 

Included ~ declU>n making about the use o!_ computerized •answers." •what Is evi­

dently wuted Is a set of balance sheets in which the relative merits of each solu-

tlDn to a technolo91cal problem are analyz~d both ex:' .. t~chn9k>glcal grounda such as 

63Mumtord, •Authoritarian and Democratic Technlcs," p. 58. 
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safety, .. sa of operation, complexity, and esthetica, and on ethlcal grounds such 

as moral considerations, aft'ects on the quality of human llfe, llbarty and dignity, and 
' ~ ._- - -, 

oth• hulllan valuaa. 064 We must coma to believe that the dlctataa of human 

beings supersede those of technological systems; there Is relatively llttle compel­

""" evidence that modern society does believe this. In addition, a strong sense of 

con~ over the use. of technology should be: ~urtured; If necess~?'· this should 

Involve •cut[ting] the whole system back to a point at which It will permit human 
- . .. ·" . ' - . -' .>·-::: . ':. : . -~ ~ . .:· 

alternatives, human Interventions, and human destinations for entirely dlft'erent pur-

poses from those Qf the system ltself.•65 
- ~ : _ 

In an or94nlza~al context, care must be taken to avoid undesirable effects 
. ~ . , 

of the lncreas•d rigidity, formality, and aHenation that frequently accompany com-
• ·,! ... : ., - . . -~~.!- -~ .. - .. ~ ;,:,\~- ~~ ~.'.' • 

put~tlon. One s~ld not Ignore the nonratlonal aspects of social conduct by 
-~ ~ '-. 

adllllnlsterlng a social organization according to purely technological criteria. The 
. "; :;fL: ·.,•: •. :;>- ·• '."ii 

modern bur•aucracy Is largely lrrespe>nalble In Its pursuit of efficiency - Indifferent 
~ : ~ -~ - >' .· ~ 

to human ne•ds amt Ul1aupporttve of the pf'onlOtltil di mteraetlOn -aft\f · OOMmunlcatlon 

emerge sl>Of1taneoua.ty; since It pr9suppc>ses a ~ltilf 8htft ln.'YafUee from pro-
.. - ,;: __ -~:- '· ;r-cj.. - --~<.'.~- .'~~-.,_)~-~'.- ;0~-;.= .. ;;.> ... _ - _,~-~: 

ductlvtty and eftlcieney to hUtfiih wetMtelnj . .M·'f~p aNf .... llt Important 

In what liroWshoWltZ and ott.rs· tiAw:~:.oout ~ cortdltlOns ·tfl'· a :tM:hnolog­

lcat eOciefy. c first. connmlnlcatlon la Seen. as- * ~ .. y-~ Iii 61Mihglnj tffetlexllltlflg 

altuatlOri; · ane Ul>act ·bf this la tfiat 'more "rlf 'tfMl ··piopie·· wtl0'1Prteract with-~ 

102. 

-~hcJwttz •. · pp. 211-2;2. 

··~~ci~'~•~a~lan a'~d· Dem0cratic·1fiditi1Ca~•hp~·m1: · 
88 Mowahowltz, p. 201. 
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~ should have access to Information about the system. u W9I • - ...., 

to use thts ·information. Second, perhaps the ultimate deterrent to camprahendlng 

computer systems ts the human value system that places such a pramll• an tee~ 

nok>gy. 

Finally, and most Importantly, technological system lncolllprel\terllllbHlty la a 

hu1RAn problem, and the most significant and dlfftcult questions that It raa... should 

be answerable to humanistic concerns. Any meaningful compreh•t8kJl'I of our 

Interactions with computer systems must be preceded by a better understanding of 

our own role In a technological society, and this In turn requlrea an undenltandlng 

of Interpersonal dlfftcultles, human priorities, and ethical values. 

What should this teach us, particularly with respect to the 
question of at least preserving If not enhancing human choice in 
human aft'alrs? 

Certainly that the construction of rellable computw 
software awaits, not so much results of research In computer 
science, but ravwr a deeper theoretical understanding of the 
human condition. 

Before computer systems can be made truly comprehensible, human systw must 

· be better understood. Before we can control our technological ayst.,.. we MUSt 

learn to value people more than technlcs. 

67 Jaeeph Welzenbaum, 0 Human Choice In the lnt .. ttc• of the 
Mega•achkte, • p. 14. Lecture presented at the IFIPS Conferance an •Human 
Choice and Computers,• Vienna, Austria, In June, 1979. 
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