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Towardsa Theqryffer AbstmchataTypes
~ Abstract

A rigorous framework for studying immutable data -types- having nondeterministic
operations and operations exhibiting exee‘pﬁonali‘ behavior is-developed. - The framework
embodies the view of a data type taken in: pmmmmmg iangaages and ‘supports
hlerarchica! and modular structure among dau types. :

The central notion in this framework is the deﬁnmm of a data ‘type.. An algebraic und
behavioral approach for defining a data type is developed which focuses on the
input-output behavior of a data type as observed through its operations. The definition of
a data type abstracts from the representational stroictuse.of its- vafues as'wel as from the
multiple representations of the valw for myfepmntauonal structure.

A hierarchical specification language for data types is proposed. The semantics of a
specification is a set of related data types whose operations: have the behavior captured by
the specification. ‘A Clear distinction is made between u data type and its specification(s).
The normal behavior ‘and- the exceptional behavior : of the ‘operations are specified
separately. - The specification language providés-mechanisms 1o 'specify (i) a precondition
for an operation thus stating its intended inputs, (i) the'exceptioris which must be signalled
by the operations, and (iii) the exceptions which the operations can optionally signal. Two
properties of a specification, consistency and behavioral completeness, are defined. A
consistent specification is guaranteed to specify at least one data type. A behaviorally
complete specification ‘completely’ specifies the observable behavnor of the operations on
their intended inputs.

A deductive syStem based on first order multi-sorted predicate calculus with identity is
developed for abstract data types. It embodies the general properties of data types, which
are not explicitly stated in a specification. The theory of a data type, which consists of a
subset of the first order properties of the data type, is constructed from its specification.
The theory is used in verifying programs and designs expressed using the data type. Two
properties of a specification, well definedness and completeness, are defined based on what
“can be proved from it using different fragments of the deductive system. The sufficient
completeness property of Guttag: and Homihg is also formalized -and related to -the
‘behavioral completeness property. The well definedness psoperty-is stronger than the
consistency property, because the well definedniess property not only requires that the
specification specifies at least one data type, but also captures the intuition that it preserves
other specifications used in it thus ensuring modular structure among specifications. The



-3-

completeness property is stronger than the sufficient: .completeness. property, since in
addition to the requirement that the behavior of the observers can be deduced on any
intended input by equational reasoning, it also requires that the equivalence of the
observable effect of the constructors cap be:deduced from the specxﬁcauon by equational
reasoning.

A correctness criterion is proposed for an implementation. ¢oded in a programming
~ language with respect 1o a specification. It is defined as a relation between the semantics of
an implementation and the semantics of a specification. It does not require a correct
implementation to have the maximum amount of noadeterminism specified by a
specification. A methodology for proving oorrectness of an lmplementatlon is developed
which embodtesthe correwtes cntenon, ' -
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1. Introduction

The role of abstraction, moduiarity and hierarchical structure has been well
recognized in the literature on prograni design and construction [12, 66, 73]. Data
abstraction, in particular, has been found to be a useful abstraction mechanism in the
design and coﬁstruction of well structured programs [51].l Most of the recent
programming languages encourage the use of abstract data types by providing an
encapsulation mechanism for implementing them [65, 49, 52, 75, 45, 1]. 1t is necessary to
develop a rigorous foundation for abstract data types so that the informal concept of an
abstract data type can be placed on a firm and sound basis, and various aspects of this
concept c‘ah be studied and analyzed.2

In this thesis, we develop a framework for abstract data types. The central notion
in this framework is the definition of an abstract data type. We develop a behavioral
method for defining a class of abstract data types, called immutable data types [49, 52]. An
immutable data type is defined as a set of behaviorally equivalent algebras having‘
interpretations for the values and the operations of the data type. Behaviorally equivalent
algebras have the same behavior as observed through their operations. We propose a
specification language for abstract data types. The semantics of a specification is a set of
related data types sharing the common behavior captured by thé spéciﬁcation. JWe make a
clear distinction between a data type and its specification(s). We develop a deductive
system for abstract data types embodying their general properties which are not explicitly
stated in a specification. We use the deductive System to prove properties of an abstract
data type from its specification. We propose a correctness criterion for an implementation
of an abstract data type with respect to its specification, and develop a methodology for
proving correctness of an implementation with respect to a specification which embodies

the proposed criterion.

1. The terms abstract data type, data type, data abstraction, and type are uscd synonymously in this thesis.
2. Liskov and Zilles [47] emphasize the need for rigorously developing the mathematical foundation of the
specification methods for abstract data types.
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The main contribution of this research is a framework for abStract data types that
is rigorous and that brings together various aspects of abstract data types in a unified and
coherent way. Our approach is better than other similar atterhpts in particutar the initial
algebra formalism of the ADJ group [231 and the eategory theory formalism of Goguen
[20,7, 30] because it is more in tune with the way programmmg Tanguages support the
mechamsm of abstract data type. The framéwork incorporates’ithportant and useful
features such as hierarchical structure and modularity.~ It i§ also-broader in scope as it
handles data types with nondeterministic operatronsand “with 'oper'titibns exhibiting
exceptional behavior. We had originally “developed the framework wrthout considering
nondeterminism and exceptronal behavior: however we dld fiot encounter any major
difficulties in extending it to mcorporate nondetermmM'aﬁd exceptloﬁa!‘behavror This
makes us believe that our framework is robust and’ extensible ’for’ studymg other aspects of
data type behavror not discussed in this thesis.

Our framework will be useful to a designer of a specification language for abstract
data types as it provides a semanﬁé'ba‘sis for studying and comparing such specification
lénguages It can be used to define the semantics of a specification Tanguage. It also
provrdes a formal basis of automatic deductive systems for abstract data types, such as
AFFIRM [60] It suggests an approach for Studying and ex‘tendmg the method of
reasomng about data types deve]oped in the thesis. Other methods ofreasonmgcan ‘also be
developed using it. Furthermore this research clarifies our intuitions about data type
behavror and provides a formal basis for them; as exammes, the notions of consistency and
sufficient oompletenes advocated by Guttag ‘and Hommg [28} and the correctness
cnterlorl for an im plementahon [29, 40] can be statedformaﬂy and analymd. o

o Our research has been highly influeniced by Peano’s method of defining natural
numbers and McCarthy's method of defining S-expressions [S7Y. * We are inteliectually
indebted to Zilles [77] and the ADJ group [23], for their work on the algebraic approach for
abstract data types, and to Gutiag et al. [25,28,29] for their work on specification
technique for abstract data types which emphasizes programmers’ intuitions about data
types. We cite other related works in Section 1.2, and state bow we plan to compare these
works with that discussed in the thesis. ’
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1.1.Scope and Approach of the Thesis.

We first state the scope of the thesrs and the assumpttons made about the data
type behavror The scope artd assumpttons are further dtscussed m Appendtx 1. Later, we
give an overvrew of the approach taken tn studymg four tssues namely, deﬁnmon

v"k

specrﬁcatlon deductwe system and tmplementatton correctness. )
1.1.1 Scope and Assum'ptions

In our research, we -have 'considered immutable data types having
nondeterministic operations and operations eitﬁbitlnguexceptiwal;, behavior. Every
operation is assumed to-be- total and compu’t‘able: see {42} for-a-precise characterization of
computability on the values of a data type It terminates on every input in its domain either
normally by returning a value of its range type or by signalling an exception. A
nondeterministic operation - has only finitely many choices on an input. If a
nondeterministic operation signals on an input, it is assumed to behave deterministically on
that input. So, it does not have a choice between signalling and terminating normally ona
particular ifput. Henceforth, by a data type, we mean:-an ‘immutable data type with the
above behavior, and by an ‘object, we mean an imimutable object or a value.

1.1.2 Definition of aData Type -

, Our formalism for deﬁmng a data type is algebratc in the ﬁyle of Zilles [77] and
the ADJ group [23] Algebras are a natural and elegant way o deﬁne an tmmutable data
type, because an unmutable data type is mformally a set of values and a set of operattons.
In a programmtng language supportmg data types the most tmportant aspect of a data type
to its designer as well as its user is the mput output ‘behavior of its operattons [37, 47 25]
The values of a data type are manipulated only by its operations. Outside its
implementation module(s), the values are viewed abstractly as sequences of operations.
The details about the representations of values and theoperatlons of a data type are of no
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relevance.? To a user, two distinct representations are behavierally. identical if they cannot
be distinguished by the operatlons of the data type We call thls view the behavloral view
of a data type. The behavioral wew abstracts from the representattonal structure of the
values as well as from the mulnple representatlons of a value for any representanonal
structure. It is a further abstracnon on the view of a data type adopted by ADJ [23] and
Zilles [77] which abstracts only from the represcntatlonal structure of the values.
In a programming language supporting modulamy and h;erarchlcal structure
such as CLU, EUCLID, etc,, data types are implemented hlerarchncally one at a time
| except that m-utually recursive data types are implemented together. as a group; data types
other than those being implemented are assumed. to be implemented elsewhere We take
the same approach in defining a data type. -Our definitional method is hicrarchical. We
distinguish between the data type(s) being defined and other data types used in the
definition. We call the data type(s) being defined the defined type(s) and other. data types
in the definition the defii ning types. The distinction hetween the defined type and defining
types is significant because the behavior of the values of the dafined type is.observed by the
operations which return the values of the defining types. - This was first pointed out by
Guttag [25], and is the basis of his definition of the.sufficient completeness property, We
use the data type boolean, which is se-contained and does ;ge,thav\e;aax definjng types, as
 the basis of our definitional method. We assume its definition and that all boolean values
are distinguishable. In fact, any data type whose viilues can be distinguished a priori
(outside the formalism) can be used as the basis. For example any data type directly
supported in a programming language whose values are disnngulshable usmg the hteral
(constant nammg) mechamsm in the programming language 1s a sultable candidate.
We classnfy the opemtnons of a data type mto two eategones the constructors,
which construct the values of the data type, and the observers, Wthh return the values of

- 3. We will not be concerned about other issucs, such as cfﬁcncncy of the operatnons, etc relevant to a user of
a data type. Owr formalism is limited in this sense. )
4. Mutually recursive data types arc different from mutually recursive unplcmentauons, sce Chapter Sfora
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the defining types. A value ofa data type manifests its behavior thfough the observers with
the help of constructors. :
Our approach for modeling the

exceptional behavior embodies a practical view of
exceptions. Each exception is named, and can have arguments that carry information to its
handler from the place where it is signalled.. The exceptional behavior of the operations
can also be used. to distinguish among different- valyes, . Anp operation can - distinguish
between two values by: signalling.on one.value and-terminating_normally on the other
value, or by signalling different exceptions on different values. o

| The model used for nondeterminism is simple. J a nondeterministic operation
behaves nondeterministically on an input (i.e., it has a choice-to return one of the many
possible results), we expect it to return every possible result. We do not consider how these
results are scheduled by an implementation of the operation. ‘Two operations having
different amounts of nondeterminism are considered to have different observable behavior
because for some input, they can always return. distinguishable results. Data types. with
operations having different amounts of nondeterminism are thus considered different. For
example; consider a datg type finite sel of integers with.a nondeterministic operation
Choose which nondeterministically picks an arbitrary-element from a nonempty finite set
of integers given as an argument. This data type is different from another similar data type
~ with the same set of operations which also have the same behavior with the exception of
Choose which is deterministic and returns the maximum integer. of a nonempty set.
Furthermore, both data types are different from yet a thizd. data type with the same set of
operations .as -the other two types except that Cheose has a limited amount of
nondeterminism: Cheose nondeterministically picks between the maximum and minimﬁm
integers from a nonempty set.

1 1 3 Specificatio»n Method

A specification is mainly used, among other things, for reasoning about a data
type. So, our specification method is axiomatic in the style of Standish [69], Hoare [38, 39],
Guttag [26, 29], Nakajima et al. [62], etc. A specification embodies information hiding [66},
i.e., it only specifies the behavior of a data type. Our specification method is hierarchical.
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Data types are specified incrementally, one at a time; a specification uses the specifications

~ of other data types. We believe that specifications should be modular and well structured

just like programs; otherw:se specifications of Iarge problems become unmanageable and
difficult to understand.’

A specification expresses the properties particular to the data type(s) being
specified. It specifies (i) the domain, range, and the exceptions with- the types of their
arguments, if any, signalled by every operation; (ii) the: normal behavior as well as the
exceptional behavior of the operations. The general properties of data types which hold for .
every data type, for example, the minimalily properly which requires that every value of a
data type is constructed by finitely many applu:atlons of its constructors, are not mcluded n
a specification. ‘ -

The normal behavior of the operations is SpeCiﬁed as a restricted set of formulas
of first order multi-sorted predicate calculus with identity.- A typical formula is a

"conditional equation relating different sequences of operations under a condition. A

specification can use a finite set of auxiliary functions so that any data type with a finite set
of total deterministic computable operations can be "spe‘eiﬁed in this -way [43}. S\
properties of its possible resufts on an input, rather than by explicitly specifying its relation
which holds forall possible results of the operation-and'the input and does not hold for any
other value and the input. For example, in case of the data type finite set of integers, the
nondeterministic operation Cheose is specified by relating its: possible results 1o its set
argument, instead of explicitly specifying its relation Choose_p : Set-Int X Int --> Boel
which holds for a set and an integer if and only if Choose ¢an retum the integer when

applied on the set.
The exceptional behavior of the operations is speciﬁed as a separate layer on top

of the normal behavior. Following Guttag [31], if an operation signals an exception, we

5. Burstall and Goguen [7] and Nakajima ct al. [62] also emphasizc:the need for structured specifications.
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specify the condition on its input under which - the ‘exception  is- signalled.6 ‘The
specification language provides mechanisms to.speeify the exceptions which must be
signalled by the operations as well as the eXceptions which the operations can optionally
signal. The specification also allows a precondition on an ‘operation to be specified, stating
that the behavior of the operation on inputs not satisfying the.precondition is not of -any
interest. A formula expressing the normal behavior of .the operations holds only if the
input to the operations in the formula satisfy the: specified preconditions and. if the

operations do not signal; it thus has a restricted interpretation.’ A formula specifyi‘ng the
| normal behavior is called an axiom. The precondmbns and the exceptlonal behavior of-the
operations is specified using restrictions.

Ourappreach of specifying data types is thus different from those of leles [77] .
and the ADJ group [23]. In their approaches; a specification of a:data type is a finite set of
identities (or conditional identities) presenting the set of algebras serving as the definition
of a data type. These iﬁentiti&s are interpreted -exactly the same way as in Universal
Algebra {4,10]. We are also not. constrained to employ anly "equational” reasoning;
instead, our reasoning method embodies the general: properties of data types as is discussed
The semantics of a propetly designed specification is a set of related data types
which differ in the behavior intentionally not captured by the specification.” If an operation
is specified to be nondeterministic, the semantics of a specification includes-data types in
which that operation can have as much nondeterminism as desired.insofar as the operation
‘behavior satisfies the axioms and restrictions expressed in ‘the specification. We define
equivalence among specifications. We also state when a data type can be (precisely)
specified in the proposed specification language. We define two important properties of a -
specification: The consistency preperty, which states whether a specification specifies any
data typé; the behavioral completeness propéty», which guarantees: that the observable
behavior of the operations is not left unintentionally unspecified. These properties ensure

6. However, this way of specifying the exceptional behavior of the operations may be overly réstrictive, as for
an operation, the subsct of inputs on which it signals a particular exception may be very complex to-specify.
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that various components of a specification:have the desired structure. Checking for these
properties is a step- towards ensurmg that the specxﬁcat:on mptures the intuition of -a
designer. . '
In our research, a clear distinction is made between a data type and its
specification. In most of the literature on: specification techniques for data: types
[47,25, 28,29, 61,77, 48, 37}, this distinction is-either not made or blurred-if it is implied.
Most of the literature does not explicitly define what a data type is. The ADJ group. (23]
was the first to our knowledge to explicitly state-in their formalism a definition-of a data
type and make this distinction. We believe the distinction between a data type and its
specification is useful and necessary in a formal treatment of data types. Given a definition
of a data type, different specification techniques can be developed to serve different
purposes, if needed, and their semantics can be-given- i terms of data types. Different
methods of reasoning about a data type can be developed -incorporating the general
properties of data types with the definition of a data type serving as their basis. The
question of whether a given data type can be specified using a particular specification
technique can arise only when this distinction is made; only then ¢an different specification
techniques be compared in their expressive power. Only then it is meaningful to discuss
the properties of a specification “technigue such . as: the .ease of 'expression,
comprehensibility, minimality, etc., [47}. (See {34} for a similar discussion for programs.)

A specification plays an important role in our research. 1tis used as a standard for
checking the correctness of an implementation as well as.for deriving properties of the data
typesspec:ﬁedas;s discussed in the next two subsections. it is an interface between the
programs using the data type and the program(s) mplementmg the data type. The
specifications of abstract data types are a.major component of a program verification
system. Our specification method can. be used to specify the behavior of the data
component of software designs; questions and ingquiries about the data in a design. can be
expressed and analyzed using the deductive system discussed in the nexi subsection. (See
the two survey papers on specification methods [47, 48], where the need for writing formal
specifications is discussed. Guttag and Horning [32] discuss the importance of formal
specifications as a design tool) - | |
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1.1.4 Deductive System

As was stated earlier, one of the main reasons for designing a specification is to
have an implementation independent description of the data type that can be used to
reason about the data type as well as to reason about the designs and programs using the
data type. We propose a deductive system based on first order multisorted predicate
calculus with identity for deriving properties of a data type from its specification. The
deductive system embodies the general properties of data types which are not explicitly
stated in a specification but assumed in its semantics. These properties are derived from '
the syntactic structure of the operatibns. . .

The deductive system has an infinite rule which captures the minimality property
of data types. The deductive system is powerful enough to prove inequalities. We
axiomatize the general properties of the exceptional behavior of the operations. Properties
expressed using nondeterministic operations can be proved. We construct a theory of a
data type, which is a large subset of its first order properties, from its specification. If a
specification specifies a set of related data types, evcry theorem in the theory constructed
from the specification holds for each data type in the set.

We define three other structural properties of a specification, namely, sufficient
completeness, well definedness, and completeness, based on what properties of a data type
can be deduced from its speciﬁcati_on using different fragments of the deductive system.
We precisely state the sufficient completeness property defined by Guttag and Horning
[28] for a restricted set of specifications and extend it to specifications in our specification
language. This property requires that the behavior of the observers on their intended
inputs can be completely determined from the specification by purely equational
reasoning. We relate this property to the behavioral completeness propeny stated in the
previous subsection, which is model theoretic and which requires that the speciﬁcation
completely specify the behavior of the observers on intended inputs. Recall that the

"behavioral completeness property does not say anything about what can be deduced from
the specification. In this sense, the relation between behavioral completeness and sufficient
completeness reflects the power of the equational fragment of the deductive system. ‘

The well definedness property is stronger than the consistency property, because
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the well definedness property not only requires that a specification specifies at feast one
data type, but also- that it (specrﬁcatxon) is modular m the sense that it preserves the
specrﬁcatxons of other data types usedinit.

) _ The completeness property lS stronger than the sufﬁctent completeness property,
smce in addmon to the requnrement that the behavror of the observers can be deduoed on
any mtended mput by equatronal reasomng, rt also requrres that the equrvalence of the
observable effect of the constructors on mtended mputs can “be deduced from the

specification by equational reasoning.

1.1.5 Correctness of Implementation

We state the correctness criterion for-an-implementation coded ina programming
language with respect to a. specification as a relation between the semantics of the
implementation and the.semantics of the specification. - Roughly speaking, a correct
implementation implements one of the data types in:the semantics of a specification. Our
correctness critesion is weak as it does ROt require a. oorreetimplementatioa to have *he
maximum amount of nondeterminism specified by:a specification.. -

- We develop a method for provieg correctaess of an:implementation w;th respect
to a specification which: embodies the correctness criterion. The method requires, among
~ other things, that the procedures implementing- the operations -satisfy .the axioms and

. restrictions in the_ specification when appropriately.interpreted. - We thus provide the.
formal besisofﬂrecomctmssmeﬂlodpmomdbyﬁametat.{zﬂand extend it to
specrﬁcat:om specxfymg nondeterministic operﬁms&@epeMons exhibiting exceptional
‘We distinguish among different procedures: rmpmntmg an: operatton specified |
. to be nondeterministic, since the nondeterministic’ behiavior. of an operation on abstract

values ¢éan be implemented by a deterministic: procedure on-the: representation of these »
abstract. valies that returns different results on different but equivalent representations.

We call a procedure nondeserministic (respectively, o’etemmwic) if it is nondeterministic

(respecnwely _deterministic) and. it returns mvaiene r&ﬁm on: eqm!nlent representations.

Otherwise, if armmmrw&m\mhmwgwtﬁmns.men itis




-19-

called pseudo-nondeterministic  irrespective of whether it is deterministic or
nondeterministic on the representations. We discuss the correctness method for these three

kinds of procedures implementing an operation specified to be nondeterministic.
1.2 Related Work

In this section, we discuss different definitional and specification methods for data
types, briefly stating the major differences as well as the main thrust of these works. The
detailed comparison of these works with ours is contained in the rest of the thesis where we
discuss various topics.

_The definitional methods for data types can be broadly classified as (i) the
algebraic or model approach, and (ii) the axiomatic approach. In the model approach, a
data type is defined as an algebra satisfying certain properties, or as a set of such algebras.
ADI [23] defines a data type in this way. Though Hoare [37], Zilles [77], Guttag [28], and
Berzins [3] do not explicitly define what a data type is, their apﬁfoaches suggest that a data
type is defined using the model approach. Our approach is also the model approach.

Nakajima et al. [62] take the axiomatic approach; they define a data type as a first

order muiti-sorted theory. Recently Nourani [63] has also discussed the use of a first order
theory for defining a data type. Though this view of a data type is useful in program
verification, there is no explicit model of a data type to mafch with the intuition of a
designer of the data type. If a first order theory is interpreteéd as in Logic [16] and its
‘models are taken as the models of a data type being defined, then there are nonstardard
models for a data type, which are of no relevance to its designer. A nonstandard model
does not satisfy the minimality property of data types discussed in the next chapter. Hoare
[38, 39] has also used the axiomatic approach for defining a class of data types. |

A survey of specification techniques for data types can be found in [47] and [48].
The specification techniques can be broadly classiﬁe;tl into three categories based on their
approach: (i) thc:-*.model approach, (ii) the algebraic approach, and (ii) the axiomatic
approach. The model approach is used only in case a data type is defined using.the model

: _approach. A -data type is specified by presenting one of its models. Berzins [3] has
formalized and extended the model approach originally proposed by Hoare [37]. He has
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also related his research to other works fallomng the model. approach We discuss here the
algbme and axiomatic approaches. ' . : :

The algebraic approach has been propesed by Zilles [77] and the AD] group. {23],
in this approach, a set of algebras defining a data type is presented as a finite set of
identities or conditional identities. Burstall and Goguen [7] and Gogaen [20F specify a data
type as an algebralc theory ,

, The axiomatic approach for speclfymg a data type can be used for elther of the
two definitional approaches drscussed above. If a data type is deﬁned usmg the model
approach, a spec:ﬁcatron using the axiomatic approach ‘consists of the propertles of the
models of a data type. 0therwrse a specrfrcatron consrsts of a subset of the theory serving
as the deﬁmtlon of the data type The axromauc approach followed by Nakajlma et al,
Hoare (38 39}, and Standish [69] uses the full ﬁrst order predrcate calculus tospecrfy data
types. The approach advocated by Guttag et al uses a restncted set of formulas, namely
equatrons and condmonal equat:ons _ ‘ o

Our approach is also axiomatic. A specrﬁcatron exprelses the normal behav1or of
a data type(s) (wluch isa set of algebras) as equattons and condmonal equatlons, and its
exceptional behavior as restnct:ons As rs stated m the prevrous wctlon ‘these formulas are
interpreted using the restncttons m a dl‘fferent way than m the algebralc approach In
contrast to the spec1ﬁcatton methods proposed by Nakajlma et al Hoare and Standlsh the
genera] propertres of data types are not expllcrtly stated in our method A spectﬁcatlon |
provrdes an incomplete (m the sense of Logc) ﬁrst order ax:omattzatton of the data types
bemg specrﬁed. From a proper;ly desrgned specrﬁcatron tt IS poss1ble to denve most of the
' mterestlng propemes of a data type needed in program venﬁeatron.

The major focus of leles work and the ADJ group s work has been to extend the
theory of heterogeneous algebras 10 capture the meanmg of data types They have not
" investigated how to use the del'mmon of a data type for provmg propertres of programs
usmg data types. Zilles [76] has suggested an ad hoc method for estabhshmg correctness of . |
an lmplementatron of a data type, however the method as well as rts foundatron ‘have not
been fully developed ‘The ADJ group and E'mg et al [15] have proposed an algebrarc
approach for estabhshmg the eorrectness of an 1mplementat10n of a data type in whrch ﬂtey




-21-

have attempted to incorporate the algebraic semantics:of the control structures of the
progfamming language used for the implementation. Although the ADJ group’s work is
rigorous, there are two main problems with it:

(i) it has not embodied the view of data types taken in programming languadges, and is
thus useful only for a small set of data types, and

(ii) it is complex.
The approach taken by Burstall and G'oguen" [7] seems more promising than the ADJ
group’s approach from the viewpoint of program verification, but, we have been told, its
* category theoretic semantics again seems to introdute unmecessary complexity [30}.

Guttag et al. have focused on using specifications for proving properties of data
types and programs using data types. The nice aspect of their approach is that it captures
the view of a data type taken in programmmg‘languages. Our research formalizes, provides
a mathematical basis for, and extends their approach. '

The ADJ group' [23] has been the first to investigate rigorously the exceptional
behavior of a data type. In their méthbd‘l;thersei of values of every data type is extended to
include a distinguished value, called error. Using special auxiliary ‘functions which test
whether an arbitrary value is an error, they specify the ‘exceptional and normal behavior of

a data type. Goguen [20] has enriched and strictured their approach: 'Our approach is
 based on Guttag's recent suggestions for separating the exceptional behavior of a data type
from its normal behavior B31}. |



| 1.3 Outline of the Thesis

The second chapter introduces a formalism. for defining a data type. We first
discuss the formalism for data types assuming that the operations do:not signal exceptions.
Later, we extend the formalism to incorporate the exceptional.behavior of the operations.

The third chapter describes the épeciﬁcation limguage. gives its semantics, and

defines the consistency and behavioral completeness properties of a specification.
, The fourth chapter discusses the deductive system. We discuss how a theory of a
set of data types serving as the semantics of a specification can be constructed from the
specification. We first describe —me.deductive.fng;egi for specifications specifying neither
nondeterministic operations nor the exceptional: behavior of. theppcrations; later, we
discuss specifications specifying the ;e;,cgpﬁo‘nql;hchaviox of the operations, and finally, we
incorporate nondeterminism. We discuss the geducﬁngsy&m;incrmﬁénmlb# introducing
its various components; we first discuss the equational theory, then the distinguishability
theory, later the inductive theory, and finally, the full theory. . .~

The fifta chapter discusses a correctness criterion . for an implementation with
 respect 10 a specification and a methodology embodying. the criteripn. The correctness of
recursive and mutually recursive implementations is alsa briefly dmused.

The sixth chapter presents conclusions and directions for future rewarch.
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2. Deﬁnition of an Abstract Data Type

In this chapter, we develop a formalism to define an abstract‘data type. We takea
‘behavioral view for defining a data type in which every, value of the data type is constructed
by finitely many applications of its constructors and these values are distinguishable only
by means of its operations. We adopt.the mode| approach: A data type is defined to be a
set of behaviorally equivalent type algebras, where a type algebra .is an extended
heterogeneous algebra with additional properties. needed tp modeldata types. -The
syntactic structure of a data type determines the strycture of type algebras in the §el;.>_Eye_ry
type algebra in the set is called a model of the data type. A model provides an explicit.
‘meaning (interpretation) for the values and the gperations of a data type; in this way, it
captures concretely the informal description.of a_data type in our mmd The model
approach for defining a data type is closer to the intuition of a programmer .than the
axiomatic approach as in [62, 63, where. a data type is defined as a first order theory.

; - The.crucial concept in the definition of a data type is that of behavioral
equ:valence of type algebras. The definition of behavioral equivalence captures the
* informal notion that two behaviorally equivalent-type algebras have the samé behavior as
observed through their operations. ‘We are interested m how. the. interpretations of the
values and the operations of a data type in a modgl behave, and npt in how they are
represented. We have decided not to pick a pam;;ularmpdelm be the definition of a data
type because we do not want the irrelevant details of the model to be assaciated wlththe
data type. We have only considered the inputsoutput behavior of the operations of a data
Behavioral equivalence abstracts from (i) multiple. mpsesemanons of a value for
a representational structure as well as from (ii) the representatianal structure of the. values
in an algebra. Thus type algebras- differing only in the representational structure of their
values are behaviorally = equivalent; furthesmore,  type, algebras using the same
representational structure but differing in the number of representations a value has are
also behaviorally equivalent. The property (i) above is achieved by defining a congruence,
called the observable equivalence relation, on a type algebra, and the property (ii) is
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achieved by the standard algebraic concept of isomorphism: — The - distinguishability |
relation, which is the complement of the observable equivalence relation, on the
representations of the values of the data type is defined inductively in terms of the
‘distinguishability of the representations of the' values of the defining types of the data type.
(The basis of this induction is any data type with no-defining types, and in particular, the
data type boolean whose two values, frue-and false ‘are assumed to be distinguishable.)
Two ‘representations are distinguishable if and.only if there is a sequence of operations |
havmg an observer as the outérmost operation, that prodm émmgmshabie results when
| applied separately on the representatmns. 3
If the operations of a data type signal exceptions, then two -representations: can
also be distinguished dise to the exceptioriat behavior‘of the operations. ' If a sequence of
operations signals on a representation-and does not signal on the other; or if it signals
d‘ fferent except:ons on the two répresentations, then they are distinguishable.
‘The model used for nondetermitiism is simple. : If a nondetermimistic operation
‘behaves nondeterministically on an input Ge., n has a choice-to return one of the many
posmble results), we expect it to return every: possablemult Wedo not consider how these
| results are scheduled by an implementation of the operation. Two ‘operations’ havmg
dlfferent amounts of nmdetennmmn are considered tohave different obsérvable behavior

distinguishability relation on mpmtaﬁons of'the valua of 4 data type- mconpom this
*vzewufnnﬁdetermmism. ' o P '
. In the first section, we introduce bennmolegy -define hierarchically structured
data types, and informally discuss the minimality property of a data type. We assume:data
types to be hierarchically structired: and defined ‘éne: at 2 time. There are however no
technical problems i our formatism in handiing munially recursive data types which are
not defined separately. We outline the simpl¢ éxtensions of the formalism to such data
types in the last section of the chapter. “Until the point where we define a data type, ‘we
have used the notion of a data type in an informal way to’ motivate the -formalism
developed. -

In the second section, we first ifitroduce the formalism for- deﬁning a data type
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assuming that its operations do not signal exceptions. Qur definitional method lS
hierarchical; we assume that the definitions of the defining types are given. We motivate
and discuss in detail the di'stingtriShability relation on the representations of the values. We
then precisely define the behavioral equivatence relation on type aigébras. :

| In the third section, we incorporate the exceptional behavior of a data type-and
drscuss extensions to the fonnahsm mtroduced in the second sectron We extend a type
algebra and the behavioral eqmvalence rclatton on type algebras to capture ‘the normal as
well as the exceptional behavior of the operations. We compare -our approach with
Goguen's approach of modeling the exceptional 'b’ehavior'[ZO.:ZI]. ‘We also formalize a
simpler approach for modeling the exceptional behavior which has?bebn,zggnerally assumed
in the literature on algebraic specification of data types {25, 27, 77, 23].--We compare our
definition of a data type wrth the deﬁnmon used by the ADJ group [23] which abstracts

only from the representatron structure of the valu&s ina type algebra.
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2.1 Informal Description of a D'at-aType '

We use the data type finite set of mtegers for Lllustrauon, let Set-Int be its name.
Set-Int has been widely discussed in the literature [37,76, 74,31} It-has the followmg

operations:

Null a constant (or O-ary operation) returning the empty set of mtegels, )
Insert  constructs a finite set of integers by adding a g:ven ‘ifiteger to a given finite st of

integers; : .
Remove constructs a finite sct of mtcgcls by delcnng a gwcn integer from a glven finite set of
integers;
 Has checks whether a given integer is an clemcnt of a given-finite sét of iritegers;
Size results in an integer giving the size of a given finite set of integers ’

In addmon we assume lhat Set-lnt has an additional operatlon Choose which has

-non-deterministic behav:or Choose returns an arbltrary element of a glven non-empty set
of integers; for the time being, we arbitrarily assume that Choose returns the integer ‘0’ for
the empty set. This behavior of Choese for the emnty set may not be adequate for some
applicaﬁons. In Section 2.3, we mc;dify Choose so that it signals an exception for the empty
set.

2.1.1 Terminology

To simplify the mathematics, we assume that an operation has a cartesian product
(possibly empty) of data types as its domain and a single data type as its range; An
operation having a cartesian product of n data types (n > 1) as its range can be viewed in
one of .the following two ways depending on whichever is more convenient: (i) The
operation is modeled as a family of n operations, each having the same domain as the
‘original operation and a different type in the cartesian product as the range, or (ii) the
cartesian product is viewed as a single type. We use the first method in the thesis.

Let D be the name of a new data type being defined, and 2 be the finite set of
symbols naming its operations. Let A’ stand for the set of names of data types appearing
cither as a component of the domain or as the range of an operation in 9. Let A be
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A-{D 1.} D is the defined type and every datatype inAisa defining type of D.‘

In order to include the syntactic specification (i.e., the domain and range
specifications) of the operations, we index every operationo in @ by a pair (d, r), where d is
a string made from the alphabet A’ and r is an element of A’. d specifies the domain of ¢
and r specifies its range. ‘ .

Let Int stand for the data type integers and Bool stand for the data type boolean.
For Set-Int, A = {Int, Bool }, &' = { Int, Bool, Set-Int } and
2 = { Null, Insert, Remove, Has, Size, Choose }. The indéx of Insert '_for example is
(Set-Int - Int, Int). ‘

As is discussed in the first chapter, the operations of D can be classified: as
constructors and observers. Let @ be the subset of @ consisting of all constructors of D
(recall that a constructor is'an operation having D as its range). For example, Null, Insert,
and Remove are the constructors of Set-Int. The constructors construct all the values of D.
Some constructors constfud a value of D using only the values of the defining types of D.
We call such a constructor a- basic constructor. For example, Naltis a basic constructor of

‘Set-Int. Every data type is required to have at least ene basic constructor; otherwise, D will
not have any values. ‘ e

Let 2, be-the subset of @ consisting of all observers of D. An observer examines
the values of D; it takes at least one argument of type D, and returns a value of a defining
type of D. For example; Has, Size, and Choose are the observers of Set-lat. Every
interesting data type must have at least one observer, otherwise there is no way to
distinguish among different values of D [25] other than by the operations signalling on the
values.’ An observer is also called an inquiry opération{77). '

We thus assume-that every operation of D gither results in a value of D, or takes
an argument of type D, or both. We consider a data type having an operation not satisfying
this requirement to be not properly designed, because the behavior of such an operation
does not depend on the data type. | | :

1. Henccforth we will not distinguish between a data type and its name, and between an operation and its
name, unless nceded. ‘
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Let @, 4 stand for the sct of nondeterministic operations of D. We allow any kind
of operation, an observer or a constructor, to be nondeterministic. In our experience,
however, we have found that a nondeterministic operation is often an observer. 2

2.1.2 Hierarchical Structure

We define the followmg two relatlons on a set of data types for capturing the
dependency structure among the data types -

Def. 2.1 D directly depends on every D' € A, and does not dnrect!y depend on any other data
W- . '

Def. 2.2 D depends on D if (i) D directly depends on D', or (n) there is a D" such that D
directly depends on D" and D" depends onD. l ' '

The direct depen&ncy relation captures one level of. hlemmhical dependency. The
dependency relation is the transitive closure of the direct dependency selation. We define

(9)+ = {D’|Ddependson D },and

@ =®*u{D}
If data types are designed so thet every data type on which Ddependsnszmsumed to be
designed independently of D, then the dependency. relation on (D) will not have any
cycles and is a strict partial order on data types. . In such & case, daia types are said to be
hiesarchically structured, and they can be defined incrementally one at a time. Data types
on which D depends do not have to be designed in‘any pasticular order relative to D; any
approach, for example top-down, bottom-up, etc., is compatible. Unless stated otherwise,
we asaﬁne in the thesis that data types arehiefarchicaﬂy structured. =

We assume that the partial order induced by the: dependency relation on the set of

hierarchically structured data types has finite deseending chains. The bottom of every

2. In casc a constructor ¢ is nondcterministic, o is usually derived with respect to a subset ﬂg of detcrministic
comucwrs(ﬂggn)mmem&uadosmmaymmacmmbcmwmﬂmﬂw
comtructorsmﬂ
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chain is a data type having no defining type. Throughout this thesis, we assume that the
data vtype boolean does not.have any defining typé; Bool serves as the bottom element of
the chains in the partial ordering for all interesting data types as will be clear from the
discussion in Section 2.2. (The definition of Beel i§ given in Section 2.2.) We will often use
the structure induced by the dependency relation on the set of data types for inductively
defining properties of data types, as well as for proving properties about data types. Bool
will .often serve as the basis step of such -definitions-and proofs (in'general, data types
‘having no defining type serve as the basis). '

2.1.3 Minimality Property

The requirement on a data type behavior imposed because of the modularity and
good program design considerations that its values be manipulated only by its operations
translates to requiring that its values be constructed only by its constructors, possibly using
abstractly the values of its defining types. Furthermore in a computer the values can be
constructed only by a finite sequence of operations, 5o the values of a data type constitute
the smallest set closed under finitely many applications of its constructors. We call this
property of a data type the minimality property.

. We require that every data type under consideration satisfy the minimality
property. This requirement constrains the implementations of a data type to be protected in
Morris’s sense [59]. An implementation of a data type defined in a strongly typéd language
that hides the representation of its (data type) values from its users by providing an
encapsulation mechahism; as in CLU, ALPHARD, etc., is protected. The minimality
requirement does not rule out data types defining ‘infinite’ values, insofar as these values
can be finitely described. 3

3. For example, we can dcfine a data type infinite sequence of squares. whose valucs arc infinite scquences of

consccutive squares starting from n2, for every n > 0. It has a constructor, Cons, which takes a natural
numbcer-as an argumont and returns an infinite sequence: In-addition, it- has theeg observers - First, which
gives the first element in the isoquenice; Rest, which. gives-the: remaining scquence: afier stripping the ﬁnt
scquence; and, Kqual, which checks whether: two infinite scquences are equal ornot., - . :



-30-

The minimality property serves as the basis of a:powerful- induction rule for a data
type D: To prove that a property. P-holds for D, i.e., for all. values of D; we need to show
that P is preserved by every constructor of D.:: Weg@mhmcf Spitzen :[72] called this
generalor induéiion, Gamg et al. [27] calléd- it daea type ‘induction. We discuss this
induction rule in detail in Chapter 4 on the deductive system for data types. ,

Since every operation of B is-assumed to be-compartable, it can be easily shown by
-induction on data types, that the set:of values of:I is recursively enumemble This.is
based on the fact that the set of sequences of constiuctors is recursive. - This:thesis considers

' data types with a recursively enumerable set of values and a finite set of total computable _

-:»w SR

operations.

-4, AsetSis mm',«mm function,. Mmmas\mm isa niembérofS
‘or'not, is total computable: A -sct S:is recursively enurnerable (sié. )ﬁtmwemm conwmue
“function. In other words, a¥r.c.i50t.S can be listed by amm functios.
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2.2 Formalism

In this section, we describe the formalism to state precisely what a data type is. To
simplify the presentation, we assume that data types do not have any exceptional behavior,
i.e., their operations do not signal any exceptions. Every operation terminates normally on
every input in its domain. | | |

This section is organized as foﬂows. We first extend the ndtiop of a
heterogeneous algebra as defined in {4] to model nondeterminism; then we define a type
algebra to be an extended heterogeneous algebra with additional properties. The domain
corresponding to the defined type D consists of the representations of the values of D and
lS called the principal domain of the type algebra. To extract the behavior of a type algebra
as observed through its operations, we must ' ’ '

(i) abstract from the multiple representzm@ns of a value, -assuming a particular
representational structure, and , ' ‘ !
~ (ii) abstract from the representation structure of the values .and'oberations in a type
~ algebra. '
To do the first, we define an interpretation of a term in a type élgébra, where a term
expresses a sequence of operations. Terms are used to observe the :behavior of .{t_he
representations of the values of the. defined type in a type» algebra in texjins bf the
representations of the vahies of the defining types. We define the observable equivalence
and distinguishability relations on the principal domain of a type algebra. These relations
are defined inductively using the corresponding relations on- the domains cerresponding to
the defining types in the type algebra. Observable equivalence is an equivalence relation
and is presefved by the functions in a type algebra; it relates two-values having the same
behavior. We then define the behavioral equiivalence telation on type algebras which relates
two type algebras having the-same observable behavior. A data type is an equivalence class
defined by the behavioral equivalence relation, and ‘every type dlgebra in the equivalence
class is a model of the data type. A model of a data type concretely defines the value set,
- which is the principal domain of the model, and the operations of the data type.
Most of the definitions throughout this section are inductive;. they make use of
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the dependency relation, which is a strict partial order with finite déscénding chains, on
hlerarchlcally structured data types. An inductive def nition of a concept has three parts:

(1) Basis part, which deals w1th the case of a data type D hav:ng no defmmg type, i. c., its A
1s the null set, '

(u) inductive parl, which deals with the case of a data type ‘having deﬁnmg types, and

(m) closure part, whtch states that the above two ways are the only ways of dcf‘nmg a
concept. -

To aveid repetition, we ot_nit the closure part, and if the basis ‘patrt can be derived from the’
inductive part by assuming A to be the. null set, we{:‘giye only Vthc‘tinductive part of the
definition. Some of the  definitions - the. definitions of type algebra (Def 2.3),
distinguishability and observable equivalence telgtiens (DefsJ@and 27)anddata type
(Def. 2.14 ) are mytually recursive. The definitions 2.3, 2.6, and 2.7.assume the definitions
of the defining types in A in their inductive part. “ . | _ .y », v. ,

We would like to. metivate. various concepts and deﬁnmons mtroduced on type
algebra& ‘So for exposition purposes, we may refer to a type algebra as though it is a modelv
of a data type being discussed.S

2.2.1 Type Algebras-

A heterogeneous algebra as defined by BirkhofT and Lipson [4} is a finite indexed
set of sets (called domains in the thesis) and a finite indexed set of total functions. We
extend -this definition to model the nondeterministic. operations of ‘a data type. An
. extended heterogeneous algebra can have either a total (detemtmm@ function or a total
nondeterministie function. . , , ,

- A nondeterministic funetlon f: X ¥ is similarto aﬁmctlen in mathematm with
the exception that it has a choice among; a subset of possible.results when applied on an
input x € X. Let f{x) stand for an arbitrary result of applying.fon x. fcan be characterized

5. We are technically justificd to do so as almost every type algebra is a mode! of some data type.
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using a relation R C X X Y such that f{x) € R(x).ﬁ' If R(x) is a singleton set for some input
x, then f is said to be deterministic on x. By { (x) } wé will'miean the set R(x); in this way
we do not have to refer to R. Since we assume every norideterministic operation to have
finitely many choices on a particular input, { f{x) } is always a finite set. We admit that
calling f a nondeterministic function is an abuse of the term function: however, we féel this
term conveys the behavior of f well. Henceforth, by the term function we mean either a
mathematical (deterministic) function or a nondeterministic firnction, ‘unless qualified. We
" have chosen a nondeterministic fanction over the corresponding deterministic relation for
| modeling a nondeterministic operation because ‘(i) ‘in ¢ontrast to the nondeterministic
function, the relation models the nondeterministic opera‘tf‘on’ indirectly, and (ii) it is
inconvenient and unnatural to express the behavior of a computation scheme involving
nondeterministic operations by means of the relations corresponding to ' the
nondeterministic operations. | t ‘ | | "

The definitions of concepts such as congruence, homomorphnsm 1somorphlsm on
heterogeneous algebras [4] are revised for extended heterogeneous algebras in Appendix 11
Henceforth, we use the term heterogeneous. algebra to-mean an extended heterogeneous
algebré. ‘ ‘

A Iype algebra is a heterogeneous algebra with additional properties. For a data
type D, we are interested in type algebras having .a particular structure, which is determined
by A" and @ of D. The sets A’ and @ serve as the index: sets of the type algebras of interest
for D. We call such an algebra as an algebra of type D or snmply a type algebra when D is
evident from the context. The triple (D, A, @) is called the (similarity) type. of such an
algebra. An algebra A of type D consists of a domain corrCSpo;ading to every type name
D’ € A’ and a function of the appropriate arity corresponding to every operation name in Q.
The domain-corresponding to D is the principal domam of A. The functlon corresponding
to o is called the interpretation of the operatlon symbol cinA. “The domam corresponding

to a defining type D' € A is the interpretation of D'.

6. For a relation R, a subset of X X Y, R(x) stands for the subset {yl(x,y>€R}on for an x€X,and
R(A)standsfor { y|<x, WER, xE A}, where AC X,
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We assume that every defining type D in A of D, js defined elsewhere. and we are -
given the models of I’ (see Subsection 2.2;6 for the definition of a.data type and a model of
a data type). The interpretation of a data type D’ € A in an algebra of type D is fixed, We
usc the models of each D’ € A to define type:algebsas of D. The domain. corresponding %o
D’ € A in a type algebra A of D is. the value set.of D' defined by some model A’ of I'. A
type algebra A of D explicitly includes only the interpretations.of the operation names of
D, and does not include the interpretations of the operation names-of any defining type D',
We assume that every operation. name-of a defining type I’ has the same interpretation in
A of D as its interpretation in the model A’ of D). In this way, ﬂe;deﬁnc the interpretation
of every opcration name of adat;i.,type D€ ,(»D)fn in.a type algebra. A of D. 7 Analgebra A
of type D is thus teally a huge structure having interpretations for every fdata;typﬁﬁins(l))f.

Def. 2.3 Analgebra A of type D is a heterogeneous algebra
[{VylDea} {f,loca}]
such that e e

@) for every defining type‘D‘ € A, VD1 is the value set: ofD defimed by a -
‘ model A’ of D, ,
= (1)) for every ¢ €9, l’a- is a total function ofmeapmpmwanty,le,lf ¢ has
D;x...xD, s its ‘domain and ‘D s its renge® then I has
VD1 X...X Vf,nasits domain-and .V, a& its range, and
- Qi) vy, is the smallest set. closed undeér: finitely: mmyapphcahons of the
funammcormﬂdmsmﬂw constructors of Bua =

Vb _.Jgova,whemvn—»ﬂand

'V’“—{f(v,.. v)lforeachaéﬂ suchﬂmt

an xDquéuv“lfD DandvevnlfD;éD}
; k=0
'

7. Reca)l{,hat(l)) suwse:mnsmngofnmdaumqmmwhuhbw
8. le., (D D , ') is the index of 0. i L Te
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So, VD is the principal domain of A, fc is thefi‘rnterpretation‘in A of the operation name
o €0. We do not require the interpretation f_ of ¢ to be a deterministic function if ¢ is
deterministic and f_ to be a nondeterministic function when o is nondeterministiC' the
reason for this will become clear in Subsections 2.2.5 and 2.2.6 on the behav1oral
equivalence of type algebras and the definition of a data type re%pemvely

If any l' in-A is a nondeterministic function, then A-is called a ‘nondeterministic
type algebra; otherwise, if every l' is deterministic, then A i called a determtinistic type
algebra. Henceforth, in the context of an algebra A of type D, by*tn operatlon o We mean.
its interpretation f and by a value of D we mean Jn element of V |

The property (iii) above i is due 10 the requrrement that D satisfies the minimality
property. For a constructor o, i f_ is nondeterministic; thea V,, is closed under f
assuming [ could return any passible result for an isput. Onog the value set corresponding
to each defining type D' is fixed, then ~obyiously: ¥y, is:uniquely determined by
{f lo€a.}, and is nonempty, because 8, .is nonempty and has at least one basic
. constructor (see Sectign 2.1). o ‘

2.2.2 Exan'gplggbf A'l'yp,e Algebrae

We dlSCUSS below a type algebra A ofSet lnt A 1s a natural model of Set-lnt

mt\,rpretanons of its operations are . defined i m terms of the standard set operatlons [16]

._.{{s ZBY: {Nu,Tn, Re, Ha,Si. Ch }],
where = {true,: false }, a value set of Bool, |
7= {0,1, -1,2,-2, . }avaluesetofh)band o
S =1{2, {O}g{l} {ll {2}, {2} {0 1} iﬁ -1} {0, 2,
{0.-2},{1.-1}, {1 2} . b the domamﬁcgrrespoadirg tQSet-lnt

The domains Z and B are defined elsewhéte by the modelseﬂﬂnt and Bool respectively.
The first two letters of an operation name are used to dendte if¥ A, the total

function corresponding to the operatron These furrettons are défined below. ’We will use

any convenient matiiéematical formalism to give the-deﬁmtlons of the functions. We use
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the symbol * e as the definition symbol; the sythbol *+* marks the beginning of a
comment in a definition, runnmg until the end of the line.

: Nu Q 2
D & suf{i}
Re(s, i) & . {i} ; - is the difference operator
Ha(s, i) é i€s |
Si(s) e #(s) - ; the cardmahty of the set
) 2(o ifs =g
{i such that i € s, otherwise.

Ch is a nondeterministic total function; if s is not &, then {CMs) } = s.

- We discuss another type algebra AJ, of Set-Int in which: the set values are
represénted as finite sequences of nonirepeating integeérs. '
Ay =[{SQ\Z,B}; { Ne, In', Re!, Ha',5i', Ch' }},
where  SQ' = { O, <, <D, ¢, <D, ¢-D, €0, 1D, <0, - 10,40, 25,40,-D,

<1, 0,41, -, <1, D, <1, -D, <-1, 0, <1, D,¢L D, <, D,
2,0,42, D, ...,}, the domain corresponding to Set-Int.
: The set SQ’ contains all finite sequences ofi mtcgels, not havmg mult:ple occurrences of the
'same integer, for example, (0“0) 0,1, 1 1) are not m SQ1 Let s stand for an element of

SQ‘Sos— ....1>m201fm Othcns-o

Ne' A O ~

W, ....i0) & i«l,..:,z_y U gigmy =i

| <Ly ool D otherwise

'Re‘((tl, ...,i.),i) e i(il,.., l51,13‘\1,..,{) 31 Sjgm,g:
| Kool - otherwise

Ha's, ) 2 (gue =~ Blsjsmll—n o

sie) @ m -

i, ...,i)) & (o m=0
| {g - 1gjsm0
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Ch' is a nondeterministic function; { Ch'(Ki, ..., i)} = {i, .... i }form>0.
2.2.3 Interp retatioh of Terms .

A term is constructed using the operation names of types in '(D’). and the typed
variables. It expresses a sequence of operations, so it forms a straight line’ program. ‘The
interpretation of.a term ‘in a-type algebra is like the. execution of such a ptpgfem. The
interpretation of all terms characterizes the behavior. ofth&algebra o

We assume that we have as many vanables (possnbly mﬁmte) of every type
D€ (D) as needed. T

Del. 2.4 A fermof type D' € (D) is defined inductively as follows:

@) A variable x, of type D' is a term of type | D,

(ii) if ¢ is an operation of some. type D€ (D) “such that its domaln is
D x...xD andnsmnge:sl}then q(a,,...,en} is a'term of type.

D’ if and only if each e is a term of type D € (D)

If a term has no variables, it is called a ground term. A térm of type Bool is called a boolean
term.. When we wish to refer to the variables of e, we write e a8 e(x,, ..., x ) (or e(X)),
“where the set { X ooiea X } (or X) consists of all vanabl& ine: A subierm’ ofaterm that is
a variable is the term itself. The subterms of a term of the form- ‘o(e,.. ., ) are () the
term ‘ofe,, . . ., e ) itself; (i) all subterms of ¢, .. ., e , and nething else.

An interpretation of a ground term e in mfdgebra A:of type D is obtamed by
performing the sequence of operations expressed by e. A ground term ¢ of type I -is
" interpreted i A as follows: If e is a 0-ary operation hame o; an:interpretation of e is-the
result of applying the interpretation of o in A. If¢is‘ofe,, ..., e ), aninterpretation of e
is the result of applying the interpretation of ¢ in. A on the interpretations of e, . ..., e, in
A. An interpretation of e is an element of Wy,.. Since ¢ may be constructed. using
nondeterministic operation names, e can have many inerpretations. xLeﬂt ¢l 5 stand-for an

arbitrary interpretation of ein A,
For example, let us assume that the deﬁnmg type Int of Set lnt has the
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constructors 0, 1, 2, and 3, and that they have thé‘é‘t%hdar&iﬁtérﬁr’éfﬂtion in a mode! of Int.
‘Then e, = Insert(Insert(Null, 0),1) and e, = Choose(e) are ground terms of types Set-lnt
and Int respectlvely We have, -
.ala = 101}, and

f-ezlA = 0orl

Smce every operation name of a data type D€ (B) 'has a total function’ as its
mterpretauon in an algebra A of type D, we have ’

Prop. 2.1 Every ground term of type D' € (D)‘ has an‘ fhterbfetétidn ii; A 1.

Furthermore, since every data type under considgration has the minimality property, we
bave , , M S _

Prop 2.2 Every value in VD isan mterpretat:on of somé ground term of type D.

Proof Stranghtferward, by mdm:non on type algubras mmgthédependency relation. 8

For a term e of type D' havmg vanables iis mterpretatlon' isa functlon which is
denoted by f,. If e has nondeterministic. operation: names, then {, is in general a
nondeterministic function. Let { x,,...,x_} be the only variables in eand D. be the type
of x,. Then f, has V, x xVD as its domain. and ;) its range. If the variables
xl,...,x in.e are insmmiated in A to be the values v, ..., v respectively, from the
appropriate domains .in A, then e(x,...,x) is said to-be insantiated in A as
e[xi/vl, .., X /v ], and ‘can-be interpreted-in- A. - The assigament I.;i/v seens X /v ]is
~called an A-instance of > SN & 'and‘eadrwis called an -instance of x.. (We will
-abbreviate the assignment as{Xi V), where ¥'stands fot (vii.ss vn).} An.interpretation.of
“e[X/V]in A, m‘ittenme[X/V]lA,nsdeﬁnedmfeﬂom -
- (i) If eis a variable x, , then e{XWBA =v,and:
~* (i) ifeis of the form* o(e veese ) s m20,0

thene[ X/VY o =1 (e[ X/Vy.....e [ X/VY x).

fe(MiselX/Nl . o

Interpreting a ground term or an inétantiated term in-A is thus like performing a
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computatien;.an interpretation is the result of the cemputauon
2.2.4 Observable Behavior

The behavior of a sequence of operations of a data type D, stnctly speakmg,
becomes externally observable rf the sequence has an effect on the outside world, for
'example the sequence of operations ulumately results In some output on an 170 device,
such as a line prmter CRT, etc. In this sense, rhe dlstmctron between two values of Dis
observable if and only if there exists a sequence of operatlons such that when applied on
the values separately, it returns dlstmgurshable outputs on an 1/0 device. An output on an
1/0 device can be consndered asa sequence of charactels and we can have a predicate on
the outputs, resulting in the boolean constants T and F dependmg upon whether the two
given outputs are dlstmgmshable or not. ln thlS way, we can deﬁne the dlstmgurshabrllty of
the values of D usmg the dlstmgmshablhty of the booiean constams We stop at B‘ool As
was stated earlier, we use the definition of Bool ‘as the basis of our formahsm In fact, any
data type (or a collection of data types) whose values can bé drstmgurshed a pl‘lOl‘l (outs de
the formalism) can be used as the basis. For instance, 2 data type directly supported in a
programming language whose values are distinguishable using the litéral mechanism in the
programming language can be used. | ' |

We structure the above informal definition of distinguishability using the -
dependency relation on data types. Instead of defining the distinguishability of the values
of D in terms of the distinguishability of booléan values in ‘a“Single step, we do it
incrementatly, ‘We assume that the distinguishability relation is defined on the values of
every defining type D’ € A, if any; in-this way, the behavior of the values of D'can be
incrementally observed through its observers. Except for Bool, if D does not have any
observers, ., its 0, is the empty set, then the values of D-are not distinguishable, as there
is no way to tell whether any two values are different. That is why wé-remarked earlier that
| every mteresung data type must have at least one obsérver. o ‘

For a D with a nonempty set of observers, it fs generaﬂy not sufficient to examine
the values of D directly by the observers due to the possible defayed effects of the
constructors. The distinguishability ‘of the values may- not manifest ‘itself “until some
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constructors are applied on them. For example; two différent nonempty. stacks of the data
type stack of integers may have the same integer as their top element, so they cannot be
distinguished directly by the observer Top. But if we apply the ‘Pbil operafron first on the
two stacks then the, resultmg stacks may. be drrectly drstmgutshable by the observer Top
thus exhrbrtmg that the original stacks are also dlstmgurshable There is generally a need to
perform a sequence of operatlons wrth an observer of D as the last operatton in the‘
sequence, to dlstlngursh two values of D , | »
4 In formally, two values ol‘ D are drstmgurshable rf 'md only 1f erther

() there is a sequence of determrmstrc operatrons of D such that when |t rs apphed on
the two values assummg every other argument of the sequence ﬁxed rt results in
drstmgurshable values of some deﬁmng type D¢ A, or o

(i) there is a sequence mcludmg nondetermtnrstrc operatrons such that the result of
applymg it on a value for some chorce made by the nondetenmmstrc operatrons 1s
dtstmgurshable from the result of applymg it on the other value no matter what chorce is
made by the nondetenmmstrc opemttons. o

If two values are not distinguishable, they are: called absenubly eqmmlent _For better
exposition, we have d_;elrherately\,structured thedeﬁmnon ot;drstrngur_s:habrlrty,int,o;t‘wo
cases, though the second case can be modified to cover theﬁrstcase']he secondcase,mgy
appear 10-be a very.strong Fequirement, but  small.amoupt of thinking should convince
the reader  that such is not the case, as we_definitly do not want a value to be
distinguishable from itself. Furthermore, observable equivalence should-be an equivalence
relation and it must be preserveg by the operations.of the data type. We precisely state
below these requirements in the context of a type a!sr:bta and ai!lqstrateixhema using
The operatrons of a data type must. also preserve. the .observable equivalence
relatron on the. values of every defining type. in the sense that the eperations cannot
distinguish among the observably equivalent values of a defining type. This requirement
an the operation behavior is necessary because of the modular structure of data%types. A
new data type should not impose any additional structure am the values of any of its
defining data types. This property of a data. type is suammeed in all programming
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languages supporting an abstract data type mechanism in which an. implementation of a
data type is hierarchically structured and the representation is hidden from the users of a
data type. o
We would like the type algebras to have the above pmpem% Definition 2.3 of a
type algebra does not guarantee them, so we put an.additional constraint on a type algebra.
We first define the observable equivalence. relation Ey on. thé: principal domain Vpofa
type algebra A; we will assume that the observable equivalence relation ED' on_VD, inAis
defined for each D’ € A by a model A’ of D' having V,y as.its principal domain. We show.
that E,) as defined below is an equwalcnce relation. Later we deﬁne a well formed type
algebra whose functions preserve the set E = { ED |D'€ A } of observable equwalence
relations. Only the well formed type algebras are of interest for defining a data type

In the above discussion, we have only considered the input-autput behavior of the
operatrons for dlstmgurshmg different values. We haye not ¢ consrdered the ef’ﬁcrency of the
operatrons In case of nondetermrmstrc operatrons, we have not consrdered how possrble
values that a nondetermrmstlc operatron can return on a partrcular mput are scheduled
0ur fonnalrsm is lunrted in this senSe

2.2.4.1 Definitions of Observable Equivalence and bistinguishaﬁility

We give the basrs and the mducttve parts of the rnductwe det' nmon of the
dlstmgurshabxllty relatlon The basrs pa[t rs the case when D does not have any deﬁmng
type and the mduenve part is. the case yvhen D has deﬁmng types In the hasrs part, there
are two subcases (i) D is ﬁool and (n) Dis drfferent from Bool. We ﬁrst deﬁne the data
type Bool and then define the distinguishability refation on thie iiiodels of Bool.

The data type Bool does not have any defining types and is self-contaiﬁé&: "We\
present below a model of Bool and call it B. e o

_ —({{tme.tatse}} {T.F, V. ,A =, n}) where :

T ) true

F & faise
fa

~ true = false
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~ false é true
true V true Q true
true V false Q true -
“taise Virve @ true
. false Vialse @ faige
XAy & ~(~1)V(~y)
x=y 8 (~x)vy
xemy & (~GVIVEAY)

The interpretation of Tis the lognca] value true and the mterpretanon of F is the logical
- value taise.

Def.- 2.5 The data type:Bool is the set of all type algebras isomorphic to-B. 8

We will often use B as ifit is the only model of Bool and mterchange between T and its
mterpretatlon true in B as well as between F and its mterpreta&on false. We assume that
the boolean constants T and F are distinguishable from each other a pnon meamng that
thelr mterpretatlon in every model of Bool is dlstmgu:shable Each boolean oonstant is
observably eq,un,valent to itself.

Def. 2.6.1 Let A be a model of Bool and V be the value set of Bool defined by A. The
observable equivalence relation on VBool is def ned to be ibe 1dennty relation on Vool
The dlstmguzshabzluy relation on VBMI is defmed to be the complement of the observable
equnvalence reIatIOn w1th respect to the umversal relatton on V (1 e V l X Vw)

The other oomponent of the basxs part of the geﬁmtmn -of dlstmgmsbabﬂlty is
‘now given.

Def. 2.6.2 For any data type D other than Bool not havmg any defmmg type no value in
Vy,of an algebra A of type D is distinguishable from any other vafue in

The inductive part is as follows:
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Def. 2.6.3 Two values v, and v, in V, of a type algebra A are distinguishable iff there isa
term of type D' with exactly one variable of type D, expressed as c¢(x), such that the
instantiation ¢ [x/ v1] interprets in A to a value of a type. IV € A (an element of VD’) that is
- distinguishable from every possible Value to which the instantiation ¢ [x/ w2] interprets, or

-vice versa.
The case 2.6.2 above can be derived from the case 2.6.3.

Def. 27 v, and v, are observably equivalen, ig., (v.v) € Ey, iff v and v, are not
distinguishable. 1 o :

It should also be obvious from the above definitions that if D.does not have any observers
and D is different from Bool, then all members of V are observably equivalent. The
following definitions are useful in dealing with data lypics havmg nmdetenmmstlc
operations. ‘

Def. 2.8 Given two subsets A and A, of V) A is observably equalem to A and vice
versa, lﬂ‘(v v EA )(3 v €A )[( v>€EDI,andvacevem l

Def. 2.9 A and A, are dtslmgmshable lff A and A,are notdbservably equnvalent. 1

Then the case 2.6.3 can be rephrased as:
v, and v, are dxstmgunshable ifF there is a term oD such that { c[x/v ][ A } is
distinguishable from { x/ vilal
Consider the type algebra A_; of Set-Int (see Subsection 2.2.2). ‘1t can be proved
using the definition of Int that the observable equivalence relation on Z, the value set of Int
used in A, i the identity relation. Then the sets {}.and {0} are distinguishable since the
term Size(x) distinguishes them. The sets {0.1} and {1, 2} are also distinguishable since
the term Choose(x) distinguishes them: An interprétatioﬁ of Choose({O, 1}) is either 0 orl,
and if 0 is chosen as an interpretation, there is no interpretation of Choose({1, 2}) returning
0. By similar reasoning, {0, 1} is also distinguishable from {0}. {0, 1} is observably
equivalent to itself. The observable equivalence relation on the principal domain of A, is
the identity relation. However, it can be shown that the observable equivalence relation on
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the principal domain of A‘ is not the ldentxty relation, because for example, A,Dis
observably equivalent to <2, 1> ]n fact. any two sequences having the same set of integers
_are observably equivalent. In A} .’ ' i
Esﬂ_l o = 1L s> | s1 is a permutation of s2 }..

Thm. 2.1 The observable equivalence relation E,, is an equivalence relation.
Proof That E, is reflexive and symmetric is obvious from the definition. The transitivity
of E,; can be shown by induction on type algebras using the dependency relation. #

The requirement that the functions in a well formed type algeb;a A pfeéerVe :the
observable equivalénce relation :E .. for ‘each DY € A" is ‘equivalent to requiring that
- E={E;;|D'€a’} be'a congruence on A., where a corigréence on a heterogeneous
algebrais defined i in Appendix I1.

Def. 2.10 A type algebra A is wel/ formed if and only if E is a congruenceon A. 1

Smce we are interested only in well formed type algebras by a type algebra we henceforth
mean a well formed type algebra uriless stated otherwise,
 For example, both A, and A, are well formed. E' = { Eg, . El_ttEM}

1
in case ofAﬂ s

where Elu and EBool are the ldentlty relatlon lS a congruence on A
Thm. 22 Assuming that Emol is the largest congrucnoe on a model of Bool, E is the

Iargest congruence on A.

Proof Sce AppendixIL §

The above theorem implies that the observable equivalence relations on the domains in A
completely extract ItS observable behavior in the sense that in ‘te quotient algebra A/E
induced by Eon A, every Va!ue is dtsﬁnguishable from: wch otber ‘
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2.2.4.2 Reduced Algebras

It is technically cumbersome to deal with a type algebra having distiné’r but
observably equivalent values, so we introduce the netion of a reduced algebra.

Def, 2.11 An algebra A of type D is called reduced if and Onl);iif for each D' € &', E,, is the
identity relation. ® |

So all members in every domain of a reduced type algebra are distinguishable. For
example, A is reduced, whereas Al is not. B, the nioderbfﬁdér ‘is also reduced.

' Grven an algebra A, we can get us reduced algebra by tal(mg the quotient of A
wrt E={ E lD'EA} smce E is a congruence on A The reduced algebra
'correspondmgto Ais ' o

A/E =[{V, /Ey D €n}; {g Ioen}] where

RN UL B (XU v,)r’ | |
The prmcnpal domain of the reduced algebra correspondmg to an algebra of D havmg no
observers, where D is not Bool will have a smgle element. The reduced algel,ra
correspondmgtol\1 has as its principal domain o

SQY/Egepqnt = { {OLID L LD L {D}, (<>},
(0D, AOL{Q,D.CLO.. .}

2.2.5 Behavioral Equivatence of Type Algebras

As was stated at the beginning of this. section, in- order. to abstract-th¢ observable.
behavior of a type algebra, we must abstract frqm;(j)~mulgiple¢;represenmﬁgns of the values
of a data type in the type algebra as well as from (ii) different representational structures
used for the values in different type algebras. ' The obseryable equwalenee relation
discussed above does the first task. It rdentrﬁes representations having the same observable

‘behavior. For the second task, we employ the standard algebraic concept of isomorphism.

9. It can be casily shown that A/E is also a type algebra.
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By combining the two, we define the behavioral equrvalence relatron on type algebras as

follows

Def. 2.12 Type algebras A, and A, are behaviorally equivalent if and.only if the reduced

algebra corresponding to A, is isomorphically  equivglent to the reduced algebra

corresponding toA,. 8

, We later show that the above deﬁmtron indeed captures the desrred mtumon that
two behavrorally equivalent al,g,ebras have the same obsel;vable behavror By thls we mean
that ap interpretation of a ground term ¢ in one algebra behaves the same way as an
interpretation of e m the other algebra when mampulated by the operatlons (lnformally
speaking, a computatlon results in cqurvalent values in two related type algebras.) 7

The rsomorphlc eqmvalence .of two type algebras 1s stronger than t.het
isomorphism of the two type algebras if consrdergd as they are. If D does not have any
deﬁmng type, then 1somorph|c equrvalence is the slme as the tSornorplusm However if
two type. algebras are consrdered in the expanded form m whlch they have a domam
correspondmg to every data type D" € (D) and a funcnon comspondmg to every
operation of D", then isomorphic cqurvalence rs slme as lsomorphlsnr Smce we do not
wish to carry all this information in a, type, alggbra and consrder a type algebra in the
expanded form, we assume that for each D' in A, the models of D’ deﬁmng Vb ', and V2
the value sets of D’ are rsomorphlcauy»eqmvaleat,m there s, hijeetion % fmm V 1
V. defined by the isomorphic equivalence relation. We thus do not use any arbntrary
bijection-from V; in A, to Vi, inA, to show isomarphicsquivaleace between A, and A,
Instead, we build the ‘bijections bottom up establishing éorrespondence between' the values
mthetwoalgebras Theset{d» AD"€A} mdueesabuemm%ﬁom VDmVDsothat-

—{enll)'ea}nsamsomorphmnfrmnkmA ‘ :
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Def. 213 Given two type algebras A, and A, such that for each D’ € A, the models
deﬁnmg V  and V + as the value sets of D' are tsomorphlcally equrvalent, which defines a
bijection "’D V y— VD A and A, are lsomorpmca‘lly equivalent if and only if thereisa
bijection @), from Vjto V) such that ¢ ={op|Den } is an isomorphism from A, to
A8 , ,

Note that both A, and A, above are either deterministic-or the corresponding functions in
A and A, have the same amount of nondeterminism.

For examples, the models of Bool are lsomorphlcally -equiyalent. The type
algebras A_; and A_. of Set-Int are behaviorally equivalent because A and A, /E are
rsomorphrcally equrvalent We can define three other type algebras of Set Int whrch are
similar to A; The type algebras A2, si ° A:i . aad@r have sets repa:esented by finite
ordered sequences. of nonrepeating integers, finite ordered sequences of repeating integers,

and finite (unordered) sequences of repeating mtegers respectively; the definitions of

various functlons are appropriately given. It can be shown that the type aTgeBras Agi
Ag; Al Aj .and AQ, are behaviorally equivalert, |

Note that two behaviorally equivalent type algebras need not have the same
amount of nondeterrmmsm In fact, one could be detenmmstrc whereasthe other could be
nondetermmxstlc because the possrble resylts retumned by a nondetermmrsuc function.on
an input in such a nondeterministic algebra are observably equtvalent.

From the definitions of isomorphic equxvaleng;e and behavroral equrvalenoe we

have the following:
Thm. 2.3 A, is isomorphically equivalentto A, = A is behavioraily equivalentto A,

Proof Assume A and A, are |somorph|cally equrvalenL Let E/ and E, be the sets of
observable equalence relations on A and A r&pectrvely Then, A /E and A, /E can be

‘shown to be rsomorphrcally equrvalent (By Theorem 2.2, E is the largest congruence on

A and E is the largest congruenceon A, ) So A and A are behavroraﬁy equtvalent. 1
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Thm. 2.4 The behavioral equivalence relation on type élgébras is an equivalence relation. |

Proof The reflexivity énd:,symmetry p:opelty are obvious from thé, deﬁnitit;n. }Tyhe
transitivity can be proved from the fact that composition of twe isomorphisms is also an

isomorphism. 1 D

The behavioral equivalence of type algebras A and A, can be expressed as

such that the above dlagram commutes, ie.,

¢.H =H,.¥ ®
(The funcnon f. g has the same behavior as appfymg g fitst and’ ‘then a‘pplymg f on the
result.) E and E are congruences consisting of obsetvablé équivalence Telations on A ‘and
A, respectively; A /E, and AJE, are the reduced afgebras corresponding to A and A,
respectively; and, & is the isomorphism defined by the isomorphic eqmva!ence of A/E
and A/E,. H and H, are the homomorphisms induced by the congruences E, on A and’
E, on A, m@eenvcly The equation (}) defines the set. ¥ of many. to many jmappings
{¥,: v‘._. ViiD eau{D}} relating A, and A,. In Appendix I1, we discuss for two
bebaytoral]y equnvalent type algebras A, and A how a_many to .many mappmg
¥y Yy L V5 2 can be constructed from the set of many to many mappings { "’u IDea},
where for each D' € A, Yy 1s a mapy to.many mappmg from V‘, to V2 defmed by
'behav:orally equivalent models A and A, of D deﬁmng V‘. and V2 réspecuvely We |
also show that the above deﬁnmon of behavioral equivalence indeed captures the desired
property that the set of interpretations of a. ground term are ‘equivalent’ in behaviorally'
equivalent type algebras.
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Thm. 2.5 For behaviorally equivalent algebras A and A, for every ground term e of type

D" € (D).‘, foreveryve{d p }thereisave{e p }such that( [vilvDee,.  and
1 2

vice versa. * '

Proof See Appendix II. &

The following theorem expresses that the disti.nguishability and observable

equivalence of ground terms are invariant over behaviorally equivalent type algebras.

Thm. 2.6 For behaviorally equivalent A, and A, for any ground terms e “and e, of type
D' {le I 1} =1{lglp 1} =l |A 1}~{[e a1}
Proof See Appendrx 1. »

{[..]} stands for a set of equivalence classes.
2.2.6 Definition of a Data Type

The behavioral equivalence relation on type,algebras abstracts V}t’heir obseryable
behavior as shown abpve ,,an_d captures themeaning of a data type.

Def. 2.14 A data type D is an equivalence class of- algebras of typé D defined by the
behavioral equivalence rélation. 8¢ ‘ :

4 Let MD stand for the set of all behavrorally equrvalent algebras of type D. Every
Ain M, is called a model of D) as we have captured the semantrcs of the operatrons of D.
The principal domaln ofa model A defines a value set of D If a model inDisa reduced
algebra, then it is called a reduced model Since rsomorphrcally equrvalent algebras have
the same amount of nondetenmmsm all reduced rnodels of D are etther determmrstrc orall
are nondetermrmstrc (see p- 47) lf a reduced model m D is nondetermmrstrc, then the
,mterpretatlon of an operation in every reduced model has mformally speakmg, the same
amount of nondetermlmsm When we wrsh to present a data type D we wrll do o by
presenting an element of MD as the representatwe of M _ We call thrs model the»
denotation of D. We often use a reduced model as the denotatron of a data type |

We can order algebras in MB usmg the onto homomorphlsm relatron leen two
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algebras A and A, € My, A, < A, if and only if A, is an onto-homomorphic image of A,
when A, and A, are considered'in their expanded form. The relation < can be shown to be
a partial order. A reduced model A of D is the least model in M,, upto isomorphic
equivalence. It is also called final in My, because there is a onto homamorphlsm from
every model A’ of D in MD to A as deplcted in the followmg dlagram

Al

| .
H V¥ vy=¢ H
| .

A/E > A
®

Def. 2.15 Set-Int is the st of all algebras behaviorally equivalentto A, I

So, A, Al . AL, Al and A%, are models of Set-Inti: It can be verified that all
models of Bool are behavrorally equrvalent type algebras of Bool We wrll use B as the
denotation of Bool and A o; 2 the-denotation of Set-nt.

It should be clear from thé above deﬁmtlon that a data type D not having any
observers consists of all type algebras of D). This is s0.because the definition of behavioral
equivalence of type algebras depends only on the behavior.of the gbservers, |

We now compare our definition of a data type with those of Zilles [77] and the
ADIJ group [23]. They requrre a data type to be a set of aﬂ rsomorphrc (rsomorphlcally
equivalent to be exact) type algebras, which abstracts only the representatlon details from
the algebras. (They assume that a data type has only determrmstrc operatrons) In their
approach a data type whose models are the reduced algebras is dnstmct from another data
type whose models have drstmct observably equwalent va]ues éven though both data types
have the same observable behavror “For example the data type consrstmg of ‘models
1somorph|cally equwalent to A would be dlﬂ"erent From the data type consrstmg of
models isomorphically equrvalent to A From a programmer s pomt of view, both the
data types are the same and caﬁnot be drstmgurshed We do ot understand the motivation
for making the above drstmctron Our defimt:on ofa data type is stronger than theirs, and
it does not make the above distinction. It not on]y abstracts from the representatrons of the
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values in a type algebra, but it also considers representations to be distinguishable only if |
they can be distinguished by the operations. It is based on the programming language view

of a data type.
2.2.7 Observable Equivalence and Distinguishability of Terms

Since every value in the value set V,, defined by a model A of D is an
interpretation of some ground term of type D, the observable equivalence relation and
distinguishability relation on V. induce the observable equivalence relation and
distinguishability relation on the ground terms of type D as follows:

Two ground terms e, and e, of type D are observably equivalent w.r.t. A if and only if the
possible interpretations of e in A are observably equivalent to the possible interpretations of
e, in A. And, ¢, and e, are distinguishable w.r.t. A iff they are not observably equivalent

w.Ir.t. A.

For example, the ground terms Insert(Insert(Null, 2), 3) and Insert(Insert(Null, 1), 2) of
gi» 3 their interpretations {2, 3} and {1, 2} in A
are distinguishable, whereas Insert(Insert(Null, 2), 3) and Insert(Insert(Null, 3),2) are

observably equivalent w.rt. A si because they have the same interpretation in A si- The

type Set-Int are distinguishable w.r.t. A

observable equivalence and distinguishability relations on ground terms of D w.r.t. A have
the properties of the observable equivalence and distinguishability relations on Vpin A;
remarks and observations made in Subsection 2.2.4 hold for them also. |

Using the fact that all models of D are behaviorally equivalent and Theorem 2.6,
it can be shown that 'every model of D induces the same observable equivalence relation on
the ground terms of D. So we can say that the above relations are independent of a model
and are relations on ground terms of D. We can use a reduced model to derive the
observable equivalence relation on the ground terms of D.

Distinguishability and observable equivalence of the ground terms of D are useful
in understanding the behavior of D. These relations characterize the behavior of D in the
same way as these relations on the values of a type algebra characterize the behavior of the

type algebra. Distinguishability captures the informal notion of the ground terms being
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unequal. The models of a data type also induce observable equivalence and
distinguishability relations on ground terms of type D' € A involving the operations of D in
the same way as above. Understanding of the observable equivalence relation on the
ground terms is helpful in writing a specification of a data type, as discussed in the next
chapter. A specification of a data type can be viewed as a way to describe the observable
equivalence relations on ground terms.

We can also define the observable equivalence relation on terms (possibly
involving variables) as follows:

Given terms e, and e, of type D' € A', let X be the set of variables ine and e e and e,
are observably equivalent if and only if for some A € My, , for every A-instance V of X, the
possible interpretations of el[X/V] in A are observably equivalent to the possible
interpretations of ez[X /V]in A. And, e, and e, are distinguishable if and only if they are not

observably equivalent.
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2.3 Exceptional Behavior of a Data Type

So far we have assumed that every operation of a data type D returns a normal
value of its range type for any input in its domain. This assumption is not realistic, as it
glosses over an important component of the behavior of a data type. In this section, we
discuss the exceptional béhavior of a data type. We relax the constraint that every
operation terminates normally: An operation can terminate either normally by returning a
value or by signalling an exception. For example, we modify the behavior of the operation.
Choose on the empty set; henceforth, we assume that it signals an exception instead of
returning the integer 0. We discuss the assumptions made in the formalism about the
behavior of the exception handling mechanism of a host programming language supporting
the abstract data type mechanism. We extend the formalism introduced in the previous

section to model the exceptional behavior.
2.3.1 Assumptions about Exception Handling Mechanism

We consider the exceptioh handling mechanism an integral component of a host
programming language supporting the data type facility. The exception handling
mechanism performs two functions: Signalling the exceptions and handling the exceptions
[52]. Signalling is the way a program notifies its caller of an exceptional condition, and
handling is the way the caller responds to such a notification. A module implementing a
data type must provide an adequate interface with the rest of the programming language
for exception handling. Such an interface can be designed by naming the exceptions
signalled by the operations along with the specification of information carried as arguments
to the exception handlers. We will not be concerned with the semantics of the exceptional
handling mechanism of a programming language in this thesis; we rather consider the
exceptional handling mechanism insofar as it interacts with the data type mechanism.

Liskov and Snyder [50] discuss two models of structured exception handling - the
resumption model and the termination model. 1n the rcsumption model, it is possible to
resume the operation invocation signalling an exception after the exception has been
handled. In the termination model, the operation invocation is assumed to be completed
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once it signals an exception. Liskov and Snyder describe many advantages of the |
termination model over the resumption model. In particular, the behavior of the handlers
for the exceptions signalled by an operation is separated from the behavior of the operation
in the termination model approach; this maintains the modulér structure of the operations.
In the résumption model, on the other hand, thé behavior of the kandléfs becomes a partof
the operation behavior. Though there is not sufficient experience to suggest which among
the two models is better suited for abstract data types, we have decided to adopt the
termination model approach because of its simplicity.

| In a language supporting call-by-name argament passing nr:e‘chanism (or in fact,
any mechanism in which the argument evaluation takes piaée inside the procedure body), it
is possible to implement a data type whose operations can-handle the exceptions signalled
by the evaluation of their arguments. Few recently -designed programming languages
support such an argument passing mechanism for ‘af léast two reasons: () Its semantics is
quite complex, and (u) 1t ns mefﬁc1ent to 1mplement, Most programmmg Ianguages
support call-by-value, call- by-object [52] or call- by-reference mechamsm with these
mechanisms, it is not possible to implement a data type having an operation that handles
,exceptions signalled by the ev,aluation of its arguments _We assume in our work that an
operation does not handie any exception signalled by the evaluation of its arguments,
rather such exceptions are handled in ‘a modulen in which ‘t'he operation is. invoked, as
arguments are evaluated inside this module, Every operatlon is assumed to expect normal
values as arguments.lo

If an operat:on takes muluple arguments, ‘many arguments may s:gnal exceptions.
The order in which the exceptions are signalled and handled depends upon the evaluation
order of the arguments of a procedure mvocatnon in the host p:ogrammmg language we do
not address this issue in the thesis, We would hke our, formahsm to be com pauble wnth any
reasonable ordering scheme adopted in the host progmmmmg lauguage

10. However, our approach for defining a data type is gencral and flexiblc enough to modcl a data type
having operations that handle exceptions signalled by its arguments. We simply have to extend the formalism -
proposed in this section. A data type with such behavior can also be specified by extending the specification

‘language to be proposcd in the next chapter,
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We adopt CLU's view of a data type that the handlers ‘associated with the -
excepiions signalled by the operations of a data type are not a part of the data type. This
view keeps the behavior of the handlers separate from the type behavior and maintains the
~ modular structure of the type mechanism. A user of a data type has the flexibility of
associating different handlers for an exception in different contexts. We will not discuss
the behavior of the handlers in our research, |

Exceblions signalled by the operations are distinguished by namin‘g‘théin. “An-
exception can carry information as its arguments from' the place where the exception is
signalled, and this information can be used by a handler assocnated with the sngnalled
exception. An operatlon can signal many exceptxons to exhlblt dlﬁ‘erent properties of an
input.

For illustration, we consider the data type bounded stack of integers, of size < 100,
denoted by Stk- lnt-l00 ‘Stk-Int-100 is an mstantlatlon of the parameterzzed stack example
in {31] it has the follomng opemtlons ' '

Null acomtmdcmﬂngmeemptymdim

Push  inserts a given integer i at the end of a given stack s. It signals. the cxception
ovcrﬂow(s, i) if the given stack is of size > l(!) A handler for overflow may examine
the stack and remove the uscless elemcnts to make space for the riew element, or it
may do something else. _ 2

Pop removes the last integer inserted into a given-noncmpty. stack s. When invoked on the;
empty stack, it returns the empty stack back. ‘ |

Top returns the last integer inserteéd into a given noncm"i)ty stack s. It sngnals the ¢xception
“no-top() if s is empty. No-top does not take any argument.

Replace rcplaces the last integer inserted into a ngen nonempty stack s by a ngcn mtegcr ikt
‘signals the exception can’t-repldceé?) an thé cmpty stack. ‘ ~ :

Empty tests whether a given stack is empty or not.

For Stk-Int-100, o = { Int, Bool } and 2 = { Null, Push, Pop, Top, Replace, Empty }.



2.3.2 Formalism

, We dlSCUSS extensnons of the formahsm eroduced in the prevrous section to
model the except:onal behavior of the Qperatlon& We dlscuss modrﬁcatrons to the'
definitions and thelr 1mphcatlons Some lmponant deﬁnmons wnll be fully presented The
discussion and results of Section2. are apphcable om:e these modtﬁcatrons are
mcovpomted. \

We first extend the deﬁmtlon of a type algebra gwen in Subsectlon 2 21 We
want to keep the normal values of every data type separate from the exceptrons. because.
the exceptions have totally drfTerent behavror as compared to the normal values and
because the exceptions should not be typed ln addmon to a domam corrcspondmg to
every D €A comammg the normal values of D a mod;ﬁed type algebra has anew domain
of exceptions, denoted as EXV EXV consnsts of all exqepttons (or gxceptton values)

.....

srgnalled by the operatlons of D" € (D) where for every ~Texc;el’;ggn name ¢ ex of anty
D x ... xD, and each v, of type D, exv,, .., v) is called an exception value The
exception domain EXV in a type.algebra. A of.D.is-spesified incrementally. EXY-in A
mhenlsme excepﬁoﬂ domainofa model A of D" € A whose' prm’crpal domain V,,.'is bemg_
used i m A The except,lon values sugnalled by t,he l'lmctrops &terp{etmg the operat:ons of D
are explxcrtly specnﬁed. Let exv stand for an exception valug-ex(v...- . nL lf an operation ¢
signals, this Is modeled asits mterpretatforﬂ rdufmng anaenemef mrv ¢

We now present the modified iype algebra:

Def. 2.16 An algebra A of typeDlsaheterogeneous algebra
[{VD | D €A}, EXV;. {I laee} l.m

3] for every deﬁmng type D' € A, V,, is a value set of D’ deﬁned by a model _
U of DY V . ‘consists only of the nérmal values retumned by the constructors
of Iy, _
(ii) EXV is the exception domain including the exception domain of a model
: of I’ defining V,,, for each D' € A, and the exception values signalled by
the operations of D,
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(iii) for every o € @, its interpretation [_is a tdtal function of the appropriate
| arity. If D' is the range of s, f, elther results in a normal value in Vp, or
returns an exception value. If any argument to f is in EXV, f is not

defined on these arguments," and

-~ (iv) Vp is the smallest set closed under finitely many apphcatlons of the
functionsicorresponding to the constructors of D (i.e., {f |a€ﬂ . AN
only contains the normal values resulting from the constructors. 8 =+

Recall that by assumpuon even if f is nondeterrmmstlc 1t behaves determlmstlcally on an
| input on which it signals.’ We assume that for every D €A itis possnble to dlstmgmsh the
nonnal values from the exceptlons this assumptlon |s 1mpﬁc1t m every programmmg
Ianguage supporting exception handling. o

23.21 Tefms, Exception Terms, and Interpretations
. TR PR A T ST S Dt

In addition to tenns as deﬁned in Subsectlon 2, 2.3 we have exceptlon terms
deﬁned as follows. ‘ '

Def. 2.17 For every excepﬁon name ex of arity D, x ... x D g**’*&"x"‘“ Vs e)is-an
exception term if each e.isat;em)fofmﬂ,j RN N - N C

An exception term nothavmg any variables is called 2 grolmd excepuon term

An interpretation of a ground term ein a type algeibra A is not def' ned if any of
its subterms intérpréts to an exception vilue. So Proposmon 21 Subsectlon 223 gets
modified to - ' o

ey L

11. An cquivalent interpretation tsto‘have f signal a d:stmgunﬁcd cxccpﬁon valuc say abort() for example.

Wehave nmm:dﬁsmbaam it gives the:imprésiion of the ticoption valueboing passed as
~an argument to the operation. If we wnsh to madcl a. data type with an operation handlin cx;;cpnons,
signatled by the cvaluation of its argumerits, wé-canfiot ‘thake the above 2 ﬁnmphoﬁ At operation' e could
return normal values even: when its drgumcnts signal exceptiofis, sof could return a normal value in that

case.



Prop. 2.3 Aninterpretation of a ground term of type D" ¢ (D) m an algebra A of type D

is eithera norma] value an exceptxon value or undeﬁned l

If an mterpretatlon of e is an excepnon value OF-i§; undeﬁned, then ¢ has a unique
interpretation in A. An interpretation of an isstantiated term as well as a ferm in A are
similarly deﬁned Proposmonr 22in: &ubseeuon 223 M& -extends. wa modlﬁed type
algebra. ,

An mterpretanon of an exceptlon ground term ex(e o € ) in A is deﬁned only if
each e] A is a norma] value of type D; then ex(e,:..., en)l A= ex(el A eI A)

Otherwxse exie, . e)l A lS undeﬁned The deﬁnmon of an mterpretatlon of an

_ mstantlated exceptlon term and of an exceptlon term m A can be glven usmg the above
definitions. ‘

P O

2.3.2.2 Examples of Modified “’Ty‘pe Algé’ii’ras"

The type algebras A_; and A of Set Im glven in Subsectnon 2. 2 2 are modlﬁed‘

& Rﬁ: i o

to mcorporate the excepnons We wrll use the symbols. A, and A to stand for the
=[{S,z, B} EXV; { Nu, In, nemg&wn
The Choose operanon slgnals the exceptlon mreiemeni wh:ch is mcLuded in EXY; S0 .
| ﬂ) Ly no-ele-ento, ) e S

mstead of 0 Othenwse 1he deﬁmnons o£ the functlons remam the same. Slmnlarly, for
we have '
Al =[{SQ',Z B}, EXV; { Nu',In', Re', Ha', Si', Ch' } ],

where Ch'(O) & po-element(), and the definitions of other functions remain the same.

We present atypealgebra A, of Stk-Int-100.

si'

B P P

st = [{SQ"Z, B}, EXV; { Nu,Pu, Po, To,Re.Em}} o
where Z and B are the value sets defined by:the. medelsef htandBool:especnvely And,
SQ' is the set of all sequences of integers of length < 100 o
-SQ' = {() <0, <D, <D, <D, <2><0*0)<01)’®«’D S}
The interpretations of the operation names are defined as follows:
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Nu € O :
Pu<iy,...,i >,i) @ %overﬂow((il,...,im),i) . ifmx100
S UTRTTeY D , otherwise
Pol<iy...,i %) &0 ifm =0
E Cyouuri > otherwise
Toiy,...,i %) & 5 no-top() ifm =0
L otherwise
Re(<iy, .., i >, 1) a 5 can't-replace(i) ifm=0
_ : Ciyeooyi vi> - otherwise
Em(<i,...,i %) € (T { ifm=0
F otherwise.

Henceforth, by a type algebra, we mean a modifed type algebra unless stated otherwise.
2.3.2.3 Observable Behavior and Distinguishability

The definition -of Boel given in Subsection 2.2.4 remnains: the same, because no
boolean operation signals. ‘ -

As was stated earlier, if the operations of a data type exhibit exceptional behavior,
its values can also be distinguished due to its exceptional behavior.  If a sequence of
operations signals‘an exception on one value and does not signal on the other, then the two
values are distinguishable. If a sequerice of opérations signals oir both values, the two
values are distinguishable if the sequence signals, different exceptions. Thus the bchavxor
of the val,u&s of a data type can also be observed usmg the expeptlonﬂhandlmg mechamsm
of the host programming language. Even if a data type does not have any defmmg types,
its values can be distinguished if its operations signal exceptions.

We define the distinguishability retation on V, arid the distinguishability relation
on the exception domain EXV in A mutually recursively, using the ‘distinguishability
relations on the domains corresponding to the.defining types.. }t should be made sure that
arguments to exception names are such that the two definitions are well founded. The
definition of distinguishability on exception values. incorporatgs that (i) two exceptions
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having dnfferent names are distinguishable, and (i) two exceptlons having the same pame
but dlstmgmshable arguments are distinguishable.

Def 2.18 Given two excepﬂon values ex (v sveea ¥ ) and ex(v},.-.,v.) in EXV, they are
distinguishable iff (i) ex, # ex,,or @i) if ex, = ex, and m = 1, then for some 1 < i<myv,
is distinguishable from V.. Two éxception values are observably equzva!em iff they are not
distinguishable. 1. ‘

We denote the observable equivalence relation on EX_V byEExv

Def. 2.19 For an algebra A of type D havmg no defining types and whose operatlons do

not signal, all valuesin V, are observably equalent 1

Def 2.20 Two:-normal values v, and v, in ¥}, of an algebra A of.type D are distinguishable
iff there exists a term with one variable of type D, expressed as c(x) such that one of the
following conditions holds: '

@ - the mstantlated terms c{x/v} and c[x/v] imterpret to distinguishable
exception values in A, o :

i) c[x/v]} interprets to-a normal value :md c{x/v,] mte:prets 10 an
exception value or vice versa, and . ,

(iii) cix/viiy ond clx/v}l o -are normal. values and { c[x/vllA } is
distinguishable from { c[x/v]iy }. 8 «

Note that in the above definition of distinguishability, we have not included the case in
which exacﬂy one of dva] and c[x/v2] is not defined because the condition (u) above
takes care of it. ‘

Def. 221 Two normal values v, and v, are observably equlvalenl iff they are not
distinguishable. 8

" Theorem 2.1 of Subsection 2.2.4 extends to the above dcﬁnmon of observable
equivalence relation. E;xy is also an equivalence relation. ‘
We extend the definitions of congruerice, homomorphism, and isomorphism: for
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type algebras havi‘ng exception domalns.. The mappings from the hormal domains of a type
algebra A, to the corresponding normal domains of another type algebra' A, induce a
mapping @y, from the exception domain EXV in A to the exception domain EXV, in
A, The exception names act like operations; they preserve these mappmgs Given
Ap=[{V) 1D ea ) EXV,; {1 |o €q]}] |
Ay = [{vl§,|D'eA'},Exv2,{f;laeo}].
for every exception name ex of arity D, x ... x D,

(-ex(v... v)ex(d)“(v) , ® (v)))€<l>Exv B ' _
Theorem 2.2 modified tosay that E = { Ey | D’ € AY}u { E XV } is the larg
congruence in A holds; the proof is srmrlar to the proof of Theorem 22.E captures the
normal as well as the exceptronal behavior of the functrons of a type algebra A.

~ We define a reduced algebra in the same way as in Subsectmn 224 usmg the
congruence E. The deﬁnmon of behavroral equivalence relatron on type algebras is the
same as in Subsectron225 The deﬁmtron of 1somorph1c equrvalence used in the
definition of behavioral equrvalence is extended by mcludmg the mappmg pxy in the
family @ and requiring Ppxy also to be a brjectron The theorems of Subsection 2.2.5
exhrbrtmg that the deﬁmtron of behavroral equrvalence of unmodrf ed type algebras mdeed
captures the desrred intuition extend to the modified type algebras The results and proofs
are modified to incorporate the fact a ground term ‘e (respectrvely, an mstantlated term
e[X/ V]) ‘may mterpret to a normal value an exceptlon value or be undeﬁned (see _
Appendlx m. ' '

A data type D is defined in the same way as m Subsectron226 as a set of
behaviorally equrvalent type algebras Let M stand for thrs set Every model in MD now
has the exceptron domam EXV The observable equrvalence and drstmgurshablllty
relations on the ground tenns of type D are defmed as in Subsectlon 2 2 7. We incorporate

| the facts that two ground terms whose mterpretatron in every model m M b are undefi ned.'
are observably equrvalent, and that rf one of the ground terms has an undefined

interpretation whereas the other does not; then the two ground terms are drstmgurshable.
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2.3.2.4 Comparison with Goguen’s. Approach

L Our approach is srmrlar to Goguen S approach [20 21] of modehng the
exeeptronal behavror ofa data type in the sense that exeeptrons are named and can have
arguments, However there are erueral dtfferences ttt the two desrgn, phtlosophres lnv
Goguen s approach, the definition of a new data type can possnbly extend the deﬁmtlons of
just hke the normal values (called ok values ln [20}) lnstead ol‘ hqumg a smgle domam of
exceptrons, Goguen partmons a value set of D mte the exceptton values and the nom:al_'
values the exeeptton value part ot‘ the value set expands as new types usmg D are deﬁned.
For example the deﬁmtron of Stk lnl-ll)ﬂ would extend the deﬁmtton of lnt by deﬁmng a‘
new. mteger no-top (whrch is a not-ok value) We consrder this as vrolattng the modular
structure of the defmmons. B ,

| The OBJ language of Goguen and Tardo {21] allows the handlers for the

‘‘‘‘‘

thus makmg the type behavmr oomplex We suspet:' that they adopt thrs appromh because
of therr attempt to develop the algebrarc semanttcs ot‘ a confplae programmmg language‘

handhng mechantsm from the data type o
In contrast, we have concentmted on the behavror of data types only We have

TinMT &

separated the exception handling mechanism from the data type meehamsm We have‘
iny eonsrdered eomponcnts of the exceptton handlmg mechanism related to the type

Ao Booish oz uyy

deﬁmtron mechanrsm We do not consrder the behavror of exeeptton handlers as a part of
a data type for reasons drscussed earher We ‘beheve that the type mechanrsm should only

,,,,,,, 3 \i«n.-‘f

provrde an adequate mterfaee to the excgeptton hand;l;rnfgmn)eehamsm of the hm
progr,arnmmg lang;rag ) We separate the exeept{g? d°'l'}“& gt:rom the domam of nonnal
values as exceptions have dtfferent behavror t'rom the norrnal values. We do not type
exeeptrons erther because domg so seems meanmgless. ln thts wayfiwe have been able to

define the behavior of the operatrons of a data type completely and umfonnly, w1th0ut
extending the definition of any of its defining types thus preserving the modular structure
of the type mechanism.



2.3.3 A Simpler Vkppl{:oach'

In this subsection, we discuss another approach for modelmg the exceptlon
behavior of a data type, which is srmpler than the appromh discussed earlier. This
approach has been generally assumed in the literature ‘o algebraic specification of data
types when the authors do not wish to discuss the exception-behavior of the operations
[29, 77]. The ADJ group's work [23] is an attempt to formalize it; stid Guttag [31] embeds it
in a rich way in a specification language. We discuss this approach for. two reasons: (i) our
discussion is simpler and more natural than that of [23]. (ii)our, discyssion would-place the
works of those who have implicitly or »exphcrtly assumed this approach of modeling
exceptional behavior on a:firm basis, and (iii) our drscussimyprqyrdes a semarmc basis of
Guttag's specification language.

In this approach, .exceptions signalled by operauons hagmg the same¢.range are
not distinguished and no mformatmn is passed wrth an exception to its handler. An
operation on an input either returns a normal value ar &gralg an exception failure. For
example, the opemﬂons Push, Pop, and Replace srgnaj tire same exception failure. Evcry
~ operation is assumed to expect normal va@u@ as argumeqts. 1f an argument to-an operation
signals failure then the operation propagates it by signaliilfg it |

Such exceptlonal behavnor of the operatrons can be modeled by extendmg the -
‘domain of every D’ € A’ m an algebra A of type D (as defmed in Subsectxon 2.2, 1) with a
: 'spec1al exception failure we denote it by orryy . Whenever an operatron o srgnals fallnre |
its mterpretatron f,in A returns orryy s where D’ is the range type of 5. So we have

—[{VBU{eer}}U{V U{eer }D €A} {r IaEQ} 1
If any of the xs is eer, then f (xl,. Jia x) = arrgy , i, f 1s strict with respect to its
arguments. We assume that for every D' € A, it.is -possible to distinguish between the
normal values and the exception value erry .

We mochfy the definition of Bool gwen in Section2.2. The: model B of Bool is
extended to have the exceptional value. orry,. L

= ({ { true, tawe, oery J 1 { T.F, V,~ A, =, u})
where the defmuons of the boolean operations remains the same opnormal values,



'ﬁ‘i'

Besides, every function is strict. Bool is defined as the set offall ‘type algebras isomorphic to
e '
We dlSCUSS a type algebra A of Stk lnt-lm
LY —'[{SQ U{m‘ﬁ} Z B'}., {,Nu Pu’ Po To Re’, Em’}],
where B = Bu{em} L ot
Z =Zufew}, e

‘N @ ©
Pu’((r, 12, i) C orr. “‘ - s i m >-100
) B S S (i m’DV’ ‘ otﬁemim .
po’«il;.'..,‘i,;,‘}? 45 O ifma
| Uhpeeesiy > otherwise:
To'Ci poees ) QCer, THEm=0
REKi,..., i3, 1) éimm- S iftm=0
R o g gD o otherwise
EMKi,..., 1)) QE U ifm=0

,The theory discussed in- Sectnon 2 2 dlrectly extends to the above algebras also.
'Ihe deﬁnmon of the mterpretatlon of a term in Subsecnon 2 2 3 easﬂy extends ‘A gmund
term of type D’ Vor an mstantlated tenn may mterpret to orrn The deﬁmnon of .
d:stmgunshablhty of values of D in a type algebra also extends ina stralghtforward manner.
We want to add to the defmtmn that (l) every! norrﬁa‘t value of D is (ﬁsangushable from
the exceptional value *enD, and (ii). two normal. values v sdnd.p,in V- of A are also
distinguishable if there is a term ¢(x) such that e’[xiv} interprets 1o an ;excepﬂoaal value,
whereas ¢ [x/ v2] interprets to a normal value, or vice versa. ‘o SR
The behavioral equivalence relation oa modtﬂeé type aigehras is a simple
“extension of the definition given in Subsection22:5.'. The modified: definition. of
isomorphic equivalence reqerires that every mapping $yy-i- # maps:the exception value
arry in A, toerryy in A, . Other conditions remain the:same in the definition. A data type
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D is a set consisting of all behaviorally equivalent type algebras of the above kind. The
observable equivalence and distinguishability relations on ground terms are defined in the

same way as in Subsection 2.2.7.



-

2.4 Mutually Recursive Data Types

We have assumed so far that data types can be d@igqggthigga;ghjpél_ly one at a
time and that the data types on which a data type,: D depends can' be dwigﬁed
independently of D. These assumptions are not valid for a subclass of data types. In some
cases, it may be more meaningful to associate an operation with a collection of data types,
- instead of a single data type; for example the conversion opeml_iohs between the data types
fixed point number and floating point number. Or a group of data types may be mutually
dependent such that they cannot be defined one at a time, for example, data types picture,
contents, componeni, and view in [32] are mutually recursive. In the latter case, the
dependency relation on data types as defined in Section 2.1 will have cycles.

For the above cases, we consider groupé of mutually recursive data types together
as one entity, and define direct dependency and dependency relation on such groups and
nonrecursive data types in an analogous manner so that the relations do not have any
cycles. A group of mutually recursive data types can be then defined hierarchically when
considered as one entity.

~ Let D stand for a group of new types being defined together. Let A stand for the
set of their defining types, assumed to be defined elsewhere, and Q stand for the set of their -
operation names. '

A type algebra for a group of new data types D is a straightforward extension of a
type algebra for a single data type D. It has a*domain corresponding to every D € D in

addition to the domains corresponding to every defining type D’ € A and the exception

domain EXV. It also has a total function (deterministic or nondeterministic) corresponding
to every operation name in Q. Instead of having a single principal domain as in case ofa
type algebra for a single data type, we have many distinguished domains in a type algebra
for D. Every domain correspondingto D€ D is a disting'uishéd domain: In order for the
_distinguished domains to be nonempty, it is necessary that at least one of the data types in
D has a basic constructor (a constructor that do&s not take any argument of a type in D).
Furthermore, all the distinguished domains must be constructible mutual recursively.
The theory developed for a single data type easily extends to a group of mutually
recursive data types. We can directly extend the definition of the interpretation of a term
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in a type algebra defined above. The obdervable equivetence and distinguistiability
relations can be similarly defined on V for each D€ D. They induce the observable
equn alence and drstmgmshabﬂ:ty relatnons on the ground terms of ‘type D. ‘Behavioral
equivalence relation on type algebras can also be defined analogously

A group of mutually recursrve data types D 1s a set of all behavrorally equivalent
type algebras of the above kind. Every type algebra i in the equrvalence class is a model of
D. A model of D defines a value set of each D € D, whrch is the distmgurshed domain
corresponding to D in the model.



3 Speclﬁcatmn of an Abstsact Data Type

In thxs chapter we dlscuss a method for speufymg abstract data types lee the
definition method, the speuﬁcatmn method is hterarchleal and modular We descnbe a
specnﬁcatmn language in. whxch data types havmg nondetenmmstlc operanons and havmg'
operations exhlb;tmg exceptlona] behav:or can be spec1ﬁed The mam goal m desngmng
the Iaaguage has been w develop a good notatxon for expressmg the des:gn of the data
component of programs The specnﬁeatlon language should be as ﬂexnble as possnble to,
enable a designer to conveniently express his/her intent. We do not restrict a specnﬁcanon
to specify a single data type only, instead a specification in general specifies a set of related
data types sharing a common behavior. A specification only expresses properties particular
. to the data type(s) being specified. Properties common to.all data types, for instance, the
minimality property, are not specified. They are instead asurned in the semantics of the
specification language. '

Since a data type is a set of models, its specification(s) must capture the properties
common to these models. The specification must specify the syntactic structure as well as
the observable behavior of these models. There can be many ways to do this. One Way is
to present a model that acts as a representati»ve of the above set. For instance, the definition.
of a denotation of a data type D can serve as its specification; as an example, the model A
of Set-Int can serve as a specification of Set-Int. A data type is specified in this way in the
model approach [3], which is briefly discussed in Section 12. This method has a
disadvantage that since a particular representation of the values of the data type is used to
specify the data type, there is a cianger of the irrelevant propeaties of the model being
associated with the data type. This shortcoming of the model approach can be
circumvented by.choosing an appropriate semantics of the specification method as in 3]

Another way is to speeify the properties that characterize the observable behavior
of all models of a data type. We adopt this approach, which is called the axiomatic
approach in Section 1.2. We specify the observable behavior as a finite set of properties of
the operations of D. These properties are expressed abstractly without referring to any
particular model of D and without assuming any particular representation of the values of
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D. They are presented as first order formulas relating secjuences of operations that return
observably equivalent values. The reasons for ehoosing the axiomatic approach are:

(i) A theory of a data type can be directly developed from its axiomatic specification -
without referring to any 6therzdomain- of discourse, '

(i) our work can be integrated with the work on the development of axiomatic systems
for reasoning about control structures [17, 36} and the automation of ‘the verification
process, and

(iii) the methodology for proving the correctness of an implementation of the data type
 with respect to its specification is simple and natural for a wide class of specifications.

Instead of allowing arbitrary first order formulas, we restrict the axioms to be
equations because

A(i) an equational specification is amenable for deducing the properties of a data type (see
the next chapter, where the proof theory of a data type is developed from its specification;
also see Musser [60] for discussion of a theorem prover for equational specifications),

(ii) an equational speciﬁcatiori is easier for a programmer to understand (see [29] for a
discussion on viewing eq uatiohal axioms as recursive progratiis),

(iii) certain desirable properties of specifications can be guaranteed by putting constraints
on equations [28], k

(iv) an equational specification has been found to be more suitable for semi-automatically
deriving an implementation of a data type }64, 68}, and " '

(v) a model can be more easily constructed from-a equational specification than from a
specification whose-axioms use existential quantifiers {16},

Our specification language allows a specification to introduce a finite set of
auxiliary functions to express the properties of the operations. An auxiliary function is not
an operation of a data type; rather it is a helping function in a-specification. So it is a part
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of a specification of a data type, and not a part of the data type itself.! The use of auxiliary
functions in a specification is a necessity, because if axioms are restricted to be equations
without auxiliary functions, many data types cannot be specified [2, 53, 71,.43].2 With the
help of a finite set of auxiliary functions, one can specify: using a finite set of equations,
(i) any data type with a recursively enumerable (r.¢.) value set and a. finite set of total
deterministic computable functions [28, 43}, and
(ii) any data type that can be specified ijsing a recursively enumerable set of equations,
restricted conditional equations; or pasitive conditional equations j43].
In this sense, our specification language is quite expressive. (For a detailed discussion of
the expressiveT power of an equational language with. auxiliary functions and “how it
compares with other algebraic languages for specifying data types; see [43}) Besides, we
have found auxiliary finctions convenient and- useful -in e&pr&iﬁg the properties of
complex operations; the judicious choice of .auxiliary- fuactions ofien results in
specifications that are relatively easier to write and undustaﬁd wcompared with equivalent
specifications written without usmgthe auxiliary functions. : S
We discuss the spectﬁcatxoa language in the first section. Drffcfent components
of a specification. are described. The semantics of a siaesfﬁeaqon;tszsw@n in. the second
section. It is defined to be a set of related data types sharing the commen behavior
captured by the speeification.: In the third section; we siate what it means for a data type to
be (precisely) specifiable by a specification; equivalencs: among specifications is defined.
The fourth section discusses the specification of the data type boolean. In. the fifth section,
we discuss two structural properties of a specification, consistency and behavioral

1.- An auxiliary function should not be confused. with an internal procedure needed in an implementation of
a data type to implement its operations. (Chapter S discusses internal procedures.) An auxiliary function
however serves the same purpose in a specification as an internal procedure in an implementation. It is not
available to the users of a data type, and is used only for expressing and proving propertics of the data type
from its specification.

2. We conjectured in [43] that cven if axioms are allowed to be conditional equations (restricted, positive, or
unrestricted), there are many interesting data types that cannot be specified without auxiliary functions.

3. Guttag [31] rightly compares the usc of auxiliary functions in a specification with the usc of subroutine
(procedure) abstraction while writing a complex picce of software.
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completeness, expressed in terms of relationships ameng the set of .data types specified by
the specification. The consistency property requires that a specification specifies at least
one data type. The behavioral completeness’ property -requires that a specification
completely specifies the observable behaviorof the operations on intended inputs; it rules
out only intentional incompleteness ina 'sbec'i'ﬁc’"at"ron. In the sixth section, we compare our
specification language with the works of Ziﬂes[??] Guttag et al. [29,31], the ADJ group
[23], Goguen {20], Burstall and Goguen [7], Goguen and 'Tardo [21], and Nakajima et al.
[62]. , . RTSRTR e



3.1 Specmcatton Language

"K

' ,;; sxntactlc umt. ealled a speciﬁcallort module |
(or smrply a speczfcatton), which in genetal specrftes aset of re}ateq data types myw;: ﬁrst
discuss.specifications of hrcrarchtcaﬂy Mred (nonrecurs;ve) dam types at thetend of .
B thesecmn we dlscussaweciﬁcanonﬁormtua{ly recursrve datatypes. P
| ' ;‘ name: to stand--for, any of the data types specrﬁed hy a‘;

specrﬁcafton We may lse the same name as the name of its specrﬁcatron whenever tt, rs‘

Tne specrftcat;on language has asip

possible ’::to disambiguate from the context whether a name refers to a data typ;e ,or 1ts
speciﬁcofion When we consider more than one specification of a data type, we use
different names for different specifications. Though a long name for a concept may convey
information about the behavior of the concept, the long name can be inconvenient to use,
so we allow abbrevratrons for long names to be introduced in a specrﬁcatton prewde_d by
the symbol as. Let D stand for a type being specified by a specrﬁcahon S. '
A specification in general has four components
” 'V(t) Operations,
(i) Auxiliary Functions, o

¥

(i) Restrictions.- and
(iv) Axivms.
The operatrons component specrﬁes the syntactrc propemes of D, and the reetncttons

component ‘and the axioms component specrfy jts semantic propemes We illustrate
different components ofa specsﬁcanon using the specifications given in Frgures 3.1and 3.2.

e Flgure 31is a specrﬁcatron of Set-Int. Figure3.2isa specrﬁcatton of a set Stk-Int of data

4 types the data type Stk-Int-100 defined i m Chapter 2 :s in this set.
A specrﬁcatton is hterarchrcally structured it refers to the specrf catlons of data'

" '. ‘ﬂ"'types other than D assuming that these specrﬁcatrons are given elsewhere Data types other |

e “" than D ‘may have already been specified, or they will. be specified later. For example, the |

o ,,4spec|ﬁcatron of Set-lnt in Figure 3.1 refers to a spectﬁcatlon ofa data type Int. We assime

;‘L'that Int is specrﬁed elsewhere. Since a specification of Int can specrfy a set of data types,

B vvi_‘ylnt in Flgure 3 1 stands for any data type in the set.
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Figure 3.1. Specification of Set-Int

Operations

Null : — Set-Int | as &
Insert : Set-int X Int — Set-int
Remove : Set-Int X int — Set-Int

Has  : Set:intXint — Bool . asxEX
Size  : Set-int — Int as #(x) .
Choose : Set-int — Int nondeterministic

— no-element()

- Restrictions

#(s) = 0 = Choose(s) signals no-element:
Axioms

Remove(d,i) = &

Removelinsert(s, i1),i2) = ifit = i2 then Remove(s, 11)-else Insert{Removels, i2), 1)
i€ = F . . , o

i1 €lInsert(s,i2) = ifi1 = i2thenTelsei1€s

#@) =0

#(Insert(s, i)) = ifi € sthen #(s) else #(s) + 1

Choosels)€s = T

Whenever we introduce a new construct of a specification in this section, we
informally discuss its meaning- for motivation and clarity of exposition. As was stated
above, the precise semantics of a specification will be given in the-next section.

- 3.1.1 Operations

Thts component speaﬁes (l) the domam and range and (u) the names of the
exceptlons s:gnalled by every operation of D on its mtended mputs along wnth the types of

the arguments to the exceptnons Itisa sequence of specnﬁcatlons of the followmg form:
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o:D x...xD D Ry

- exl(Dn., <Dyp)

. exD,,, .. D“"‘x) ‘

where D x... xD_is the domain of e and D' is its mn% . s;gnals excepuons havmg
names ex,,... , whose argument typa are also specified. If mOpefatnmm specnffed

to signal an excephon the exception must ‘be listed in lts syntactnc specnf cation. 1f o does
not take any argument, then it is a constant of its range type. If an exception name ex does '
not take any argument, it is expressed as ex() or simply ex. The operations comﬁiiheﬁt of ‘a
specification of D indirectly specifies the A and @of®: - -~ = - E

When an abbreviation is introduced for an n-ary operation name, we can specify
how the abbreviation distributes over the arguments using the argument place holders
X, ...» X . For example, the operation Has of Set:Inf is abbreviated to e and itis uscd as
J:2 € x,.” We discuss later (Subsection 3.1.5) hovy ponde;eqpygrgte opeeatlon§ are spémﬁed

-

3.1.2 Auxiliary Functions

This component is optional, it exists if auxiliary functions are used in writing the
Axioms and the Restrictions. As was discussed before, auxiliary functions are introduced to
enhance the expressive power of the specification language and:to make the.language more
Bexible so that specifications:are.easiet. so write And- understend., We: do- not recommend
choosing auxiliary functions randomiy. to express the behavier.of the operations. -Instead,
they should be chosen with care. An auxiliary function should embody a subsidiary
procedural abstraction needed to express the operation behavior. ‘1t3s a good design
practice to completely specnfy an auxlhary funcuon even 1f its behavmr is needed only fora
subset of nts mput domam Furthennore |f an auxlhary funct:on is of the result type D, it
 should not have to oonstruct values that cannot be oonstructed by the oonstructom of D



-5 -
Every auxiliary function is deterministic, and there are no testrictions ‘associated with it 4
For example, the specification of Stk-Int in Figure 3.2 uses the auxiliary function Size.

We specify the domain and range of every auxiliary function used in the
specification in the same way as the operations. Let A, stand for the set of all au)iilia'ry
functions used in a specification. An auxiliary function may use a da&_ typ_e- not in A’
(= AU D) as a component of its domain or as its-zange: we' call such a vdata‘ type as an
auxiliary type. Like a defining type, every auxiliary type is assumed to ‘be specified
. elsewhere. Let A, stand for the set of auxiliary types used by the ;au;i}jary,funetions in A,
If a specification does not have the auxiliary functions com&ﬁem,v'‘!l'len"*‘A’f = & and
A =2

We extend the definition of a term in Subsection 2.2.3 to include terms
constructed using the auxiliary functions an'd the eperation symbols of the auxiliary types.
Def. 3.1 An auxiliary term of type D' € U )" is defined inductively as

D"e{D}u At ,
(i) a term of type D, R
(ii) if o € A, such that its domain is D, X ... x D_and its range is IV, then ‘o(e, , ..., &)

is an auxiliary term of type D’ if and only if each ei is ananxiﬁary term 'of typeD.. v

Clearly, if A and A, are the empty sets, the definitions of an auxiliary term and a telm
coincide. An auxiliary exception term can be defined by replacing terms by aux:hary terms
in the definition of an exception term in Subsection 2.3.2. Henceforth, by a term we mean

an auxiliary term, and by an exception term, we mean an auxiliary exeepuon tetm tmles
stated otherwise.

4. These constraints on auxiliary functions arc imposed for convenience and simpliciiy. Our formalism .
would work equally well if these constraints are not imposed.
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Figure 3.2. Specification of ,Stk-lﬁt,
.S(k-lni as Stk

Operations

Null : 4—» Stk _,
Push : Stk X lnt — Stk

. — ourfm(s&g,ht)
Pop. = : Stk — Stk

¥

Top  :Stk— it
‘ - —'no-top0 -

Replace : Stk X Int —. Stk
Empty : Stk — Bool

Auxiliary Functions -
Size : Stk — Int ~ as #(x)
Restrictions

PretPopls)) :: ~ Empty(s)
Pre(neplace(s, i)) o~ Empty(s)

Empty(s) = Top(s) sxgnals nq-;opo

Pushis, i) szgnaIs overflow(s, i) = #(s)> 100 |

Axiams

Pop(Push(s, N=s
ToplPustlils, D) = |
Replacels, i) = PushiPop(s), i)
Empty(Null) = T
Empty(Push(s,i)) = F
#(Null) =0

# (Push(s,i)) = #(s) + 1




3.1.3 Restrictions

The restrictions and axioms components of a specification specify the normal as
well as the exceptional behavior of the operations. They also deﬁne the auxiliary functions,
if any, used in the specification. The axioms component vs.}peciﬁes the normal behaviorvof
the operations. 'Theexceptional behavior is speeiﬁed:as a separate layer over the normal
behavior. Thls is achieved by specifying restrieliens en‘ the operations in the restrictions
component. An axiom in the axioms component holds (only if the operations used in the. .
axiom satisfy the specified restrictions. The restrlcuons component is. an extension of the
Restrictions Specifications of Guttag [31]. :

The restrictions component is a set of restrictipi)s;. every ‘restrictio'n' is associated
with an operation. There are two kinds of restrictions: |

(i) Preconditions, and |
) E xeeption Conditions.

Every exception listed in the syntactic specification of an. operation should have an
associated restriction specifying the input condition when the exception is signalled or may
be signalked by the operation. The boolean cor}diﬂons inthe exception conditions for an
operation must be disjoint. Another constraint on: the beolean conditions when they use
nondeterministic operations is : discussed later. - As: is: stated- in the: first 'chapter, for
operations having complex behavior, it may be very: difficult to-specify conditions on their
inputs under which they signal a particular exception. This approach of specifying the
exceptional behavior is not suitable for such gperations. -

3.1.3.1 Preconditions

The preoondmon restnctlon for an operatlon specnﬁes the subset of 1ts mput
domain on which the operation behavior is of interest. The operatlon is expected to be
invoked on inputs in this subset; it is the user’s responsibility to ensure this. The operation
behavior is specified only on these inputs; it is left unspecified on inputs outside the subset
because it does not matter. An operatioﬁ can either signal an exception or return a value

on an input not satisfying the precondition. For example, in certain applications, we may
!
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not care how the operation Replace in Figure 3.2 behaves on the empty stack as it is never
going to be invoked on the empty stack. Tt could either return a stack value or signal an
exception. Also see [S1,32] for more examples of such operations. [f a specification
commits to a particular behavior on an input not satisfying the precondition, for instance
signalling an exception, mimy implementations would be nﬂéd out. Our approach is to
encourage a designer to specify only that portion of the data' type behavior which is of
interest to him and allow the rest of the type behavior to be left unspecnﬁed so that an
implementor has the maximum ﬂexnb'hty |

The precondition restriction for an operatlon o € ﬂ is spemﬁed as:

Pre(o(X)) : P(X), )

where P(X) is a boolean term having Xpsoues X (the input X) asits variables, and it cannot
signal on X. The axioms involving ¢ hold only if the input to every invocation of o satisfies
the precondition P(X). If the Restrictions component does not speéﬁ‘&"é:‘ﬁfec'(‘)ndi't‘ilénsfor
an operation, the operatioﬁ is assumed to be specified for its enti'r'é»éy‘nt‘ac‘*tic"’domain, i.e., its
precondition is T. For example, ~ Empty(s) is the precondition for Pop as well as Replace
in the specification of Stk-Int in Figure 3.2. The specification does not specify the behavior
of these operations for the empty stack. No precondition: is specified for any other
operation, so their preconditions are T. Similarly, no precondition is specified for any
operation in the specification of Set-Int in Figure:3.1. ‘If a precondition different from T is
specified for an operation ¢, o is said to have anontrivial precondition. Let P stand for
the precondition for ¢. o - . :

If an operation ¢ does not signal on an mput not sansfymg its precondition, it
cannot return an arbitrary value. If ¢ is a constructor, as for example, the operations Pop
and Replace in Figure 3.2, the result must be constructible by the ‘constructors of D using
mputs satisfying the associated precondmons Slmllarly, 1f o lS an observer then it must
retum a value of its result type.
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-3.1.3.2 Exception Conditions

There are two kinds of exception conditions:
‘(i) Required exception conditions, and
(ii) optional exception conditions.

A required exception condition for an.operation o is expressed as
R(X) = of(X) signals exte,; ..., ek). A

stating that if the input X satisfies the precondition P_ and the boolean condition R(X)
which is a boolean term, then the operation v must signal the exception ex havinge,, ..., ¢
as the arguments to its handler(s). The exception name ex is of arity D, X ... X D, . and
each e is a term of type D_ having variables only from the set { x,..., x_}. For example,
in Figure 3.1, the operation Choose is specified to, signal the exception no-element on the
empty set. In Figure 3.2, the operation Tep signals:aertep:on the empty stack. We call the
above exception: condition required because-the operation is required to fsignal;- the
exception. It is possible to specify an operation signalling different exceptions for different
subsets of inputs. ) | A

In certain applicaﬁons it may be restrictive to require that an ‘operation signal an
exceptlon when its input satisfies a condition. At the same Ume it may not be desirable to
Ieave the operatlon behavior complete]y unspec:ﬁed lnstead we would hke to place -
constramts on the behavior. If an input to the operatlon sausﬁes the specnﬁed condition,
the operatlon is specified to have the opuon of elther s:gnallmg the specnﬁed exception or
returning a normal value. In case the operatlon chooses not o sngnal it must behave as
specnf ied by the axioms. Optional exception condmons are mtroduced to capture such
behavior of an operatlon An optional exceptnon condmon is expressed as

“o(X) signals ex( .y € ) = o),

stating that in case'd signals an exception ex having €)r - €, 8S arguments and the input X
satisfies the precondmon P, thcn the input X must also satlsfy the boolean condition
O(X) a boolean term. ’

Optional exceptions are especnally useful for spemfymg a set of snmllar data typ&s .
having values whose capacnty (size) has different upper bounds lt is possnble to state asize
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requirement‘on the values of the data type, but at the Sanié time not be very restrictive
about the requirement. An rmplementor could decide on the exact bound based on
convenience insofar as the specified bound condmon rs met Such behavror of a data type
is specified by stating that the constructors have the optlon to srgnai exceptrons |

For example, in the data type Stk-Int-100 der ned in the prevrous chapter the
operation Push signals if its stack argument isof size 100; 1f the desived requirement is that
a stack value be able to store at least 100 integers, ﬁjis-behaw&ﬁz of Push:is very restrictive.
It ‘rules -out a:implementation supporting stack values of size > 100, even though: the .
implementation has the desired behaviorexcept that Push does not signal exactly on stacks -
of size 100, but rather on stacks of size 128.: We bpecify the desired requirement in
Figure 3.2 by stating that Push optionatly signals; whenever Push Signals overflow, its stack
argument must be-at-least-of sizé'108: " In this way, a speeification specifies the least upper
bound on the size of the values of a deta-type; anditise responsibility of deciding the exact
upper ‘bound is delegated toan impleméntor. - Such- a' specifieation:is flexible and: not

3.1.3.3 Discussion

Note that the nontnvral precondrtron restnctlons and the optronal exceptlonﬂ
condmons leave the specrﬁcatnon of the operatrons mcomplete because the operatron
behavior i is not completely specrﬁed on a subset of mputs An operatton could behave on, ;
such mputs in any. way consrstent wrth the specrﬁed behavror That JS why a specrﬁcatxon\'
in general spec1ﬁes a set of related data types the operatrons of these data types have the |
same behavior for a subset of therr syntactlc domams For example Stk-lnt specrﬁes data
types having stack values whose size has dlfferent upper bounds > 100 The operathns of
these data types behave the same way on stacks of srze < 100 except that Pop and Replace
of drfferent data types may behave drfferently on the empty stack We call such
mcompleteness ina specrﬁcatron as intentional mcompleteness in contrast to umntentlonal!
mcompleteness introduced because of the omrssron on the part of a desrgner in specrfymg
~the propemes of the operattons. | .

It should be mtumvely clear that rf no nontnvxal preoondmon and no optronal



-81-

exception condition are associated with any operation, and the axioms completely capture'
the observable behavior of the operations, then a specification specifies a single data type in
case the specification of every defining type also specifies a single data type. We elaborate

this informal statement later in the chapter.
3.1.4 Axioms

This component specifies the normal behavior of the operations in € and the
auxiliary functions in A if they are used in a specification. The behavior is specified as a
finite set of equations of the form ‘e = ez,’ where e, and e, are auxiliary terms of the same
type; at least one of €, and e, must have its outermost symbol in Q U At, otherwise an
equation would not be specifying a property of D. ‘e, = e, informally. means that the
sequences of operations expressed by the terms e, and e, have the same behavior, i.e., when
values are substituted for variables in e and e, the instantiated terms interpret to
observably equivalent values. The symbol ‘=’ is interpreted as the observable equivalence
relation. The equations attempt to capture the observable gquivélencé relationsj on ground
terms defined by the data type(s) being specified, which is discussed in Chapter 2.

If a specification does not have the restrictions component (i.e., the operations do
not signal exceptions and there is no nontrivial precondition associated with any operation),
then the variables in an axiom are universally quantified: Any value of the appropriate type
can be freely substituted for a variable.

If a specification has a restrictions component, then an axiom is interpreted in a
different way; the variables in an axiom cannot be freely substituted. We must also
consider the restrictions imposed on the operations appearing in the axioms. The values
substituted for the variables must satisfy the following two conditions: |

(i) For every operation ¢ having a nontrivial precondition Pd , the arguments to every
invocation of ¢ in the axiom must satisfy Pa ,and
~ (ii) an instantiation of any subexpression in the axiom must not interpret to an exception
value.
The condition (ii) above is equivalent to requiring that an interpretation of an instantiation

of eore, is neither undefined nor an exception value. For example, consider the axiom
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Replace(s, ) = Push(Pop(sh ®
in the specification of Stk-Int in Figure 3.2. ‘It applies only for the values of s for which
~ Empty(s) holds, which is the precondition for both Replace arid Pop. Furthermore, Push
must not signal overflow on the result returned by Pop; which it eannot in any case. The
equations characterize the normal behavior of the operations in this way.

It is often the case that two terms are observably equivalent only when é‘:cbnvditvi‘on‘
is placed on their variables; for example, in the second axiom in the specnﬁcatnon of Set-Int
in Fxgure 3.1, Remove(lnsen(s. il), |2) is observably eqmvalent to lnsert(Remove(s, i2), it)
only if il and i2 are not equal So while wntmg the axioms, it is convement to assume an
auxiliary function if-then-else correspondmg to every D €A'U Ay The deﬁnmon of
if-then-clse is given as:

i-then-else : Bool X D' X D' — D' as if x, then x, else x,

ifTthenxelsey = x
|thhenxelsey y.

-Since these functtons are used frequently, they are assumed to be xmplncmy defined
whenever needed. They are not explicitly stated in the auxiliary functions-component of
the specification, and are nat in A, . 1f Bool is not a defining type, then Bool is assumed to
be an auxiliary type. An axiom of the form ‘e, = i b thea LA stands for the equation
‘e, = if-then-else(b, [ e,l).’ We call ‘e, = if b then: ¢ a conditional: equalion.s It is
equivalent in its interpretation to the formula ‘b = T = ¢, = e,” An axiom of the form
‘e,=ibthene elsee, stands for the equation ‘e, = i-then-else(b, e ep€) It is
equivalent to the following two conditional equations

‘e, =ifbthene ’
‘e, =if~bthene,’

5. Notc that a conditional cquation as defined above is different from a positive conditional equation of the
ADIJ [T1], in which the condition in the axiom can be expressed using = positively. A conditional cquation of
~the above form is called a restricted conditional cquation in [43]. We have chosen such axioms because of
simplieity, as cven using pusitive conditional cquations:as-axiems does not add to the cxpressive power of the
specification language [43]. Furthcrmore, homomorphisms do not preserve positive conditional equations.
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3.1.5 Specifying Nondeterministic Operations

If an operation is nondetermmlstlc this is specified using the ‘symbol
nondelermmtsnc following its range specification, as for-the Choose operation of Set-Int in
Flgure 3.1. The behavior of a nondeterministic gperation.is speclﬁed in the same way as of
a deterministie operation. The restrictions component may: sgegi_fy a precondition, a set of
required exception conditions, and a set -of optional: exception .;eonditiens for a
nondetermi,nistie operation. For enondeténninis;ipob;,sergeg -Feturning -many possible
results on an input, th'e’_ axioms dyo_‘not. specify: the results; instead, they specify the
properties of the results. . For ex‘amp]e,‘, ,t‘l:gee:,,.a;,iom.,=s§ecifying the - behavior of the
ndndeterministjc operation Choose of Set-Int on an nonempty sct s states that a result :
returned })y Choose on s must, be an. element of the set.s. . For a nondeterministic
constfuctor its behavior is characterized by speci fying the results returned by the observers
on the possible values constructed by it. , L - .

If a boolean condition in a restriction is exp;essed using nondeterrmmstlc
operations,  we require .that for every input X, the boolean condition behaves
deten*ninisticallly, i.e., it returns either T or F. It is meaningless:for abeolean condition to
return T as well as F on X: In case of a precondition, the instantiated boolean condition
returning T as well as F would mean that the inpit satisfies the precondition as well.as does.
not saﬁsfy the }precondition. ~In case of an exception condition, this would mgan that o
signals or may signal on the input as well as that. does not signal on the input. . -

o For an equational axiom ‘e, = é " expressed using nondetgm{aigti&@mijon& we
use the following mterpretauqn For an mstangamq of the variables-in the axiom.allowed
by the preconditions and restrictions, the set of possible. values feturned.by the instantiated
e, is observably equivalent to the set of possible:yalues returned by the instantiated-e, (ic.,
for every choice of nondeterministic operations jn ¢, the value seturacd by the instantiated
e is obseryab!y, equivaleht to a value rrewgged by Ahe ingtantiated e, for some choice of -
nondeterministic operations in e, and vice versa). We have rejected another possible

interpretation which is that for any chonce of nondetermnmst:c operatlons in both ¢, and e,

the vafues retumed by the mstantlated e and ¢ e ‘are observably equwalent, because under4‘
this’ mterpretatlon ‘the axxom does ot ho1d when e and e ' exhibit nondetermlmsnc
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bchavior; an equational axiom thus does not express any usefud property. If an axiom is a |
conditional equation ‘e, = if b then e, Wwhere the boolean condition b involves
nondeterministic operations, then we require that for an instanitiation of the variables X
x, b behaves deterministically. As in case of a-bootean condition in a restnctlon an
instantiation of b behaving nondetenmmst:ca]ly and retummg ’l‘ as well as F does not make
any sense in a‘conditional equation. - T
An alternate approach for specifying a nondéterministic operation would be to

indirectly specify it by having the axioms specify its relation, which is deterministic. The
relation can be specified using equations and conditional equations. However, the
constraint that if the nondeterministic operation réturns a normal value on an input, then
the relation holds for the input and at least one result, cannot be expressed in terms of -
equations and conditional equations. This can be c:rcumvented by assuming that every
such refation satisfies the above constraint. - 1f-a nondéterministic operation S|gnals on an
input, some convention about the behavior of the' réfation or such an input’ must be
decided. Using this approach, it is possible to 'spccify' the precise amount of
nondeterminism an operation should have. However, we have adopted the former
approach because of the following reasons: S S

(i) We do not want the ‘specification to specify the precise amount of nondeterminism an
| operation should have; instead, we Tleave th:s dec:sron to the desxgner of an
implementation, ‘

(n) it seems more natural to drrect]y Speclfy the behavior of an operanon than specnfymg

(iii) the semantics of a speciﬁca‘ti'on’ designed using the lattér approach would have to be
derived indirectly, as should be evident from the discussion in the next section, and

(@iv) if we adopt the latter approach, the fiormal’ behavior of the nondeterministic
operation would be indirectly specified by specifying its rélation, whereas its exceptional |

‘behavior would be directly spec:ﬁed ‘We would'like to‘avoid- u5mg two' notatlons for the
same. concept. ' | o

But one major advantage of adoptmg the latter approach is that we do not have to develop /
any addmonal formahsm for nondetenmmsnc operatwn& The theory developed. for .
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specifications specifying only deterministic ‘operations applies to nondeterministic

operations also.
3.1.6 Specification of Mutually Recursive Data Types

A specification for mutually recursive data types is similar to a specification for
nonrecursive data types. Let D stand for-an.ipstance of a group of mutually. recursive data
types being specified. The specification is given either the name of some data type in D of
a name different from the names of data types in D. Like a specification of a nonrecursive -
data type, it has four components;

(i) Operations,

-(ii) Auxiliary Functions,
(iii) Restrictions, and
(iv) Axioms.

The Operations component specifies the syntactic properties of the operations of D. It is
divided into subcomponents. There is a subcomponent entitled D' corresponding to every
data type D in D specifying the operations of D. ‘$6, a subéomiponent is like the operations
component of a nonrecursive data type as discussed above: BeSides, there is another
subcomponent entitled €ombined Operations, which specifies the syntactic properties of the
operations not belonging to any particutar data type, but rather to the whote group D. The
remaining three components are the same as in a specification of a singlé data type. IfD
does not have any combined operations, the specifications of data types in Dcan be given
separately like nonrecursive data types. However, the ‘semantics of these specifications

must be given together.

Henceforth, we discuss only nonrecursive data types. From the following
discussion, it should be clear how fo extend the results and'the theory to mutually recursive
data types. For instance, we can give the semantics of such a speciﬁcatib'n'in a similar way
as for nonrecursive data types (discussed in the next section) exccpt that 'we will need to use
type algebras defined in Section 2.4. ’ e
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3.2 Semantics of Specification Language

The semantics of a specification S is defined to be a set of related data types.
Each data type in the set is.said to be-specified by-S. et SY stand-for. this set. - Since a
specification S refers to other speciﬁcations assuming them to be given, for example, the
| specification of Set-Int refers fo the specifications of Int“ahd Boel, the scmanitics of S is
given using their semantics. For a defining type D' € A used-in S: we assume ‘that Y hasa
specification S’ having a nonempty set of data types as ﬁsemamm D’ stands for any data '
type in D(S). . R . et .

If S does not specify any nbndetenninistic operation; then évery data type in D(S)
can be shown to be deterministic. Operations of different data types in ﬂ(Sj‘Shai'e the
common behavior specified by S. Different data types differ in the wiy their operations
behave on inputs not satisfying the preconditions specified for the operations and/or on
inputs on which the operations are specified to have the option between signatfing and
returning a value. If the axioms do not completely capture the observable behavior of the
operations, then data types in D(S) have operations naving different behavior on input on
which the axioms leave. their behavior unspecified.

In case S specifies nondeterministic operations, then data types in D(S) also- d}ffer
in the amount of nondeterminism. their operations have.. .EXS) has data-types in which the
operations specified:to be nondgtenninistic are detgrministic as well. as-data types in which
such operations have. the maximum amount of nondeterminism. allowed by S. For
example, the semantics of the specification of Set-Int glvcn m F:,gure 3.1 has a data type in
which the operation Choose is deterministic, returning the maxlmum integer- ina nonempty
set s passed as the argument to Choose. It also has the data type Set:lat defined in the .
. previous chapter in which the Cheose pondeterministically. picks any -element of s. In
general, a data type in D(Set-Int) has the operation Choose: rgturn an element from a.
nonempty subset of s, o . ,

: The semantics .of a specification specifying . mndetemumsuc operations is thus
necessarily a set of data types differing in the amount of sendeterminism these operations .
have, even if the specification does not specify any precondition or any optional exception
condition for the operations and the specification oompletély specifies the observable
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behavior of the operations. This semantics of a specification is chosen because of our view
that a specification should not constrain an implementation to have any precise amount of
nondeterminism, and that the decision about how much nondeterminism an
implementation should have, be left to the designer of the implementation. Since a
specification serves as an interface between the programs using the data type and the
implementation(s), every theorem derived from the specification, as discussed in the next
chapter, must hold for a correct implementation when interpreted appropriately.

It is possible to write a specification in our language which specifies unbounded
" nondeterminism. (The term unbounded nondeterminism used here is different from the
way it is used in [13,35]) For example, in the specification of Ny (a version of the data
type natural number) in Figure 3.3 specifies unbounded nondeterminism because the
operation Pick is specified to have unbounded nondeterminism. For such a specification
there does not exist any data type having maximal amount of nondeterminism. We will
precisely state the condition when a specification S specifies unbounded nondeterminism.
For a specification specifying bounded nondeterminism, we define data types having
maximal amount of nondeterminism allowed by the specification.

Instead of giving the semantics of S directly in terms of data types, we give its
semantics as a set of (well formed) type algebras. Let RS) stand for this set. We then
partition this set using the behavioral equivalence relation on type algebras and get the set
D(S) of data types. Each type algebra in RS) is a model of some data type specified by S.
‘We first assume that S does not use any auxiliary functions, i.e., Ay =2 and A, = @.

Later, we discuss the semantics Qf S assuming that Af # @ and At # 2.
3.2.1 Specifications without Auxiliary Functions

A type algebra in F(S) must have the syntactic structure as specified in the
operations component of S and the observable behavior as specified by the axioms and the
restrictions in S. RS) is inductively defined; as in Chapter 2, we combine the basis and
inductive steps into a single step. F(S) consists of all (well formed) type algebras of the
form |

A = [{VD.ID’€A’},EXV;{fuloeﬂ}]



Figure 3.3. Specification of Ny

Operations
. 0 . — Nl

S Nl -— Nl

P . Nl — Nl

— no-pred()

= : Ny XN; — Bool as x, = X,

> : N XN; — Bool as x 2 X,

Pick :— N; nondeterministic
Restrictions

x = 0 = P(x) signals no-pred()
Axioms

P(S(x)) = x

le =T

x>z =ifx>yAy>2)then T
SxI>x =T

x>S{x) = F

x>Sly) = H~x>ythen F
x=y=x2>2yAy2x)

Pick} 20 =T

such that A satisfies the restrictions and the axioms in S, where for each D' € A, Vyy is the
principal domain of an algebra A’ €RS). A is a model of'a data fyp’é D'in D(S).

“We first discuss when a type algebra A satisfi es restncttons, later we discuss the
axioms. Let X = {x, ..., x_} stand for all variables in an axiom or a restriction. Let
V={ A }, where each v, is a normal value of the appropnate type, stand for a
A-instance of X, i.e., each v, is an instance of X,

3.2.1.1 Restrictions

If a nontrivial precondition P is specified fora constructor a, then on an input V
such that P : [X/V¥] interprets to F, fc(v, s V) either ‘signals or returns a value
constructible by the constructor functions using arguments satisfying their preconditions.
It would be meaningless to allow f, to retum an arbitrary value that cannot even be
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-constructed. For example, if a data type satisfying the specification in Figure 3.2 has its
Push operation signal evesflow on stacks of size 128, it is absurd to let the operation Pop
return a stack of size 1000 when applied.on;the empty stack, the input that does not satisfy
the precondition specified for Pop. Similarly, if ¢ is an observer, then £ v,,..... v, ) either
signals or returns a value in Vl)' , where D' is the rc;dlt type of m
If the restrictions component specifies a required exception conditionon o as
R(X) = o(X) signals ex(e,,....¢),

then for every V, if both P 1X/V] and R [X/ V]mt,erpmt to 'I‘ then [a(V) must sngnal the .

exception value ex(e, [X/ V]I A € [X/ VY a) for A to.satisfy the above restriction.

If the restrictions component specifies o to optionally gggal an exception, ie.,

o(X) signals ex(e;- .-, ¢) = OX),. | ‘

then for every. V such that P XV mterprets to T and I (V) s:gnals the exceptnon ex with
the mterpretauons of ¢ [X/V],..., e [X/V] as arguments to its h@gdlgrs, O [X/V] must
mterpret toT for A to satisfy the above restriction. L

Since the restrictions are assumed to completely Spe(:lfy the exceptlonal bchavmr
of the operanons for every operation ¢, the Jnterpretauon f in A must be such that
f,(v,....v).is a normal value if (i) P [X/ n holds, (u) pone. of RJ,XIV] holds; and (iif)
none of 0 [X/ V] holds.
3.2.1.2 Axioms

A (behaviorally) satisfies an equation * e =e *(or* e = e > holdsin A) if and only 1f
for every V, one of the following conditions holds: ' ST e

(i) " The instantiation of e, or of e, interprets to an exc'ep;iionr oris undeﬁned, |

(ii) the input to an invocation of somc fé on Vi iy .. ‘doés not satisfy the
precondition associated with ¢ €i.e., P (Vi . v )interprets to F) when'
the mstantlatlons of e and e are mterpreted and

)

(iii) {e [X/ V]l Albis observably equnvalent to { e, [X/ V]I A }

In the previous section, we informally described the semantics of .conditional

equations using the auxiliary functions if-then-else. Here we formalize the discussion. To
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check whether a conditional equation ‘e, = if b then ¢, holds in A, we extend A to include
the interpretation of the -auxiliary function if'-thenétise‘ ‘BoolxD'xD - D
corresponding to every I’ € A'. - The interpretation fﬁ» then-else in the extended algebra has
the following behavior: ' -

fif-then-etse(T- "y 2)

fif-then-etse(F: % ')
The interpretation of a conditional equation involving if-then-else can be verified to be

&
Qv.

equivalent to interpreting the formula 6 = T = (él =e)’ as we require that b behave
deterministically for every A-instance. Henceforth, we view a conditional equation as a
formula ‘b = e = e, so that we do not have to consider the auxiliary ffmction’s il-then-else.

If a type algebra A is in RS), thén we say that A be}ibviqrally satisfies S, and call
A a model of the specification S. Note that A satisfies the axioms under the interpretation
of the symbol ‘=" as the observable equivalence refation onztﬁé‘doma’ins of a type algebra.
1f a model A of S satisfies the axioms interpreting ‘=" as the identity relation as in Logic; we
say that A identically sati.\ﬂes S. BN ' ,

For example; the models A_, and Al, of the data type Set-Int discussed in
Chapter 2 can be shown to be in FASet-Int). So, they are also the ‘models of the
specification of Set-Int given in Figure 3.1. A; identically satisfies thie’specification of
Set-Int. It should be easy to see that every reduced algebra in RS) 1dent1cally satisfies a
specification S because the observable equivalence relations are the xdent.lty relations.

Using the fact that the set E of observable equivalence relations on the domains in

A above is a congruence, we have
Thm. 3.1 A € RS)iffA/E€ RS). 8

So, to check whether a type algebra A is in S), we can check whether its reduced algebra
A/E identically satisfies S. Using the above theorem, we:get

“Thm. 32 If A € RS), then every type algebra behaviorally equivalent to A is in RS). 1
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3.2.2 Specifications with Auxiliary Functions

An auxiliary function is not a part of a data type; so. a model in {S) cannot have
any interpretation for the auxiliary functions. We"ﬁrst'sda‘ine an’ extended. data type.D,
from D, whose operation set is @ U A; and the set of defining types-is'a U Ay - If the
Auxiliary Functions component is incladed in the Operations component in S, the modified
specification S, is a specification of data types’having the same syntactié structure as D,
and S, does not use any auxiliary fuuncgiqhs‘:g We define AS) for the modified
specification S| as discussed above. An algeb,ia A, Of\type D in RS)is

= [{V D eaUA}:{flocaUAH 0
So an auxiliary term can be interpreted'iti A . Tlie“axioms in S expressed using the
auxiliary functionsin A holdin A . T

For every algebra A, of type D, in RS ) we obxain an algebsa A of type D in

F(S) as follows:

= [{ V| D ea}; {f, lo€a}) | :
where for each D' € A, V. = V)., and V, C V1 A function f ma estriction of f} to the
domains of A such that V,, is the smallest set. closed mnder ﬁmtely many:applications of the
functions in {f lo€9.} V; can be a proper.subsct.of V.n, hecause S may use an
auxiliary function having D as its range that constructs some extraneous values (see [79);for
an example.of suchaspccxﬁcatlon).‘ o \ :

For cxample the model A, of the data ;ype S!k lnLlOO dlsc:ussed in Cbaptcr 2
the auxiliary function Size such that SK<iy, ..., i) & m, and-use the extended algebra
for proving that it satisfies the axioms and restrictions in Figure 3.2.

6. Howcver we do not encourage spcc:ﬁcauons in which auxxhary functwns are of rcsult typc D and
gencrate values not constructible by the constructors of D.
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3.2.3 Semantics of a Specification - - . -

Using Theorem 3.2, we partition F(S) using the behavioral equivalence relation
on type algebras,.and get the set D(S) of data types as ‘the semantics of S. A reduced
aigébra in every eguivaleace class in the partition on RS) can serve asa éepfeseﬂtativeof
the data type defined by the equivalence class. This can be: pictomﬂy expressed as

Wk

RS) = { A,-Ay, Ao, o}

D(S)

k “km,
modelsofadatatype[) -

1t should be clear from the discussion in the last: two subsections that the

operations of different data types in D(S) share the béhavior specified by S. However, they
differ in - SRS

(i) the amount of nondeterminism they have, if specnﬁedtovbenondmmnmsm by S,
(i) their behavior on inputs ot satisfying the preconditions specified by S,

- (iii) their behavior on m’pﬁts satisfying theé précondiﬁﬂh% ‘and optjonal exoepbon
conditions specified by S,and = :

(iv) their behavior on inputs on-which their behévior is unintentionalty omitted in S.
If S specifies o to optionally signal on a subset of inputs. ¢ for different data types may or
may not signal for some of the iﬁputs in the subset. If the constructors are specified to
optionally signal for expressing the size requirement on the values of a data type, different

where D, ..., D, ..., are the data types in EKS) and A ., A, ...,are the

data types have different upper bounds on the size of their values.
For example, D(Set-Int) deﬁn&s different data types in which Choose behavw
differently because it has different amoqu of nondeter;mmsm,as was discussed earlier.
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D(Stk-Int) has different data types whose operations Pop and Replace have different
behavior on the empty stack, and the operation Push behaves differently on stacks of

size > 100. Some of the data types differ in the maximum size allowed of the stacks. The

data type Stk-Int-100 defined in Chapter 2 is in D(S).
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3.3 Specification of a Data Type and Equivalence of
Specifications ‘ e

Def. 3.2 A specification S specifies a data type D iff ) € D(S) (iv,gi,:Mﬁ'g;E{S))." ]

If a specification S specifies the data type D, the specification need not be precise in the
sense that it may not completely specify the behavior of D; a portion of the behavior may
not be, in fact, captured by S at all. There may be data types in D(S) different from D. We
introduce the following stronger definition for specifications specifying deterministic

operations only,
Def. 33.1 S precisely specifies D iff D(S) = { D } (i.e., My, = FS)).

The above definition requires that the specification of a defining type D’ € A also precisely
specifies IV,

For a specification specifying nondeterministic operations, its semantics has data
types differing in the amount of nondeterminism their operations have. nondeterminism
allowed by S. We define a partial ordering on type algebras in RS) which orders data
types in D(S) based on the amount of nondeterminism in their operations that are specified
to be nondeterministic by S. Instead of comparing two arbitrary type algebras in RS), it is
convenient to compare algebras having the same domains but diffeﬁng in their functions.

Def. 3.4 Given two type algebras A and A’ of D
A = [{VD.]D'EA'},EXV;{fgloen}]
A= [{VyID €A LEXV {f |c€a}]
A' is at least as nondeterministic as A, expressed as A Snd A’, if and only if
for every operation ¢ € 0, and for each Vo s Vo
{fa(v,...,vn)}g{f;(v....,?n)}. ]

Informally, the above means that every function in A’ is at least as much- nondeterministic

7. Recall that My is the set of all models of the data type D.
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as the corresponding function in A. We say that A g A ifandonly if A < A’ and there
is at least one nondeterministic function f(’, in A’ such that for some Viseooa ¥,
{fa(v,..., vn)}g{fc’,(vl,..'., vn)}and{fo(vl,...,vn)} £ {f("(v,...,vn)}.

We can order the reduced models in AS) using < nd relation.

Def. 3.5 A reduced model A in K(S) has maximal amount of nondeterminism allowed by S

if and only if there is no reduced model A’ in RS) such that A < qA-

If a reduced algebra A € F(S) has maximal amount of nondeterminism allowed by S, then
it can be shown that any algebra behaviorally equivalent to A also has maximal amount of

nondeterminism allowed by S. Using this, we get

Def. 3.6 A data type D € D(S) has maximal amount of nondeterminism allbwed by S if its

reduced model has maximal amount of nondeterminism allowed by S. 1

For example, the model A si has maximal amount of nondeterminism allowed by
the specification of Set-Int in Figure 3.1, so the data type Set-Int defined in Chapter 2 has
maximal amount of nondeterminism allowed by the specification in Figure 3.1. Itis easy to
see that no model of the specification of Nl in Figure 3.3 can have maximal amount of

nondeterminism; given any model A, we can find a A’ such that A < A .

Def. 3.7 A specification S specifies unbounded nondeterminism if and only if D(S) is not
empty and there does not exist a data type in D(S) with maximal amount of

nondeterminism allowed by S. 8-

So, the specification of Ny specifies unbounded nondeterminism because of the operation
Pick. The specification of Set-Int specifies bounded nondeterminism as there are data
types with maximal amount of nondeterminism allowed by the specification of Set-Int in
D(Set-Int). In this thesis, we have considered data types with operations having only finite
nondeterminism, so we are interested in specifications that specify bounded
nondeterminism.  Henceforth, we assume that a specification S does not specify
unbounded nondeterminism.

In case of a specification specifying nondeterministic operations, we have
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Def. 332 S precisely specifies Dif { D} = { D__|D__ € D(S) and D___ has maximal
amount of nondeterminism allowed by S }. 3

The above definition also covers the case 3.3.1 ab()vé as in case of a Speci‘ﬁcation specifying
only deterministic operations, the set {D_, 1 D € D)} is the same as D(S). For
example, the specification in Figure 3.1 precisely specifies the data type Set-Int defined in
Chapter 2, whereas the specification in ,Figure3.2 does:Mmetiéely specify the data type
Stk-Int-100 defined in Chapter 2.

. We can also show that a spec1ﬁcatron S is correctw.r. t. a model A by showmg
“that A € RS).

We can define equivalence among specifications as follows:

Def. 38 Two specrﬁcatrons S and S are eqmvalenl expressed as S = S iff
D(S) = D(S)) (e RS) = RS)). 8 o |

Note that we do not make any drstmctlon between a speerﬁcatlon in wh:ch the
constructors are completely specrf ied and another specrﬁcatnon m whrch some of rhe
propertres of the constructors are not specrﬁed For example the specrﬁeauon of Set-lnt\
does not specify the property of lnsert that theorder in whlch mtegers are mserted does not
matter. The specification in Figure 31k equwalent to the new specrﬁcatlon obtained by
adding the following axiom because both have the tame sémastics: - o

- Insert(Insert(s, i), i2) = if i1 = i2then Insert(s; lt)ehe Insert(Insert(s, i2), i1).
However, as we discuss in Chapter 4, it is possible to prové more properties about Set-Int
using the specification with the above axiom than the specrﬁcatton glven in anure 31 We
dlstlngursh between the two speerﬁcattons there and deﬁne a stronger eqmvalenoe relatxm -
on specnﬁcatlons which incorporates this dlstmcuon. ,

We have drscussed above one way of precrsely specrfymg a data type. D. As stated
in the begmmng of this chapter D can be presented in many ways. One way isto present

8. We have dcliberately used the word ‘presented’ instcad of spcaﬁed 10 avoid confusion, as we have
preciscly characterized above when a data type can be speciﬁed.
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a representative model A and define the semantics of such a presentation to be { A"} A" 1s
behaviorally equivalent to A }, as in [3]. There could be other ways of presenting data
types. If the semantics of these methods can be given in terms of type algebras using our
formalism, we can relate specifications given using different methods (sec discussion in

Section 3.6).
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3.4 Specification of Bool

In Chapter 2, we defined the data type Bool which serves as the basis of our
formalism. Figure 3.4 contains a specification of Boel; this specification canpot be
expressed in the proposed specification language because it has an inequality '

T£F
as an axiom. This axiom is introduced to capture the property that the boolean constants T
and F are distinguishable from each other. The semantics of the specification is the data
type Bool: it can be verified that every axiom in the specification holds in a model of Bool.
Because of the inequality, we do not need to introduce inequalities in the specifications of
other data types; we will show in the next chapter (Subsection 4.2.3) how to deduce them
using the above inequality. The specification of Bool is assumed to be given.

Figure 3.4. Specification of Bool

Operations

T : — Bool

F : — Bool

not : Bool — Bool a~x
or : Bool X Bool — Bool aSXIsz
and : Bool X Bool — Bool asxAx,
implies : Bool X Bool — Bool as x, = Xx,
eqv : Bool X Bool — Bool ) as x, = x,
- Axioms

THF

~T=F

~F=T

xVy=yVx

xVT =T

FVF=F

xAy= ~{{~x)Vi~y))
x=>y)=(~x)Vy
xeoy=x=2>y)Aly=1x
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3.5 Properties of a Specification

We discuss two properties of a specrﬁcatron namely consistency and behavioral
completeness, based on its semantics. These' pmpertres are drfferent from the consrstency
and sufficient completeness propertles defined by Guttag and Hormng [28] ‘which are
proof theoretic (r e., based on what can be deduced from a specrﬁcatxon) We drscuss the
relationships between the properties mtroduced m t'ms sectron and the propertxes deﬁned
- by Guttag and Horning ifi the next chapter. -

‘Consistency and behavioral completenéss are both strtnethral 'p:roperties" they
ensure proper relatnonshrps among different components of a specrﬁcatrcn Generally
speaking, consrstency means that a property assumed already is not mvahdated In thls
case, it means that properttes expressed in the specrﬁcatton of‘ a deﬁnmg type or an
auxiliary type, or the assumptions made about tl'ie way the exceptronal behavror of the
operations be specified; are not invalidated. lt ensures that a specxﬁcatron specrﬁes at least
one data type. e

' Behavreral completeness captures the mtumon that a specrﬁcatron completely

‘‘‘‘‘‘‘‘‘‘‘

-satrsfymg the associated preconditions). A desrgner of a specrf‘cat:on mtentlonally leaves
the operatron behavior unSpeClﬁed by assocra‘f‘ng precondmons and optronal exceptlon
. conditions with the Gperattons Apart from mtermonal rﬁcomple‘teness a specrﬁ’catlon may
be incompleté Becalise the &srgner umntentlonallgy omrtte& sbme axtoms ;l“he f)ehav1oral
completeness property ehsurés that a spécification’ i onl”y mtermonally mcomplete So it
warns against any omission._ It is a desirable property for mast of the specifications. .. .

We- first discuss the consistency property; later LY we dlscu,ss the behavroral

A ¥ EEE PIAFTE
completeness property.
3.5.1 Consistency R

A specification S is, informally speaking, inconsistent
() if S specrﬁes ground terms of a defining type (or an auxiliary type) that are specrﬁed
to be drstmgurshable by its specification, to be obmﬂiyse@mnt. ot Lo g



- 100 -

(i) if S specifics ground terms of a defining type €or-an auxiliary type) that are specified
to be observably equivalent by its specnﬁcauon to be dnstmgunshable

An example of the first case would be a spec1ﬁcagon Si usmg the specification of Bool and
specifying T and F to be observably equnvalent. An example of the second case. is the
specification of EX1 given in Figure 3.5. The data type EX1 -has only one value. The
predlcate P dlsungunshes among observably equlvalent ground terms of Set-Int : P returns
Tif and only if in its set argument an integer has been msened mere. than.once; otherwnse,
it returns F. This property of the set values is not Aobse[ygble.b_y the operatlons ol', Set-Int as
specified in Flgure 3.1 - | o

In either case, S does not have any models e, F(S) = @. In the first case, no
type algebra can satisfy S because one of the ax:oms would want two dlsungmshable values
in the domain of D’ to be observably equwalent. .ln the secon,d oase S does not have any
models because of the well fonnedness property of atype algebra (wluch is that the set of
observable equlvalence relatnons isa congruence) ,. .

EX1 cannot be lmplemented in any programmmg language in whlch an
1mplementauon of a data type is hlerarclumlly structured and the re,presenmuon of a-data
| type is hidden from the users of the data type smce only the ez;temql behavior of Set-Int
can be observed Thus the predicate. P cannot_-be upplemented because  the
lmplementatwn of P must dlstmgulsh between for example the_observably -equivalent
: ground terms lnsert(lnsert(la 0) 0) and lnsert(ﬁ 9) Polajnar &7] has also discussed such a
vrolatlon by a specxﬁcntnon S of the spec:ﬁcabpns of the dcﬁmng types.. He sald such a

Figure 35. S&ciﬁéalion of EX1

Operations

a : — EX1
P : EX1 X Set-int — Bool

Axioms

- Pla,@)=F
P(a, Insert(s, i)) = ifi€ s then FelsePla, s)
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specnﬁcatlon had protection errors. .

A specification can also be inconsistent because the exceptional behavior of the
operations is not properly specified, for exampie the boolean  conditions in exception
condition restrictions may not be disjoint. - IRNEL ‘ ‘

Def. 39 A spec1ﬁcat|on Sis conszstem if and only if (1) the spe(:|ﬁcat|on S’ of D', for each
Decauv Ay is consistent, and (ii) D(S) is not the empty set. #

A specification S defines observable equivilence relitions oft-ground terms just
like a data type does. By a term here, we mean a term constructed w1thout usmg auxiliary

fu nctlons

Def. 3.10 S specifies two ground terms e and e, of type D' € A’ tc beiobservc.zbb:,equivalent»
(or e, and e, are observably equivalent by S) iff e and e, are observably equivalent in every
data type in B(8) (i.¢., the possible interpretations of ¢, in a model A € F(S) are observably
equivalentto the pacsible interpretations of e, in A). . ¥

Def. 3.11 S specifies e, and e, to be distinguishable iff e and e, argdi_stipgpishhble in every
data type in D(S) (i.e.-the possible interpretations. of e, .in a.model A in RS) are
distinguishable from the possible interpretations of e, in A). §

For example, Insert(Insert(, 1), 1) and’ Hnsert(&, 1) are specified by the specification of
Set-Int to be observably equivalent. Insert(g, 1) ‘and Insert(o, 2) arc. distinguishable.
However the specification in Figure 3.2 does not' specify™ Fop(Nuﬂ) and Null to be
observably equivalent or dtstmgu:shaﬁte “1f § s inconsistent, there are ground terms which
are both observably equivalent as well as distinguishable by 'S; because F(S) is the empty
set. -
Since a specification S may leave the behavior of operations unspecified on
certain inputs using the precondition and/or optional exception testrictions, there may in
general exist ground terms of type D' € A’ which are neither specified by S to be observably
equivalent nor distinguishable. For example, Pop{Null) isrﬂeitherébservably ‘equivalent to’
Null nor distinguishable from Null by the specification of Stk-Int-in Figure 3.2, as a data
type in D(Stk-Int) may have FOp‘ return the empty stack itself wher irivoked on the empty
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stack and another data type in D(S) may have Pop signal -on the empty smck Ground
~terrns involving nondeterministic operations may also be neither-observably equivalent nor
dislingu‘ishable by S; for-example, the ground tenmn :Cheese(Insert(Insert{Null, 1), 3)) is
neither observably equivalent nor distinguishable -from 3. - TFhe -above :observable
equivalence and distinguishability relations capture the common\behavior of data types in

D(S).
3.5.2 Behavioral Completeness .

In the definition of behavioral ‘compléténaés, we must capture the intentional
incompleteness of a specification. If a z;'peciﬁcation S associafes»-a nontrivial precoﬁdition
with- an operation, different data types in D(S) can have such an 'opération behaving -
differently on an input not satisfying the precondition. Ifan-operation is specified to have
an option to signal when its input satisfies a condition, different data types in D(S) can have
such an operation signalling the specified exception or terminating normally on an input
satisfying the associated condition. If S specifies a nondeterministic operation, different
data types in D(S) can have such an operation having as much’ nondeterminism as desired.
“This incompleteness in S is intentional. Any otheér difference in the ‘Behavior of data types
in D(S) is unintentional. | e |

The above means that for a specification S to be behaviarally complete, data types
in D(S) having maximal amount of nondete:miqhmaﬂqivgd by S must have the same
observable behavior on intended inputs, except that if -there .is an.optional exception
condition specified for an operation, then the eperation has the option of signalling or
terminating normally on an input satisfying the boolean condition in the optional exception
condition.

We define three relations on the models in ,F(S). The partial isomorphic
equivalence relation formalizes the ilite_ntional ingomplgtgn_e;ss introduced due to the

‘nontrivial preconditions specified for the operations in S. The isomorphic embeddabilisy
relation formalizes the intentional incompleteness due to the operations specified to have
the option to signal exceptions. Later we combine them to define the partial isomorphic
embeddability on reduced models in F(S). We use the partial isomorphic embeddability



- 103 -

relation to define the behavioral completeness of a specification by-relating the reduced
models of data types in D(S) having the maximum amount of nondeterminism allowed by

the specification S.
3.5.2.1 Partial Isomorphic Equivalence

Let P, be a precondition specified for o in S. ‘Let S' be t'he‘speciﬁcatvion of a
defining type D' € A in S. The partial isomorphic equivalence relation relates models
whose operations have the same behavior on inputs satisfying their preconditions. - The
definition is obtained by modifying the definition of isomorphic equivalence (Def. 2.13)
given in Chapter 2. As in Chapter 2, we assume that the' domains corresponding to each
D' € A in models A and A, are defined by the isomorphically equivalent models in RS’)
and that the - |somorphye equivalence relation on these: models: in F(?S') indhices a- bt_]GCthn‘
@y VD"" VD ‘ o

Def. 3.12 Given two algebras A and A, in F(S) |
Ap=1{V ID'€A }LEXV, {f1|c€ﬂ}]
A, =[{V) D€'}, EXV,; {f2|o€0}] v o
such that for each D' € A, V1 and VZ. ‘are the value sets deﬁned by 1somorphlcally
equwalent models A; and A' in F(S ), where S'is a specnﬁcat:on of Y 'and oV b Vi
is a buecuon mduced due to the 1somorph1c eqmvalence of A and A', A and A, are
zsomorphtcally eqmvalent W.r.L. {P lo € ﬂ} (or w rt S) 1ff there are buectlons
®p: V- Vj and &yy  EXV, — EXV, such that & = { &), IDen }U{«bExv}has
the followmg propemes
~ (i) For each ex : D X..X D and for every v of type D vn of type D,
Dy (ex(v s vy V )) = ex(d»u (v) d!u (y )) and
(u)foreachaeﬂo DX XD —+D’ , -
for every v, of type Dl, , v of type D 1f P (v seres vnz)}= T, then
(a) if neither f; nor f 3 signals, then

{@D.(f;(v vV N = {r;(“’l)l("l)’ .2 &y (v)) }; otherwise, ’
) Oy o0 . 7)) = 060 ()., 9 (). 8
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We also call A, and A partially isomorphically equxvalent, when { P, | o €2} is evident
from the context. _ :

The reason for requiring &, to be a bijection (and not a partial -one to one
function) is the assumption that for the case when a constructor is specified to have a
nontrivial precondition, if it terminates normafly on an-ifiput not satisfying its precondition,
the value returned can be constructed by the constructors usmg mputs satlsfymg their
precondltlons ' /

3.5.2.2 Isomorphic Embeddability

~ In the definition of isomorphic embeddability relation, we want to capture the -
intuition that if a specification S sssociates an optional .exception condition with an
operation o, then.on an input X satisfying the associated boolean condition O(X), the
function corresponding to ¢ either behaves the same in different algebras in.~F(S) e, it
either returns the ‘same’ value or signals the same exceptton value) or the .function
behavior differs in different algebras to the extent tl*at m one algebra, the function signals
the desired exceptron value and in the other the functlon returns thc desrred normal value.
The condition (iii) i in the defmmon below captumthls. '

' If any constructor o is specrﬁed to opnonally srgnal then the value set of D
deﬁned by one algebra in F(S) may be a subset of the value set of D defmed by another.
algebra in F(S) (ln fact, one value set may have a value that is dlstmgutshable from every
value in the other value set.) That is why m the deﬁnmon below we do not reqmre the
mappmg relatmg the value sets of D in two algebras tobea buectron mstead it lS requu'ed
to be a one to one pamal function.? However the mappmg must be def ned for every
value constructed by the function oorrespondmg to a constructor o usmg mputs which
~ satisfy the associated precondmon ‘and do ot sattsfy any boolwn condmon stated in a

- required exception condition or an optlonal exceptron oondmon specnﬁed for o. Thts.

constraint is captured in the condition (i) belovl

9. That is also the reason for calling the relation rsomorphmlly embeddable.
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Def. 3.13 leen two algebras A and A, in RS) saUsfymg the requxrement about the
domam corresponding to D' € A stated in Def 312, A is zsomorphzcally embeddable in A
w.r.t. S iff there exist 1-1 partial functions & ; Vj, — VIZ) and ®gy, : EXV, — EXV,, with
the following properties: . L
(i) for every set of Valu&s Vp oees Vs for a constructor o, if
(a) Pa[xI/ V) ..., X /v ] holds,
(b) for every required exception condition specified for ¢, its boolean condition
R[x /v, ...,x /v]doesnot hold, and R o
” (c) for every optional exception condmon spemﬁeﬁ for o, its boolean condmon
O[x/v ., x_/v ] does not hold, | ' o -
then ¢D is defined for every.value f1(v,, ..., vn),
- (ii) for every. exception name ex: D, X .. x D, , «
®pxy (ex(y(,» v_)) = ex(QDi(vl), d»b (xm)) 1f QD,(V) lsxsdeﬁned for each
1<i<m,and .
(iii) for each ¢ € Q, for every set of values Vjs..., v such that °D.("i) is defined for each
1<i<n, ) e, l e T
(@ ifon v, ..., v, f; signals an exception value ex(v, ..., vl;) specified to be
optional. by S, then the associated conditiouﬁj(a’tl;,;.;, x) ‘holds on v, ..., v, and
f:(d’l’)l(vl‘)’ B "’n#(”,‘.)) either signals ex(tﬁls(vi),;. B ""'l):‘ (v)) ot returns &p{v) for
some v, o R o e ,
(b) if <I>D V), . ¥ (vm) are defined’ and f2 signals an except:on vaﬂre
ex(thi(v) @D (v ) specxﬁed to be opt:ona& by S on mput d:D (v) . ®p (v)
then the assomated ‘condition O(x, X)) holds “on 6 (v) N (v) and ‘

f;(v . v) either signals e)t(v', " )or retums v, otherwnse

NORT U v)}_{,z@, ). «».,(v»} L

For example, let us modify the model A_, i discussed in Subsection 2.3.2 so that
the function corresponding to Push signals overﬂow lf sequence size is 128, instead of 100,
and call the modified model L It can be shown that A_, is isomorphically

embeddable in A’

stk Agtk ‘blgger than A, because the value set corresponding to
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Stk has more elements in A st than in A_,.. When optional exception conditions for
constructors are specified to state a least upper bound on the size of the values of the data
type, as in case of the specification of Stk-Int in Figure 3 2, different algebras in F(S) may

have different upper bounds on the size of the values in their value sets.
3.5.2.3 Partial Isomorphic Embeddability

We combine the notions of partial isomorphic equivalence and isomorphic
embeddability to define another relation, The new relation captures both kinds of
intentional incompleteness, due to preconditions as wgll as due to optional exception
conditions.

Def. 3.14 A is partially isomorphically embeddable w.r.t. 'S in A, if and only if there exists
a model A’ in RS) such that A’ vssi's‘:pa:rtially”isdffnéfphically? equivalent to A, and A" is
isomorphically embeddable in A, . .8 ‘

3.5.2.4 Definition of Behavioral Completeness

- We define behavioral completeness of a specification by relating the reduced
models of the data types having maximal amount of nondetestninism allowed by S in IXS)
using the partial isomorphic embeddability relation. The definition of behavieral
completeness . is a single level definition in the sense. that a speciﬁcation S can be
behavnorally complete irrespective of whether a. speafmﬂon of a deﬁmng type in S is
behaviorally c;omplete If the specification of a defining type- &behaworally incomplete, .
the incompleteness will be reflected in the semarmcs of a behaworally complete S. So, in_
the definition, we consider only reduced models m F(S) that have the domains
correspondmg to each D' € A defined by the nsomoq)hlcally equnvalent models in RS),
wheseS’isaspec:ﬁcaﬂonofD’ ERER
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Def. 3.15 A specification S is_behaviorally complete iff (i) S is inconsistent, or (ii) for any
two reduced models A1 and A, in'F(S) having maximum amount of nondéterminism
allowed by S and whose domains .corresponding to each D' € A. are defined by the
isomorphically equivalent models in AS’), where §' is. aspecaﬁcatlon of IV, A is parually
isomorphically embeddable in A, or vice versa.: §

The reasons for having the first case this way in the above definition are that for
an inconsistent S, KS) = &, so any relation améngalgeb’ras in AS) holds, and that we
want our definitions to be compatible with the definitions of conSIstency and comp!etene&s'
in Iognc in which an inconsistent theory is complete. -

~ For examples, the spécifications of S’ct-int ‘Stk-Tit, and Bool in Figures 3.1, 3.2,
and 3.4 respectively can be shown to be behavnoram' comp!eté ‘Note that any spech cation
not specifying any observers is trivially behavnom‘ny complefe We ¢an show the’ foﬂowmg

Thm. 3.3 For a specification S specifying only deterministic opemtlons and not specnfymg
any precondition or an optional exception condition for an operation, a consistent S is
behaviorally complete iff S precisely specifies a data type D assuming that the specification
S’ of every D' € A precisely specifies D'.

Proof The above definition of behavioral completeness reduces under the stated
conditions to requiring that the reduced models in KS) are isomorphicaily equivalent.m
| This means that RS) = M,
Hence the theorem. 8

The behavioral completeness property guarantees that -the behavior of the
operations has not been left unintentionally unspecified. However, there are situations
when the behavioral completeness requirement on specifications is restrictive [31, 51}. For
example, consider a modified version of the specification of Set-Int in Figure 3.1 in which
Choose is not specified to nondeterministi¢c. In such a specification also, we do not wish to

10. If a specification docs not specify a nontrivial precondition for an operation and also docs not specify any
optional exception condition, thc partial isomorphic cmbeddability relation reduces to isomorphic
cquivalence.
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commit to the value Choese may retum on an nonempty set, so the axiom speafylng
Choose is still
Choose(s)€s = T.

This specification is not behaviorally complete We would want such a specification to be
behaviorally inqompleté, as otherwise Cheese must be completely specified. The
behavioral completeness requirement is restrictive in such a case because the reduced
algebras in the semantics of the modiﬁed speciﬁcation afe not isomofphically equivalent.
For example in one redueed algebra, the function corrcspondmg to Choose when applied
'_ on { 1,3 } may return 1, while in another reduced algebra, the correspondmg function may

return 3. For most specifications specifying nondeterministic operations, if we modify such

a specification so that an operatibn speciﬁed originally to be nondeterministic is instead
specified to be deterministic, then we would often. want the modlﬁed specification to be
behaviorally incomplete.
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3.6 Comparison With Related Works

We compare our specification language with those of Guttag et al. [29] with
extensions proposed in [31], Zilles [77], the ADIJ group [22, 23], Burstall and Goguen [7],
Goguen and Tardo [21], and Nakajima et al. [62]. We first discuss the capabilities of these
specification languages and the approach used to give their semantics. Later, we compare
the semantics of a specification in these languages.

Zilles [77] and ADJ [23] do not allow auxiliary functions in a specification, S0 their
languages have a limited expressive power. Zilles [77] assumes that the operations of a data
type are deterministic and that they do not signal exceptions. The ADIJ [23] do not allow
nondeterministic operations either; they adopt the simpler approach discussed in
Subsection 2.3.3 for modeling exceptions, and discuss a specification language embodying
this approach. Goguen [20] extended the ADJ method of modeling exceptions, which we
compared with our approach in Subsection 2.3.2. His approach for ‘specifying/exceptional
behavior of the operations is different from our approach; it is motivated by the view that
exception values are like normal values (and so they are typed). The exceptional behavior
of the operations is specified using equations. Our language is richer than his language
because of the preconditions and the distinction made between optional exception
conditions and required exception conditions. His semantics of the specification method is
complex. _ '

Burstall-and Goguen’s [7] CLEAR language and its extension, the OBJ language,
support hierarchical structure and modularity like our language. However, Burstall and
Goguen “have ambitious goals; they are attempting té develop a general purpose
specification- language based on algebraic semantics .in which the semantics of a
programming language can be specified. So they are forced to introduce complex
mechanisms, for instance, procedures'operating on theories, which make the specification
language hard to understand. The category-theoretic semantics of their language is also
.éomplex [30]. Our approach instead has been to concentrate on the data component of
programs, and develop a specification language and a formalism for data types. Our
semantic method is simpler.

Guttag et al.’s work [29] is the closest to our work. Their language is limited as it
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cannot specify data types with nondetenninisticvoperations As was said in Section 3.1, our
specification language is an enrichment of the specification language in 31). Owr
formalism can provide a semantics for their speciﬁcation language. Our formalism can also
be used to provide a mathematical basis of the AFFIRM system [60 61]. In this sense, our
formalism places their work on a firm basis. '

Nakajima et al. [62] specify a data type, as discussed in Cha“pter 1, as a first order
theory. Their method differs from other _methOds-including our method because they allow
any first order forrnula to be an axiom in a specification. Auxiliary functions are not
~allowed in a specification. Operations are aSsumed to be detenninistiC' tlley do not signal
exceptions. We have not yet seen the semantlcs of their specification language. 1If we
assume that a ﬁrst order theory is mterpreted in a standard way as in Logrc [16], the
problems with thrs approach are dxscussed in the related work section ol‘ the ﬁrst chapter.
We further comment on their specrﬁcatron method in the next chapter from the point of
view of deducing properties from a specrﬁcatton

Burstall and Goguen N'lka_nma et al., and Guttag [31] can specrfy a type scheme
(also called a paramerenzed type) in their languages Recently, the ADJ group [71] has
given a category theoretic semantics of a parametenzed type. Our specification language,
as it is, cannot express a parameterized type. However it should be evident from the
discussion that our formalism as well as speciﬁcation' langnage can be easily extended to
parametenzed types We discuss these extensions in the last chapter of the thesis.

There are dtfferences between our semantrcs of a specrﬁcatron and those of
Zilles, the ADJ group, and Guttag et al. [28], WhICh are motlvated by different definitions
of a data 4ype used in various foﬁnahsms leles and the ADJ assume that values not
specrﬁed to be related by the axioms are different, even if they are observably equivalent.
Guttag et al. on the contrary assume that the values are equrvalent unless specified to be
different. We have taken a different approach; we consider the ax_roms as specifying the
observably equivalence relation. Our approach towards the semantics of a speeiﬁcation is
similar to the one adopted in logic; we consider all models of the axioms to be the
semantics of the specification. (Of course, we consider only the algebras satrsfymg the
mmrmalrty property for modeling data types, and rule out nonstandard models) Our
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semantics thus subsumes Zilles's and the ADJ’s definitions, as well as Guitag et al’s
definition in the following way.

To understand the semantics of a specification in the ADJ group formalism as
well as in Zilles’s formalism, we introduce the following definition. As is stated in
Subsection 2.2.6, the models in KS) can be partially ordered using the onto
homomorphism relation, i.e., A <A, if and only if A mahomomorphnc image of A,.

Def. 3.16 A model A in RS) is called initial if A gs a maximal model wlth respect to the

homomorphism relation, and A identically satisfies S.’ ]

In an initial model A, V ' for each D’ € A is a value set defined by an initial model in KS’),
where §' is a specification of IV, Two members in-V,, are not the same unless they are
rélate'd by the axioms and restrictions. The ADJ group and Zilles define the semantics of a
specification S to be the set of initial models in AS). Guttag et al.; on the other hand,
define the semantics of a specification S to be the set 'of reduced models in RS).
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4. Deductive System

~In this chapter, we develop :a deductive system for abstract data types. The
deductive system embodies general properties of data types which .are not explicitly. stated
in a specification but assumed in the semantics of the specification language. We construct
a theory of a data type, which is a collection of pmpert_ic_s of the data type, from its
specification. The theory of a data type can be used in reasoning about programs and
designs that use the data type in the same way as the propemes of natural numbers are used '
in reasoning about programs operatmg on natur'll numbers. In. particular; the correctness
proof of an implementation of a data type with respect to its specification as discussed in
the next chapter, involves the use of the theories of its defining types and the theory of its
rep, the data type whose values are used to represent th‘é« ‘values of D in the
imélememation. We can pose questions about the behavior of a data type and check
whether they can be answered fram -its specification according to our intentions using the
deductive system. In this sense, constructing the theory of a data type can enhance our
confidence in its specification.

The construction of the theory of a data type from its specification has an
important advantage that the theory does not depend on any particular implementation of
the data type. The correctness criterion used for lmplementanons in Chapter 5 guarantem
that every property.in the theory is satisfied by every correct implementation. We can thus
reason about programs using a data type abstractly without referring to any particular
implementation of the data type. This separation between the theory of a data type and its
implementations via the specification factors the proof process in to two indepehdent parts;
(i) Proof of use of a data type, and (ii) proof of correctness of implementation of a data type
[37]. In this chapter, we discuss the first part; we discuss the second part in the next
chapter. | .

The theory of a data type is constructed hierarchically from its specification, using
the theories of the types used in the specification, just like the specification of a data type is
designed. The design of our specification language has been influenced by the goal that a
specification should not have to state more than what is required and that it be structured
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in the sense that different components of the data type behavior are separately speciﬁed.'
To construct the theory of a data type from its specification, we combine these components.
For instance; as is discussed in the previous chapter, an axiom.in the axioms component has
a restricted interpretation: A variable of type D' in.the axiom cannot be freely substituted;
instead, the substitution should be such that the input to every operation symbol satisfies its
precondition as specified by the restrictions component, and no: operation invocation
should signal. We first construct the unrestricted axioms-from. the restricted axioms in.the
axioms component of a specification. using the restrictions; thesc unrestricted axioms are
used to construct the theory. Henceforth, we refer to a (restricted) axiom in the axioms
component of a specification as a formula and to an unrestricted axiom as an axiom to
avmd confusion. : , R ‘

The proposed deductive system is used 10, prove psoperties manually. We have
not investigated the possibilities of automating the deductive- system;,. but we. relate our
work to. Musser's work 60, 61] on aulomatmg the. proof’: theory of data types from their
algebraic specifications. N TTTRNIT RS PP TS AT ‘

~ Instead of discussing the complete deducnvc system and the construction of a
theory from _a spesification specifying nondeterministic, opgrations -and operations
exhibj;in_gj_ exceptional .‘bg‘l‘xavior in a single shot, we de so step by step., We first discuss the
theory of a data type with deterministic operations and without considering their
exceptional behavior. We then incorporate the exceptional behavior of data types into
their theory. Finally, we discuss data types with nondeterministic operations to exhibit the
extra machinery needed for in'troducing nondeterminism.

For specifications specifying only deterministic operations, we discuss various
subtheories, namely, the equational subtheory, distinguishability subtheory, inductive
" subtheory, constructed using different fragments of the deductive system. We define three
structural properties of a specification, namely, sufficient completeness, well definedness,
and completeness. Checking for these properties for a specification is a step towards
ensuring the correctness of the specification. We precisely state the sufficient completeness
property defined by Guttag and Horning [28] for a restricted set of specifications and
extend it to specifications in our specification language. This property requires that the
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behavior of the observers on their intended inputs can be completely determined from the

specification by purely equational reasoning. We relate this property to the behavioral

completeness property discussed in the previous chap'ter; -which ‘is model theoretic'and
which requires that the specification completely specify the behavior of the observers on
intended inputs. Recall that the behavioral completeness property does not say anything
about what can be deduced from the specification. We show that sufficient completeness is
stronger than behavioral completeness.

The completeness property is even stronger than the sufficient completeness
property, since in addition to the requirement that the: behavior of the observers can be
deduced on any intended input by equational reasoning, it -also requires that the
equivalence of the observable effect of the constructors on intended inputs can be QEduced
from the specification by equational reasoning. - '

The well definedness property constraing that a specification be modular in the
sense that it preserve the specifications of defining types and auxiliary types in it. This
property is stronger than the copsistency property. L '

In the last section, we define a stronger equivalence on ‘s;SeEiﬁc:itions than the
equivalence defined in Section 3.3. The stronger equivatence of specifications requires that
not only the two specifications have the same semantics, but their theorfés must also be the
same. :
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4.1 Preliminaries

A data type can have many different but equivalent specifications (see Section 3.3

and Section 4.5). These specifications may differ because

(1) they may specify the properties of constructors to different extents,

(ii) the properties of the operations are specified in different ways, and

(iii) they may use different sets of hllxiliary functions.
Theories constructed from different equivalent specifications can be different, as will be.
clear from the following discussion. Unless s_tated otherwise, we assume that a data type
- has a single fixed specification; in the last section of the chapter, we discuss theories
constructed from different but equivalent specifications of a data type.

If a specification S specifies only a single data type D, then the theory constructed
from S is the theory of D. If S specifies a set of related data types, then the theory
constructed from S is the theory of the set of related data types. The theory constructed
from S consists of properties characterizing the behavior of the algebras in F(S), the
semantics of S. Let Th(S) stand for the theory constructed from S.

The deductive system uses multi-sorted (or many sorted) first order predicate
calculus with identity [16] as the underlying logic. Though a first order theory cannot
completely characterize the ‘infinite’ models in RS), we prefer first order logic over second
order logic because of the following reasons:

(i) First order logic is well studied, and is better understood than second order logic,

(i) most of the programming logics developed for reasoning about the control structures
of programming languages are first order,

(i) the recent work of Cartwright and McCarthy [8] has established that even the
termination proof, which was believed to employ second order reasoning, can be
adequately done in first order logié, _ _

(iv) most of the work in automatic verification uses first order logic as the underlying
basis, and

(v) we believe that the most of the interesting properties of programs can be expressed in
first order logic. |

Multi-sorted logic is more convenient than single-sorted logic as it avoids the use of type
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predicates, which must be introduced in a single-sorted logic to differentiate‘among terms
of different types. We use an induction rule having ml’ mtely many premrses which is some
what unusual; the proofs using this rule are mﬁmtary We mterpret the formulas in Th(S)
in the algebras in KS); we do not consider uncountable structures because they are not
type algebras and so they are of no interest. ' -

As was discussed in the previous chapter, a"fo‘rmula is interpreted in a type
. algebra in the same way as a formula in a structure in Logrc [16] except that the symbol =
is interpreted as the observable equivalénce relation (see the definition in Sections 2.2 and
23)on a domain instead of the |dent1ty relation. Because the observable equrvalence ‘
relation is an equivalence relation and is preserved by every l‘unctron m a type algebra, the
standard rules for identity hold (ie., the rules for |dentrty are sound under thls
interpretation). ' o

' We now discuss the structure of formulas expressmg propertres of the models in

RS). Following Enderton [16] we define the language of Th(S) as the set of nonloglcal.
symbols; the nonlogical symbols are used with the logrcal symbols to construct formulas |
Let L(S) stand for the language of Th(S) Instead of deﬁnmg the complete language of
TI(S) here, we introduce it incrementally. We drseuss here L(S) for a specrﬁcatron neither
specifying nondeterministic operatrons nor the exceptlonal behavlor of the operatlons. :
D(S) includes the operatron symbols of D specrﬁed by S as well as the auxrhary functxon
symbols used in S. Since 'l'h(S) is constructed usmg the theorm of the deﬁmng types and
the theories of the auxiliary types used in S, l.(S) mcludes L(S') where S' isa specrﬁcatlon
ofadatatypeD' fbreachD'eAuA .

In Section 4.3 on specxﬁcatlons specrfymg exceptronal behavror of the operatrons,
we include the exception names in L(S) In Sectm"h 44 on specrﬁcatlons specrl'ymg
nondetennmrstlc operations, L(S) includes addltronal symbols needed for expressmg |

1. A symbol (or an axiom or a rule of inference) is called nonlogical if it is specific to a particular domain of
discourse whosc theory is being constructed. 'This is in contrast 10, loslcal,symbuls' which arc dctermined by
the underlying togic used to develop the theory. For instance, a logical axiom characterucs the logical
rcasoning available in the underlying logic, whercas a nonlogical axiom characterizes a prm about the
domain of dlscoume
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properties about nondeterministic operations.

Terms of various types can be constructed using the symbols in L(S) and vanabl&s
of various types as discussed in the previous chapter. Aa atamic formula is. an-equation of
the form ‘e, =.e,, where e, and e, are terms of the same type. Compound formulas are
constructed from atomic formulas using the standard rules of construction for first order
predicate calculus with the help.of logical symbols. ..

We consider a boolean term as a term; sather thap an atemic formula; in this
sense, we adopt a uniform view about the.symbols in 14S); considering each as.a function
symbol. This view is especially ccnvegieatyhemwg_;ig&@gpggaté; the exceptional behavior
of the operations. . In case we use 2. boolean term b.as a formula, b is considered as the
abbrevmtnon for the equation ‘b= T. R

Recall that ‘e, = if b then e, is an abbreviation for ‘e, = lf-then-else(b » €) and
‘e, = il b then e, else ¢, stands for the following two conditional equations
‘e, = ifbthene,’

‘e, = if~bthene,’

In the simple case when exceptional behavior is not considered, ‘e, = if b then e,/ is

]

equivalent to ‘(b = T) = (e1 = ez).' When we incorporate exceptional behavior, the above
equivalence does not always hold, because b could possibly signal an exception. However,
if bis guaranteed not to signal, then the above equivalence holds in that case also.

We use the abbreviation ‘e, # ez’ for the formula ‘~ (v Xppouns xn) f‘el E, e )
where x,, ..., x_are the only variables in e and e, Note that if e and e, are ground terms,
then ‘e, £ ¢, is equivalent to ‘~ (el = ez).’ In fact, it is easy to see that

(Vx,....x)[~ e15e2]=_>(elé e,)-

Only a subset of TK(S) is useful in reasoning about programs and designs using D.
This subset consists of formulas in Th(S) expressed using only the operation symbols.
Formulas expressed using auxiliary functions are not directly iuseful because the auxiliary
functions are not available to the users of the data type(s) being specified, but these
formulas help in proving formulas without auxiliary ftlnctioné; The correctﬁess criterion
for implementations with respect to a specification S discussed in the next chapter does not

require a correct implementation to include implementations of auxiliary functions used in
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S. Even if an auxiliary function is implemented, it is not available to the users of a data
type. o

“Let L(D) stand for the language of a data type D, which is a subset of L(S)
consisting only of the operation symbols. L(S) - L(D) is then the set of auxiliary functions
used in specifications of various data types. Let Th(D) stand for the subsct of THS)
consisting of formulas in TK(S) expressed ‘using the nonlogical symbols in (D). We are
primarily interested in formulas in TIKD). The correctness criterion used in the next
chapter ensures that Th¢D) holds for all correct implemientations with respect to S. ThD) .
. serves as the interface between programs using D and the correct implementations of D.
Note that Th(D) does not include those nonlogical axioms of T(S) which are expressed
using auxiliary functions, ' ‘
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4.2 Theory of Data Types without Nondeter_mi-nism_and without
Exceptional Behavior '

We start with the simple case of specifications that do not specify
nondetermmlstlc operations and the exceptional behayior of the operations. The
restnctuons component of such a specification may spemfy the nontrmal precondmons for
the operations. For illustration, we modify the data type, Set l_'n_t, so that Choose is
deterministic; let Set-Int’ stand for the modified Set-Int. ;TTt;ae,:Sp‘eciﬁcation of Set-Int’ is
~given in Figure 4.1, which is obtained by modifying: the spétiﬁczlgipn of Set-Int given in
Figure 3.1. The syntactic speciﬁcation»oof the op-e,(aticl)n fs hoose does ,no{t:,‘hal‘ve.the identifier
nondelerministic. Instead of the required exception ,conditiqnlfq_rQbogsﬁe‘on the empty set,
we specify ‘~ #(s)l =0 asits prccondiﬁon in the fcstriction cémpongnt of the speciﬁcation'
of Set-Int'. | L S

We first discuss how to construct unrestricted 'r:),qnlpg;igal éxio_nis of TKS) from

Figure 4.1 Specification of Set-Int’
Operations -

Null  : — Set-Int’ ) asg.
insert : Set-Int’ Xint — ‘Set-Int” S
Remove : Set-Int’ X‘k\% — Seatint’

Has : Set-Int’ X Int — Bool 7 as fx2€ X '
Size  : Set-lnt’ = Int" e Cas #(x)
Choose : Set-int' — int .

Restrictions
Pre(Choose(s)) :: ~ (#(s) = 0)
Axioms

. Removel(d,i) =

. Removelinsert(s, iﬂ i2) = ifi1 =12 then Remove(s i1 else Insérﬁﬂemove(s i2),i1)
.i€EB8=F _—

. i1 €insert(s, i2) = iti = i2 thenTelseH €s

. #B) =0

#(Insert(s, iN=ifi€ s then #(s) else #(s) +1

. Choosge(s)Cs =T

sn_aunawro-s
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the formulas in the axioms componerit and the: preconditions specified in S. We then
discuss how to construct Th(S) from the nonlogical axioms thus obtained.” We do so step
by step exhibiting the power of various fragments of the deductive system. This will also
help in investigating how ea_sﬁy these friigments can be automated. We first discuss a
simple but useful subset of Th(S), ‘called the equational s:u‘b'theory: and Writte‘n as EQ(S).
Formulas in EQ(S) are proved using the rules of = and the substitution rule of v. Most of
the work on developing the proof theory of data types from their algebralc speaﬁcanons
has focused on this subtheory [23, 71, 7, 21, 29] -

We discuss later a richer subtheory, called the disungulshabliuy subtheory and
written as DS(S), having inequalities * e # e in addition to’ equations. The inability to
prove an mcquahty has been a major limitation of the reéent works on proof theories based
on: algebra spec:ﬁcauons For instance, both in Zilles’s method as well as in’ ADJ's method
two terms e, and e, are unequal, i.e., ‘e, # e, is provable, if and only if'e, = e2 is not'in the
equational subtheory, so the proof of mequ:xlity becomes nieta.’ Zitles l’761 récognizes this
limitation and suggests also using inequalities as axioms. -In-our deductive system,
inequalities can be proved from equations by the methad-of proof by cantradiction. We
have this advantage because we view two abstract values (i.e., ground terms) of a dat_a type
to be distinguishable (so unequal) if and only if a sequence of operations can dlstmgmsh
them. This is in contrast to the view taken by the ADJ g[oup and ;:ltesiﬁai two abstract
values are distinguishable if and only if they are not specnﬁedtéfbe equal

We later include an mductlon Tule Wthh captures the mmxmahty prqperty of a:
data type. This rule is ‘infinite’ and is derived from the syntactac specifications of the
operations and the restrictions components of the specnﬁcat:on More properties of a data-
type can be proved using the induction rule than without it. We discuss how .the rule is
used to prove other rules using the nonlogical axioms derived from the specification, whlch
simplify the proof of propcmes of the data type. The subset of equatlons and mcquahnes
provable using the mduct;on rule and the, rules ol the distinguishability subthco:y is calbd»
the inductive subtheory and written as IND(S). .

We finally construct the full theory Th(S) usmg the whole machmery ef ﬁrst;'
order predicate calculus and the ‘infinite’ induction rule. We demonstnteﬂlcllseof Tll(S) |
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in verifying properties of programs. Every subtheory (as well as the full theory Th(S)) is
constructed hierarchically from the corresponding subtheOry_ (or the full theory)
constructed from the specifications of the defining types and the auxiliary types.used in S.
For instance, IND(S) is constructed from lND(S) ‘where S’ is a Spmf ication of
D' €AUA,. ,
~ In the last subsection, we define sufficient: campleteness completeness and well
definedness properties of a specification, and relate them to behavioral oomipleteness and

consistency properties discussed in Section 3.5.
4.2.1 Derivation of Nonlogical Axioms

The unrestrictcd nonlogical axioms for a speciﬁcation S can be derived in a
nonlogical axioms are generally ccndmonalveqtmﬁms;‘-‘ldet' P€e‘_stand for-a conjunction of
conditions of the form ‘P (e,,..., e¢) = T for every ‘oceurrence of ¢ having the input
e.....e in‘e. If an eqiation* e, = e, * is inthe akioms coniponént of S, ﬁreccrresptmdmg
nonlogical axiom of Th(S) is the formula o

(PC, A PC, )-f»(e = e2)
For: example ‘the formula
Choose(s) €s=
has an occufrence of the operation Choese, “Which is spetiffe‘d\‘t'o have the nontnvnal
precondition, so the correspondrﬁg unréstricted nontogxcai axidm s -
=~ Rty = 0= h:(c’hoose(s) €5 -—f) e

“¥f a formuta‘in the axioms’ cﬁmpOnem ‘does not have any operation ‘specified to
have a nontrivial precondition, theni‘ the formuta itsélf sérves‘as the” ndnidgrcal axiom, For
example, the formula e / - ‘

#(Insert(s,))) = ifi € sthen #(s)else #@ + ... 35000 o
1tse|f serves as a nonloglcal axlom

For any restricted quanu&er-free formula 4 the: oarrespondmg umestncted
* formula is *PC = [*, where Mm a comunctnon of the formulas PC e for’ every :tejrm e in.

the formula f.
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4.2.2 Equational Subtheory

The .equational subtheory EQ(S) consists of- -‘e‘qu:'nions derived from the
nonlogical axioms of S. An -equ‘ﬁtion o = ez' is in EQXS) if and only if it is provable from
the nonlogical axioms of S and EQ(S'), where S’ is a specification of I, for each
D' € AU A,, using the four rules of =, namely,

(i) reflexivity,

(ii) symmetry,

(iii) transitivity,

(iv) substitution property of every function symbol,
and,

- (v) the substitution rule for-the universal quantifier v (i.e., gnbstituting an appropriate

term for every occurrence of a-free variable.in a nonlogical axioin).
All five of the above mles are not necessary; some of them can be denved from the others
- [16}. As an illustration, we- gwe a proo£9f the equauon #(lnseﬁ(hsert&blﬂll, ), =1"in
Figure 4.2.

EQ(S) defines a relation on ground terms of dtffgrent typﬁ Jet - EQD stand for
this relation on ground terms of type D). For any ground terms e and,ez, (gl,,eg. € EQDJf :
and only if ‘e, = e,” € EQX(S). : . : , '

If the nonlogical axioms are equations (possibly using if-ther-else functions), they
can be considered as unidirectional rewrite rules.by, defining.an approprate ordering on
terms. If a decision procedure for EQ(S) _exists (i.e.,. the rejation: EQpy for, each
D' € AU AU {D} is.decidable), then it is often possible. o, generate a convergent set of
rewrite rules from tlie. rioalogical axioms. using the Knuth-Bendix algorithm [44], which

R

Figure 4.2. Proof of ‘ # (Insert(Insert(Null, l),i»sa P

1. -i € Insert(Null, i) =T Substitution in Axlom 4 of Sct lm and thc (hcorcm of Int

2. #(InseriInscr(Null; i), i)) = #(Inscrt@Nol,i))  Stop L, mbsmmmh in Axiom 6 of Set-Int"
] =#Nul)+1 : v - Axiom ), substitugé AmanoméofSe& Int’, and tansitivity.

=0+1 " Axiom'S of Set-Int.
=1 Theorem of Int.

bl



- 123-

constitutes the decision procedure for EQ(S). The AFFIRM system [60] is designed in part
around this result. Though nonlogical axioms using if-then-else functions have been
studied [60,21, 5], there appears to be some difficulties in using the Knuth-Bendix
algorithm on them {61].

For automating the process of proving properties from the nonlogical axioms of S
using the above five rules, it may be helpful to view a formula of the form

PC = (e = e,),
where PC is a conjunction ‘by=TA...Ab =T asthe formula

e = if b1 A A b“ then e,
as the two formulas are equivalent and the second formula can be considered as a rewrite
rule. For example,
C(~#()=0=T) = Choose(s) €s=T
can be viewed as
Choose(s) €s= il ~ #(s) =0 then T.

4.2.3 Distinguishability Subtheory

The distinguishability subtheory DS(S) is richer than EQ(S); it has two kinds of
formulas: (i) ‘e, = e, and (ii) ‘e, £ e, Our approach for proving inequalities is simple; it is
based on the definition of distinguishability discussed in Sections2.2 and 2.3. The
distinguishability theory of Bool serves as the basis; since ‘T £ F' is a formula in the
specification of Bool, ‘T # F' € DS(Bool). (Recall that only the specification of Bool
includes an inequality as an axiom.) ‘T # F’ obviously holds in every model of Bool. This
inequality is used to prove inequalities of terms of type D by reductio ad absurdum (proof
by contradiction); this is the sixth logical rule, besides the five rules discussed in the
previous subsection, which is used to construct the subtheory DS(S). We of course use
inequalities in DS(S’), where S' is a specification of D' € A U Ay

Given two terms e and-ez, we prove ‘e, # e2’ as follows:

We assume on the contrary that ‘e1 =e;

2

we then derive ‘ei = eé ’. where ‘ei £ eé’ is already provable, ie., either

‘e €€’ €DS(S) or'e £ e’ €DS(S)



-124 -

We illustrate the above rule to prove the inequality ‘Null £ l‘hscrt(s i) in Figure 4.3. For
any ground terms e, and e the formula * e # e mterprets in & model in F(S) to whether

The method of proof by contradiction can be mtegrated into a rewrite rules
system like AFFIRM. If an inequality ‘e, £ e,’ is to’be”'b'rbi/’ed._\-ve' assume ‘e, = ez’ as an
axiom and add it to the set of nonlogical axioms. We get the rewrite rules corresponding
to the new set of axioms and run them to check whether a contratﬁctlon i.e., one of the
rules T—F and ‘F-T or “¢- €]’ is generated, where the mequahty e ée is already.

proved.
4.2.4 Inductive Subtheory

The subtheory DS(S) is still not rich enough because there are many useful
equational formulas which hold for every data type:ig, DfS), but.cannot:be proved using the
logical rules of DS(S). For example, the equation

Has(Remove(s, i), i) = F

cannot be proved because

(i) there is no nonlogicat axiom drrectly expressmg lhe behavror of }Ias on a set argument
having the structure Remove(s, i), and I

(ii) Remove(s, 1) is not equrvalent to Null or an expressron oT the form Insert(s i’) unless
some conditions are placed on s. 7 - '
But, ‘Has(Remove(s, i), i) = F holds in every ‘model in Rset-lnt') ‘Even if we use the
whole deductive system of first order predrcate calculus, this fbrmula carmot be proved
from the nonk)grcal axioms of Set-lnt’ : '

Figure 43 Proof of Null £ lnsen(s, i)

To prove Null # Inscrt (s, i)

assumc Null = Insert (s, i) o ; ,
Has (Null, i) = Has(Inseri(s, i), i), substitution property of Has
FaT, the axioms 3 and 4 of Sct-Int’,
which is a contradlcnon ' '

so Null # Insert(s, i) € DS(Sct-Int’).
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The above limitation is due to the fact that the minimality property of data types, |
which is captured in the definition of a type algebra, is neither captured in the underlying
logic nor expressed as a nonlogical axiom (see the discussion of the minimality property in
Section 2.1). We discuss below an induction rule which captures this property. The rule
can be constructed from the syntactic specifications of the operations in S. We compare
our rule with other similar rules proposed in the literature, and demonstrate the inadequacy
of some of these rules. We discuss how the ‘infinite’ rule can be used in proofs. For better
exposition, we first assume that no constructor of D is specified to have a nontrivial

precondition by S; we later relax this restriction.
4.2.4.1 Infinite Induction Rule

Def. 4.1 A ground term e is called a constructor ground term if e is expressed only using

constructor symbols. 1

() Induction Rule
Given a formula ®(x) with a free variable x of type D.

For every constructor ground term e of type D, o[x/¢] - (Vv x) ®(x).

The above inference rule is infinitary, as there are usually infinitely many constructor
ground terms of type D énd so, the rule requires infinitely many premises. The notion of a
proof is infinitary whenever the induction rule is used. Intuitively, the above rule states
that if a formula ®(x) holds in every case when a value of type D is substituted for x, then
we can deduce the formula ‘(V x) ®(x).” It is easy to see that the above rule is sound
because every type algebra by definition has the minimality property, which states that
every value o.f D is represented by some constructor ground term of type D. It is sufficient
to consider only constructor ground terms because these represent every value in a type

algebra.
Burstall and Goguen [7] also realized the limitation of the proof theory based on
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the rules of =, 2 They mtroduced the mduce operator on theorres the mduced theory is
equivalent to the original theory with the above mductron rule The above mductron rule is
a generalization of the structural mductron rule of Burstall [6] The structural induction
rule is based on 1dent|fymg a mrmmal set of constructors (rnstead of all constructors) whrch
generates the values of D and has the property that every ﬁnrte sequence of constructors in
the subset generates a drstmgurshable value To our knowledge, Wegbreit and Spltzen [72]
were the first to. generahze the structural mductron rule but they presented it mformally .
The data induction rule of Guttag et al. [29] is the same as the mductron Tule of Wegbrelt
and Spitzen. Recently, Musser [61] has suggested a formalization similar to our

formulation of the rule.

4,2.4.2 Rationale for an Infinite Induction Rule. . :

Below, we discuss the rationale for using an infinite rule to’.' capture the
minimality property of a data type. We demonstrate the inadequacy ‘of an induction
scheme seemingly suggested by Wegbreit and Spitzen [72], Guttag et‘al. [29], and Nakajima
et al. [62). For illustration, we use a simple ‘version of the' ‘data type matural number,
denoted by N,. N, has four operations; 0, the constant zero; S, the successor operation; P,
the _predecessor. operauon, and, =, the equahty operation. - lts speerﬁcatlon is given in.
Figure 44. The constructor P is ,_denved_ in thesensethntme values returned by P can be
constructed using 0 and S. We would like to prove from.the nonlogical axioms of N,.and.
the induction rule, the following normal form lemma in the fyll tlwory

M v)kk=0vanlx=smil .
In general, we would like to have in Th(N,) the scheme
@ @O AN D[o(x) = $SEND = (v x) o).
where d» is a first order formula with at least one free variable. .4
If we express the minimality property of N with the following scheme:
) (#(0) A (¥ x) [#(x) = (&(P(x)) A &(S(x))] ) = (V x) &(x),

2. However, ADJ [71] do not scem to agree that propertics provable using the induction rule are relevant.
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Figure 4.4. Specification of Data Type N,

Operations

0 :-—-’Nz
:Nz—’Nz
:Nz—’Nz

: Ny X Ny — Bool

n vO

Axioms

P(0) =

P(S(x)) = x
x=x=T
Xzy=y=zXx
S(x)=0=F
Six)=Sly)=x=y

where ¢ is a first order forrnula we can neither prove (lj nor (2), This is because there are
nonstandard models of the nonlogical axloms given in Flgu;e 44 and the scheme (3) in
such model in which the nonloglcal ax;oms as well as Lhe scheme (3) holds but the formula
scheme (2) does not hold The model has an mﬁmte chain gqmg frpm a constant symbol c
in both dlrecuons in adgition to the chain of ‘natural _pumbers, and there is a unary
predicate symbol M whose interpretation in the model js ;he%%rieg;eqt‘eﬂmgg is false an, all
coustants on the negative side of c, and true otherwise. The ﬁgure shoWs the values in the
models on which the interpretation of Mis false.  «-:0 .o o ipcmen o0 om0

The scheme (3) does not capture the property that the operation P when applied
on any natural number will hit in finitely many steps ‘dither 0° dra riumbeér-that behiaves hke
~ 0(in nonstandard models). This property is tieeded’to detive (2) of (1') o

It should be obviouk that the schémeé: @y as well asthé formuta (1) hold in every
model in AN,). Formutas of the kind (2) and the forinuta (1) are very useful in proving
properties of programs using N2"' For example, using the foruta scheme (2), the proof by
induction amounts to checking for the basis condition nnd a smgle case in the mductlve
step, where as (3) requires two cases in the inductive step. A

“We :would liké' the- induction nulé "tobe tonstructible from the syntactic
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Figure 4.5. A Nonstandard Model of the Axioms in N with the Scheme (3)

S § S
0->=1=3=2==3 =D 4> ...
< < ...

P P P
s S S S S
S S 2 10 ok 5 EO SR D SRS B 2Py S
<- < < < <-
P P P P P

F F

specification so that the rule does not have to be stated explicitly for every data type in its
specification. In addition, the induction rule should be strong enough so that, for example,
the formula scheme like (2) and ihe normal form theorem (1) can be derived in case of N2.

The above discussion shows that the scheme (3) is not powerful enough. However, the
infinite induction rule (3) for N2 does the job. It can bé shown that the scheme (2) and the
formula (1) are derivable from that rule. '

Another alternative for charactenzmg the mmnnality property is to use
multisorted second order predicate calculus as the underlymg Togic and express the
minimality property as a second order formula. But, this approach is not attractive because
of the reasons discussed in the first section. |

4.2.4.3 Use of the Induction Rule

For using the induction rule (1), we must establish infinitely many premises. This
can be done by imposing a partial ordering on the set of constructor ground terms,and‘
using induction on ground terms. We discuss below a technique for doing this. We start
with an instantiation of this technique which uses the structure of the ground terms; this
method is kqown;as the structural induction [6}. We show-that

(i) for each basic constructor o : D, x...x D_— D, which does not take any argument
of type D, «b[x/a(e ,-- ., e )]is provable, and ,
(i) for every other constructor o € @, ®{x/a(e,,. .., cn)},is_ provable assuming 4:{x/ei] for
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every Di = D.
However, there are situations when the structural induction is not useful or convenient;
instead, a different partial ordering on ground terms-is preferable.

We present below a generalized technique. Let G stand for the set of all
constructor ground terms of type D. We can deﬁne an ordering relation (non reﬂexlve
antisymmetric, and transitive) < on G such ‘that (G, () satisfies the: minimum condmon
Defining < on G gives 4 getieralized (Noetherian) induction rule [10] on G. |

Def. 4.2 (G, <) satisfies the minimum condmon lff for every nonempty subset A of G, A has
a minimal element with respectto <. 3 8

Generalized Induction Rule:
If for every e € G such that for every element 4 € G lhat is < e, <b[x/e] = ¢[x/e]
then (V e € G) ®[x/¢€]. -
So, in order to establish the infinitely many premlses of the mﬁmte mductlon rule (T) we“‘
define a partial ordering < on the constructor ground terms in G such that (G <) has the
minimurm condition and use the generahzed induction rule. |
Using the nonlogical axloms of S, one can ldentlfy a subset C of“G such that for
every constructor ground term e € G, there is a ground term ¢ in C such that
‘e=€" € EQ(S). We can then simplify the induction rule using the following Tule of first
order predicate calculus: o o ' - o
(e=¢) + ofx/d = #[x/€]
We need to show only that for every ground term e € C, d>Ix/e] For example it can be
shown in case of Bool, that for every boolean ground term e, elther e=T € EQ(BooI) or
‘e=F ¢ EQ(Bool) So to prove a property havmg a free vanable of type Bool by
induction, it suffices to show that the property holds in case of T and F.
Let us consrder the example of Set-Inf’, The mductlon rule (f) for Set lnt’ i

3. The property of a set A satisfying the minimum condition with rcspcct to an ordcring relation < is related
to the well foundedness property of A with respect to <. It can be shown that A is well founded with respect to
< if and only if (A, <) satisfies the minimum condition.,
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For every constructor ground term e of type Set-Int’, #[x/¢] - (v x) &(x).
The following theorem establishes that the constructor Remove is derived in the sense that
it does not construct any valie of Set-Int’ distinguishable from the values. constructed by
Null and Insert, B

Thm. 4.1 Every constructor ground term e of typeSctlnt is equivalent by equational
reasoning to a ground term ¢ not having any occurrence of Remove, ie., the equation.
e= ¢’ € EQ(Set-Int). ’

Proof Using mductlon on the number of Remove (and subsequently the number of Insert)
in a constructor ground term, we show the above with the help of the axioms 1 and 2 of
Set-Int’. For details, see Appendlx 1. s '

Using this theorem, we get a snmpler induction rule for Set-Int': _
(4) For every constructor ground term e of type Set-lnt havmg onl) thc occurrences of
Null and Insert, d>[x/e] - (v x) *(x). 7 )
We can define an ordermg generated by the followmg relatlon on ground terms
constructed using Null and lmert .
 Null < Insert(x, 1) and x< lnsert(x, )] ,
for any constructor ground term x and mteger constructor ground term i, Using the
induction rule (4), we can prove for any formula &,
(5) (@[x/Null] A (v x) [ #(x) = (¥ i) &(Insert(x, ))]) = (V. X)'F(X)
We also get the followmg normal form theorem for Set-lnt' usmg(S)
‘ (VS)[S-—NII“OV(3S i) s-lnsert( il .
Note that the above formula is dlfferent from Theorem 41 (The above formula is not in
IN D(S) because of the use of the exnstentral quanhﬁer 3 m 1t, byt it is in Th(S) as discussed.
later.) Theorem 4.1 cannot be expressed in ﬁ;st order predlcate calculus Using the
scheme (5) and the nonlogical axioms of Set-Int’, we prove ‘Has(Remove(s, i), i) = F in
Figure 4.6. Recall that this formula could not be proved in DS(Set-Int). -
The mductlve subtheory IND(S) consists of equatlons and inequalities, and is
defined to be the set of formulas derived from the nonima! axioms using the six rules
discussed in the last subsection (meaning DS(S) C IND(S)) and the infinite induction rule
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Figure 4.6. Proof of ‘Has(Remove(s, i),i) = F

We usc the formula scheme (5) above.
Basis. Has(Remove(Null, i), i) = Has(Null,.i) = F o Axioms 1, 3.
Inductive Step  Assume Has(Remove(s, i), i) = F, ‘ ‘ ’ '
to show (V¥ ib)] Has(Remove(inscrt(s, il), i), i) = F]
Casel:1 =11
“Has(Rcmove(Inscrt(s, i1), i), i) = Has(Remove(s, i), l) = F, Axiom 2, and the assumption.

Case2. ~ (i = il)
Has(Remove(Insert(s, i1), i}, i} = Has(Inscrt{Remove(s, i),i1),i) -  Axiom 2.
= Has(Remove(s, i), 1)) = F Axiom 4 and the assumption.

Using the scheme (5), we get Ha(Remove(s, i), i) = F.

(+). We later discuss the conditions under which formulas in IND(S) can be p;;)ved ljns?ing"
the Knuth-Bendix algorithm (Subsection 4.2.7). R

4.2.4.4 Specifications with Nontrivial Preggg@;;@gg@}bbngfru6ibrs

The induction rule (+) is also applicable to speciﬁcations%s[')}:Cifyirfé;inbntriviﬁi
preconditions for the constructors as it captures a general property’ of da(a types and nvt a '
property of specifications. It can be simplified depending on the semantlcs qsed for a
* constructor ¢ on inputs not satisfying its precondition. . \

If nontrivial preconditions are speciﬁeif for constructors, we are i‘nférested in”
constructor ground terms in which the input to every constructor invocation satisfies the"
specified precondition. This is so because a constructor is not likely tafbe invoked Mﬂum
input not satlsfymg the specnf ied precondition. Even if the constractor is mvoked on such

an mput, we are not interested in its behavior.

Def. 4.3 A constructor ground term e is called legal if and only if (i) e does not have.any
occurrence of an auxiliary function, and (ii) for every subterm of e of thq_fonn
.., ¢, ), where g is a constructor, ‘P (e'u, .., )— T € EQ(S) [

el = a(eu, .

The restriction that ‘P ( € eln) T’ € EQ(S) is for convemence, we. could have
required the formula to be in Th(S), the full theory constructed from-S. (Recalt that PU(X) ,
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is a boolean term without involving any quantiﬁer’;) ‘We are mostly interésted‘in formulas
involving legal ground terms.

Assuming the semantics used in Chapter 3 (1e on an mput not satisfying its
precondmon o returns a value of D constructible. by ‘the: constructors of D using ‘inputs

Figure 4.7. Specification of Stk-Int

Stk-int as Stk
Operations
Null : —+ Stk

Push : Slk Xint — Stk
: — overflow(Stk, int)

Pop : Stk — Stk
Top : Stk — Int

Replace : Stk X Int - Stk
Empty : Stk — Bool

Auxiliary Functions _
Size : Stk — Int ) as #(x)
Restrictions

Pre(Popls)) :: ~ Emptyls)
Pre{Replace(s, i) :: ~ Empty(s)

Empty(s) = Top(s) signals no-top() :
Push(s, i) signals overflow(s, i) = #(s) > 100

Axioms

1. Pop(Push(s, i) = s

2. Top(Push(s; 1)) = |

3. Replacel(s, i) = Push(Pop(s), l)
4. Emptly(Null) = T 4

5. Empty(Push(s,i)) = F

6. #(Null) = 0

7.

#(Push(s,)) = #(s) + 1



-133 -

satisfying their preconditions4 ), the induction rule () gets simplified to
for every legal constructor ground term e of type D, o[x/¢e] + (Vv x) &(x).
This is so because every constructor ground term that is not legal is equivalent to some legal
constructor ground term by the above assumption.
If the above assumption about the behavior of ¢ is dropped and ndthing is
assumed about its behavior on inputs not satisfying the preconditions, then we have
- for every legal constructor ground term e of type D, ®[x/¢] -

v V @x....x)x=olx.....x JAP_(x.....x )=T)D -
i=lm 1 n th 'n, % 1 "n

= o), -

where { Oppnes O } is the set of constructors of D. The condition in the matrix of the
consequence of the above rule ensures that x ranges over values serving as the
interpretations of the legal ground terms of D. This is the strongest consequence we can
have because the interpretation of illegal constructor ground terms is not known. For
example, if we drop the restrictions in the specification of Stk-Int repeated in Figure 4.7
specifying the exceptional behavior of the operations, the modified specification associates
preconditions with the constructors Pop and Replace. The induction rule would then be

for every legal constructor ground term e of type Stk-Int, ®[s/¢] -

(vs)(s=Null) v (3s.i)s=Push(s, i) V(3s) [~ Empty(s) = T As=Pop(s’) ]

v@s,i)[~Empty(s) =T A s = Replace(s’, ") ] ) = &(s).

We have discussed in Chapter 3 the reasons for assuming that a constructor o on
an input not satisfying its precondition can either signal an exception or return a value
constructible by the constructors using inputs satisfying their preconditions. An additional
reason for this assumption is that otherwise the induction rule gets complex, as should be

evident from the above discussion.

4. ¢ can also signal on such an input; since we are considering data types without exceptional behavior, this
choice is ruled out.
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4.2.5 The Full Theory

In prdving properties of programs, one often uses, properties of data types other
than equations and inequaiities.. For example, we;oﬂen., need to prove properties of the
form ‘(eu =e, A... Ae =e ) = (f1 = j;) Or,_wc'may‘ need a foi‘mula, involving
existential quantiﬁers For example, consider the union procedure on sets of integers
written in a CLU-like language and given in Flgure 4.8. The integer variable i inside the
loop defines the range (- |+1 i-1) of integers which have been checked to be: members of
the first argument and if so, have been inserted into the result being computed. The
variable i is incremented every time the loop is executed. Td_kpjr‘ove the termination of
union, we need to show that a set is either empty or there is an integer k such that evcry
element of the set lies in the range (-k, k). ‘The following formula expresses this property:

© (9[s=NMv@E v)[ls6c)=T=(j<skAj2x)]]
To prove such properties; we need the whole machmery of first order predlcate calculus
with identity. The proof of (6) is given in Figure 49. : 7

The full theory Th(S) is the set of formulas denvable from the nonlogncal axioins
of S and TI(S’), where S’ is a specification ofa deﬁmng type or an auxiliary type used i inS,
using the loglcal axioms and rules of inference of multl-soned ﬁtst order predicate calculus

Figure 48. Procedure Unioa - I

union = proc(sl, s2 : Set-Int") returns (Set-Int’)
i:lnt:=0
rl : Set-Int’ : = sl
12 :Set-Int’: =52
* while ~ Sct-Int’$Size(rl) =
if Sct-Int'$Has(r1, i) then r1 := Sct-Int'$Remove(rl, i)
12 := Sct-Int’$Inscrt(r2, i)
end }
if Sct-Int'$Has(rl, -i) then rl : = Sct-Int’'$Remove(rl, -i)
12 := Sct-Int'$insery(r2, -i)
end
=i+l
end
return (r2)
end union
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Figure 4.9. Proof of the Formula (6) |

Toprovc (Vs)[s=Null) V(3i) (Vj)[Has(s,j) =T=>(j<iAj2-i)]]

Using the scheme (5), B
®(s) = [s= Null V (3i) (V) [ Has(s, j)._'l = (jLiAj2 1)]]
Basis &(Null)<{=>T
Inductive Step Assume €(s), to show (V k) D(Insert(s, k))
Since ®(s) = T, we have two cases,
Case t s=Null) ‘
®(Insert(Null, k)) = T, because i is lkl thc absolute of k
Case2 Qi) (VH[Hass,j)=T=(j<iAj2)]
Subcase | -i<k<1i,
i itsclf serves to prove that ®(Insert(s, k)) < T from &(s)
Subcase 2 k>iV k<-i
[k] serves as i to prove that ®(Insert(s, k)) <= T from ¢(s)

Using the scheme (5), we have (V s) @(s).

with identity, as well as the mﬁmtary induction ile (T)
The following dlagram summarizes the relauonshlps among different subtheorles
and the full theory: T '

Th(S)  First Order Predicate Calculus + Infinite Induction Rule
IND(S) ~ +1In ﬁmte Inductlon Ruie |
B DS(S) ) o+ Proofby Coptfadlcnon

EQ(S)  FourRulesof = and the Substittition Rule of v
The following theorem shows that the above deductwe system is sound.
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Thm. 4.2 For any two ground terms e ande,

(i) if ‘e, = ¢, € Th(S), then. e, and e, are observably equivalent by S (i.e., observably
equivalent in the models in RS)), and

(i) if ‘e, # e, € T(S), then ¢, and e, are distinguishable by'S.

Proof The theorem follows from the facts that (a) the nonlegjcal axioms. hold in the
models in RS) with = interpreted as the observable equwalence re?anon (b) d\e
observable equwalence relations are preserved by the functwns in the models in KS). - 8

4.2.6 Properties of a Specification

We can define properties desirable of a speciﬁentidn'by feqnirin.g that various
subtheories and the full theory derived from the specification satisfy certain conditions.
Guttag and Horning [28] have dlscussed the sufﬁcnent completenass property for a
restncted class of specnﬁcatlons Wthh has been found useful We state that property in
our framework. We extend it to spec1ﬁcatlons usmg auxlhary funcuons and specrfymg
preconditions for the operations. The sufficient completeness property captures the
intuitive notion’ that the ‘behavior:of the obsérvers 'is° wmpletely ‘specified on intended
inputs and that the result of an observer on an intended mpyt:can be deduced by
equational reasoning. We relate this property to the behavioral completeness property
defined in the previous chapter-anid ‘show’ that sufficient completeness is stronger than
behavioral completeness (Theorem 4.4) because behavm;a!eomplem only requires that
the behavior of the observers be completel_y specnﬁed on mtended mputs and it does not
say anythmg about what can be deduced from the specification.

When specifications are used to prove: properties of programs using the data types
being specified, we often need to relate different constructor sequences. In that case, it is
desirable to have a specification satisfy a stronger property than sufficient completeness,
which in addition to the requirement that the behavior of the observers can be deduced by
equational reawniné on any intended input, also requires that the equivalence of the
observable effect of different constructors can be deduced by equational reasoning. We
call this property the completeness property of a specification and define it precisely. We
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later see that for a complete and consistent specification S, formulas in IND(S) can be
proved using the Knuth-Bendix algorithm (see Subsection 4.2.7).

Recall from Section3.5 that for a consistent and behaviorally complete
specification S, the models in RS) are behaviorally equivalent w.rt. { Pa le€ea}.
Furthermore, if S does not specify any nontrivial precondition for the operations, the
semantics of a specification S is a single data type, a set of behaviorally equivalent algebras.
In that case, for any two ground terms of type D, they are either observably equivalent by S
or distinguishable by S An obvious question is whether the proposed deductive system is
| powerful' enough to deduce this from a consistent and behaviorally complete specification.
We show that it is not the case. But if a specification is consistent and complete, then the
deductive system has this property. - _

Since S is hierarchical, S should preserve the specifications of the types used in S.
S should only specify the behavior of the operations of D, and it should not specify the
behavior of a type D’ used in S that is not captured by its specification S'. Specifications so
designed are modularly structured; they support the factoring and hierarchical structuring
of the proof of correctness of a hierarchically designed implementation. We define the well
definedness property of a specification which captures this modularity requirement.

Before we discuss these properties, we prove

Thm. 4.3 For a consistent S, for any two ground terms e and e, of the same type, both ‘e1

= e, and ‘e, £ e, cannot be in Th(S).

Proofl If S is consistent, then AS) £ @.
Suppose for some e, and e,, both ‘e = e2’ and ‘e, £ e, are in Th(S). ‘e, = ez’ € Th(S)
implies that e and e, are observably equivalent by S. Similarly, ‘e1 £e’ € Th(S) implies

that e and e, are distinguishable by S, which is a contradiction. 1
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4.2.6.1 Sufficient Completeness

As was said earlier for constructors, for a specification specifying nontrivial
preconditions for the operations, one is interested in ground terms in which the input to
every occurrence of an bperation symbol satisfies the assloci_ate_,d.precondition. This is so
because an operation is not likely to be invoked with an input_not satisfying the specified
precondition. Even if the operation is invoked 6n. such an .input, we are interested in-its
behavior. Furthermore, if a specification uses auXil‘iary, functions, grouad terms in which
auxiliary functions appear aré also not of interest because they are not used in programs
using the data type. Earlier we defined a legal constructor ground tcrm (Def. 4.3); below,

we extend the definition to a ground term.

Def. 44 A ground term eis called legal if and only if () e does not have any occurrence of
an auxiliary function, and (ii) for every subterm of ¢ of the' form e, = ¢ (e, .- - €),

wheres €2,P (e ..., e,;‘) =T € EQ(S). v

P
For a speciﬁcatidr. using auxiliary functions and specifying nontrivial precqnditions, only
legal gfouhd terms are interesting. If such a spcciﬁrc'gtioﬁjs cqﬁsis}tent, and behaviorally
complete, any two legal ground térms are eithef Adbscrvabvl‘y __equivalcntﬂ, by S or.
distinguishable by S (see Section3.5. .

In [28], Guttag and Homing define the sufficient completeness property of |
specifications which do not specify a nontrivial precondition:fot thie operations’and do not -
use auxiliary functions. 'We state their definition in our framework.

Def. 4.5 A specification S is sufficiently complete if and only if for every groun'd term e of
type I € A, there exists a théorem derivable from S of the form ‘e = ¢, where ¢ is a
ground term of type D' without any occurrence of anbpera{ibn’syrﬁbd!bf D 1

In [28], the deductive system to be used to derive a theorem is not specified. Guttag [33]
requires that the equation ‘ e = ¢ ' be in the equational subtheory EQ(S). (

The sufficient completeness property can be extended to specifications using
auxiliary functions and specifying nontrivial preconditions for the operations. For auxiliary

functions, there are two possible extensions:
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(i) Consider only the ground terms expressed using the operation symbols, because only
these terms can be used in a program, or o ,

(i) consider all ground terms, thus requiring that auxiliary functions also be completely
specified. |
We take the former approach; however, we recommend that whenever an nuxiliary

function is used, it be completely specified.

Del. 4.6 A specification is suffi czently complete if and only if for every leg'll ground term e
of type D' € A, a formula ‘e = ¢ € EQ(S), where ¢ is a legal ground tcrm of type D'

wrthout havmg any operation symbol of D or any auxlllary functron 1

For example, the specification of Set-Int’ is not sufficiently complete because for instance,
a legal ground term C hoosc(Insert(lnserl(Null l) 2)) cannot be related to any ground term
of type lnt that does not have any occurrence ol' an operatron symbol of Set-Int'.

" The following theorem  relatés sul‘ﬁcrent completeness ‘to  behavioral
completeness. The intuition behind this result is that lf the behavior of observers on
intended inputs can be deduced by equational re@omngfrom S, then the observers must
be completely specified by S. S

Thm. 44 Ifa speciﬁcation Sis sul‘ﬁciently complete, then S is behavio’rally complete. |
Proof: See Appendlx III |

The converse of the above theorem however dees not hold So, the sufficient ,
completeness Pproperty is stnctly stronger than behavroral completeness as there are
specrﬁcatlons whrch are behavrorally complete but are not su fﬁcrently complete ThlS Is 50
because in the definition of sufficient completeness only a fragment of the deductlve
system of first order predrcatae calculus is used to derive properties from the specification.
There can exist a legal ground term eof type B’ € A:siith that we cannot derive ‘e = ¢’ for
any ¢ of type D’ not having any occurrence of an operation symbol of D,in,the equational
subtheory EQ(S). However, we can derive the above equation in Th(S).using other rules in
addition to the rules of ‘the equational subtheory. We illustrate this point using the
specification of Set-Int’.’ We add another axiom defining Choose on sets of size > 1 as
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returning the maximum integer in the set.
8. Choose(Insert(Insert(s, i1), i2)) = if Size(s) = 0 then f ~ il = i2 then Max(il, i2))
else (if ~ il = i2 then Max(Choose(lnserﬂ%. i1)), i2) else Choese(Insert(s, il))).
The modified speciﬁ'cation i‘s not sufficiently complete, because Choose (Insert(Nall, i)) is
not directly specified =~ Nor can we deduce by -equational ' reasoning that
‘Choose(Insert(Null, i)) = i." However, using the theorem of Int, “(i = 3 =T=i=j’
derived using the induction rule for integers, the axioms 3, 4, and 7 of Set-Int’, and case
analysis, we can prove by contradiction that o |
| Choose(lnserl(Null ij)) =i
It should be abvious that with a minor modification of the proof of Theorem 44, we can

prove the following generalization of Theorem 4.4:

Thm. 4.5 If for every legal ground term e of type D’ € A ‘there exists a ground term ¢ of
type D' not having any operation symbol of D and auxlhary functlon such that ‘e= ¢’ €
TI(S), then S is behaviorally complete ] '

Theorem 4.4 can be derived as a corollary of the above theorem. 'We conjecture that the
converse of the above theorem is also true, which says that the deductivé:system is
complete with respect to deducing me behavior of an obs_erverog an intend_ed input,. ,

Conjecture 4.1 I[fS is behaviorally complete, then for every legal ground term e of type D’
€ A, there exists a ground term ¢ of type D' not having any opemuon symbol and aux1hary
function such that ‘e = ¢~ € TI(S). ' '

We can prove ‘the following pamal comp]eteness result about the deducnve
system m provmg the dnstmgmshablhty of legal ground terms of type D’ D’ €A U { D }

Thm. 4.6 For a consistent and suﬁic:entl.y complete S, if any two legal ground termis e, and
e, of type D are distinguishable by S, then ‘e # ¢’ € DS(S):

Proof See Appendix I11. 8

If conjecture 4.1 is true, then we can prove a similar result about behaviorally complete
specifications: For a consistent and behaviorally complete specification. S, if any two legal
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ground terms e ande, of type D are distinguishable by S, then ‘e £ ez’ € Th(S).
4.2.6.2 Completeness

We cannot prove a similar result about the observable equivalence of legal
ground terms of type D, because we do not have a rule analogous to proof by contradiction
in the deductive system that enables us to prove thg observable equivalence of ground
terms unless explicitly specified by. the nonlogical axioms, = Different but equivalent
specifications of the same data type can diffo} m th’e‘ extent to whfch ‘the observable
equivalence relation of legal ground terms of D can be proved. feom the nonlogical axioms.
For example, the terms Insert(Insert(Null, 2), 2) and Insert(Null, 2) are observably
equivalent by Set-Int, but ‘Insert(Insert(Nuil, 2), 2) = *lnserf(N‘uﬂ 2)' ¢ Th(Set lnt) If we
add the following axiom to the specification of Set-Int";

9. Insert(Insert(s, if), i2) = if il = i2 then Insett(s; i1y else’Insert(Insert(s, i2), 71),

then ‘Insert(Insert(Nulf, 2), 2) = Insert®ull, 2)" € EO(SetInt’). The semantics of the
modified specification is the same as the semantics of the original specification of Set-Int'.
The more a specification of D >captures the observable equivalence relation on terms of type
D, the moré usefut it is in deriving the theory of D and hence in’ provinig properties of
programs using D. We define below a property of a specification requiring it to.completely

specify the observable equivalence relation, We: put a.stronger requirement: We want

EQ(S), instead of Th(S), to have a formula ‘e , = &, for two legal ground terms ¢, e, ifand
only if e, and e, are observably equivalent by S, so that such fonnulas can be derlved by

purely equatlonal reasomng (1 e, usmg the rules of and the substltutlon Tule for v)

Def. 4.7 A sufficiently completc spec;ﬁcauon Si is. complete if and only if assummg that the

specification S’ of each D' € A U A, is complete, for any two legal grounds terms e, and e,
of the same type, * e = e2 € EQ(S) |f and only‘ if eband e, are obser‘vab]y cquivalent by S.

The completeness property of a specification should not be confused with the completeness
property of a theory of an algebraic structure as defined in Logic [16]. Using Theorems 4.4
and 4.6, and the fact that for a consistent and behaviorally complete specification, any two

{
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legal ground terms are either observably equivalent or distinguishable by S, we have

Thm. 4.7 For a consistent and complete specification S, for any legal ground terms e, and
e, of the same type, either ‘e, = e, € DS(S) or ‘e, £ e, € DS(S). 1

Musser [61] has called a specification from whicheither ‘e, =e or'e £ e, can be
derived in DS(S) to be fully specified, though his view of a specification is somewhat
different. He views the operator ‘=" as another operation of a data type, whereas we

consider ‘=" as a predicate in the underlying logic uséd to construct formulas.
4.2.6.3 Well Definedness

- We would like a specification S to be modular, i.c., for-the speqiﬁcaﬁon S’ of each
' D' € AU A, ThES) |L(S’) = TS’). This means that Th(S) does not have a formula
expressed using symbols in L(S’) that is not in Th(S'). Only those properties which involve
an operation symbol of D and/or auxiliary functions used in S can be proved from S; a
formula not having any operation symbol of D or an auxiliary function in S and not in
Th(S’) cannot be proved from S. '

For a consistent and sufficiently complete specification, the following holds:

Thm. 4.8 For a consistent and sufficiently complete S, for any legal ground terms e;, e; of

type D’ € A constructed using the symbols in L(S), if neither ‘e =€’ € TS’) nor

‘ e £ e;’ € TI(S'), where S' is a specification of I, * e; e * ¢ TI(S).

Proof By contradiction. | .
Suppose ‘e £ ¢, € Th(S) meaning that e, and e are distinguishable by S (as well as by

S’) (by Theorem 4.2). By Theorem 4.6, e £ ¢ ' € TKS) which is not the case. So the

theorem. B ‘

However, we could have a specification S such that ‘e; = e;' € TI(S) in the above case. The

following property of a specification rules out such cases.
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Def. 4.8 A specification S is well defined if and only if for every D' € A U A, assuming that
S’ of D' is well defined, Th(S) |L(S’) = Th(S"). 1

We are usually interested in well defined and complete specifications.
Behaviorally incomplete specifications are occasionally of interest. Set-Int’ is such an

example.
4.2.7 Automation of IND(S)

Recently Musser [61] has discussed how to automate IND(S) when S satisfies
certain conditions. If (i) S is consistent and complete, and (ii) the nonlogical axioms
derived from S can be written as equations (possibly using if-then-else operator), then the
K nuth-Bendix algorithm, which treats equational axioms as rewrite rules, can be used to
derive an equational formula ‘e1 = ez’ in the inductive subtheory IND(S). The equation
‘e, = e, is input to the algorithm as a rewrite rule to get a new convergent set of rules
having the added rewrite rule. There are three possibilities:

(i) The algorithm succeeds implying that the new equation is consistent with the
nonlogical axioms and thus provable, '

(i) an inconsistency, such as ° e — eé’ where e and e, can be proved to be not equal, in
particular ‘T — F or ‘'F — T, is generated as a rule, implying that the equation is not a
theorem, and

(iii) the algorithm does not terminate implying that (a) an additional lemma be proved
first, which could be guessed from the set of new rules generated, (b) the specified ordering
on terms used by the algorithm does not work, and some other ordering needs to be tried,

or (c) there does not exist a finite convergent set of rules to express IND(S).

The basis of deducing from (ii) that ‘e, = ez' is not a theorem is the consistency of S and the
method of proof by contradiction; in fact ‘e, £ e, is a theorem in IND(S) in this case. The
‘basis of deducing from (i) that ‘e = e is a theorem in IND(S) is the completeness of the
specifications: For a substitution of all variables in e, and e, by ground terms, the resulting
ground terms e and e have the property that either ‘e, = ¢’ € IND(S) or

1 2
‘e £ ¢,” € IND(S).
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4.3 Theory of Exceptions Without Nondeterminism

We now incorporate the exceptional behavior of data types into their theories
with the assumption that specifications do not specify nondeterministic operations. New
atomic formulas are introduced to express the exceptional- Bchaiﬁor’ of the operations. We
describe how the nonlogical axioms of Th(S) can be derived in this case from a
specification S.  We discuss how to construct EQ(S), DS_(:SA),{’!ND(S), and Th(S). New
‘logical’ axioms characterizing the exceptional behavior of Vt‘he' operations ;are presented..
We extend the properties of a specification discussed in the previous section to
specifications specifying the exceptional behavior.  For .illustration, we modify the
specification of Set-Int’ so that the operation Choosg is required to signal no-element() on
the empty set; let Set-Int” stand for the modified Set-Int. -So, iristead of the Restrictions
component specifying a precondition for Choase, it specifies a required exception
condition as follows:

#(s) = 0 = Choose(s) signals no-element().
We also use the specification of Stk-Int. . _

Besides the operation symbols and auxiliary function symbols, the language 1(S)
also includes the names of exceptions signalled by the operations as specified in S.
Exception terms are constructed as discussed in Chapter 2, using terms and exception
names. There are two new sets of atomic formulas in addition to equations:

(a) e signals exs, ’ |
where ¢ is a term, ext is an exception term, and every vanable in ext is also in e; and

(b) ext, = exl,,
where ext, and ext, are exception terms. The predicate ‘signals’ is similar to = but its arity
is (D U EXV) x EXV.
- As in the previous section, we first discuss the denvatlon of the nonlogical axioms
of Th(S) from S. Then, we discuss the subtheories EQ(S) DS(S) and INIXS), and the full
theory Th(S). In the last subsection, we extend sufficient oompleteness, completeness, and
well definedness properties. | N B
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4.3.1 Derivation of Nonlogical Axioms

The nonlogical axioms of Th(S) are derived from the restrictions and axioms
components of the specification S in a slightly - different way than discussed in
Subsection 4.2.1. We first discuss the restrictions, and later the formutas in the axioms
component.

4.3.1.1 Restrictions Component

From a restriction specifying a required exception ;signalled by an operation o,
R(X) = o(X) signals ext, o |
we get the followmg nonloglcal axlom
P (X =R (X) = a(X) sngnals ext)
because the restriction holds only if the input X sausﬁes the precondmon associated with
For example the restncuon on the operatmn Ton in the spemﬁcaﬂon of Stk- lnt
- Empty(s) = Top(s) sngnals no-top() | ) ,
is a nonlogical axlom of Th(Stk-Int), as the preéondltlon for Top is T. Slmllarly, from a
restnctlon specnfymg an optlonal exceptlon sngnalled by an operatlon o,
o(N) s:gnals ext=0(X),
we get |
P, (X) = (o(X) signals ext = O(X)),
asa nonloglcal axiom. For example, the restnctlon on Pusll,
| Push(s, i) signals overﬂow(s, )= #(s) 2 ml
is a nonloglcal axiom of Th(Stk-lnt)

5. Recall that the boolean term R(X) is an abbreviation for the formula R(X) = T.
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4.3.1.2 Axioms Component

. The preconditions in the restrictions component are also used in constructing the
nonlogical axioms from the formulas in the axioms'cempoaent of S.. As discussed in
Chapter 3, a variable in a formula in the axioms component: ¢annot be freely substituted.
When the exceptional behavior was not considered in Subsection 4.2.1, the substitution was
conditional: The arguments to every operation in the axiom must satisfy the associated
precondition. Now, there is an additional requirement: The substitution should not result
in an operation signalling on its arguments.

To express the second condition, we introduce a unary auxlhary function
N?y, : DU EXV - Bool forevery D’e AU {D }uU A These auxllmry functlons are not
used in a specification. Informally, N? separates a nonnal value of D’ from an exceptton It

returns T if its argument mterprets to a normal value of D 1t returns F 1f its argument

signals an exception. Furthermore, 'N? l).(a(e ye s e )) is F 1f N (e) is false for any e;
this constraint on the behavior of N" . enables us to get a snmpler transformanon of the
restncted formulas in the axioms component of S. \

Usmg N.D , we transform a restrtcted formula in the axloms component to an

unrestricted formula which serves as a nonlogtcal axiom of Tb(S) If an equatnqn e =e 'is

m the axioms component, where e, and e, are of type D’ then the correspondmg_

unrestricted axiom is
(N?pde) AN2yde)) = (PC, APCez)=>e ) (
where PC is a conjunction of condmnns expressmg the m,nstramt that the mput to every
operation invocation in a term e satisfies the amocmted precopdmon Similarly, if a
restricted formula is ‘e, = if b then e,,’ then the correspondmg unrestricted formula is |
(N?300i(0) A N2 de) AN, (e ) = (PC, A PC e, APC e2) =(b=e¢ =¢))
If a restricted formula is ‘e, = if b then e, else e3,’ then the corresponding unrestricted
formulas are obtained using the fact that this formula is equivalent to two conditional
equations
e = ifbthene,

1

e = if ~ bthen &
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We illustrate the above transformation on the following equation in the axioms component
of the specification of Stk-Int: |
Replace(s, i) = Push(Pap(s), ).
The corresponding unrestricted axiom is
(N?Stk-lntme’h“(s' DA N?Stk-l n((l’ush(l’op(s),« i) =
(~ Empty(s) = Replace(s, i) = Push(Pop(s), 1)).

4.3.1.3 Definition of N?p»

A specnﬁcatlon of D implicitly defines N"D and cxtends N" for every defining
type D' of D as well as any auxiliary types D' uscd inS. N" is d«.ﬁned by the specification
of D'. Since an operation ¢ has the arity D/‘x X D - D U EXV and N?,), has the arity
D' U EXV — Bool, we need to mtroduce vanables rangmg over v'xlues of a type and
exceptions to characterize N?,,. We have two optlons () Introduce two kinds of variables
- variables of a single type D and variables of a umon type D U EXV or (ii) mtroduce only
variables of a union type. If we adopt the second a'tematlve the formulas expresmg the
normal behavior of the operations get long because we make thc chdltlonal use of the
variables. Since we would mosﬂy be using formul‘as‘: expressing normal behavior, we have
adopted the first alternative. Often, we do not need to have a formula in which both kinds
of variables are mixed. Except in the axioms for N2y and the axloms charactenzmg thé
geineral properties of the exceptional behavnor of the- data type, we would rarely use
variables of a union type. Terms as well as exceptlon terms are constructed using only
variables ranging over a single type (except in the next sectlon) “Henceforth, we use xe,
b AN (RPN RPN AR ze, zel s 2€ etc as vanables ofaumon type,
and exv, exv,,..., exv,... as variables of type EXV. -

We now discuss the axioms defining N?D.. First of all, for a variable x of type D',
we have the axiom | " | - ‘

N?jydx) =T.

For an operation o, let PG(X) be its precondition. Let us assume that the restrictions
component specifies for o, / required exceptions and m optional exceptions. For each
1<i </ let R(X) be the condition on input X when o is required to signal an exception;
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similarly, foreach1 <j < m, let O(X) be the condition whaen o hasan option to'signal '
For every constructor o of D, we have an axiom deﬁnmg N? oorrespoadmg to.D,
NAXE) = (P (XE)A(~R(XE)A ... A~ Rﬁ(m;f\
(~OXD)A ... A=~ om(XE» )= NNA(XE))
where XE stands for the variables Xe€,,.., Xe,; Xe. is a variable af-union type Di U EXYV, and
N XE) is an abbreviation for N'.’D (xg) A ... A N?Da(xen); :

The above axiom captures the assumption in a specrﬁcatron thatif (i) an input to a
constructor ¢ is normal, (i) the input satisfies the precondrtrohf assocrated wrth o, (m) none
of the conditions associated with a requrred exception for o holds for the input, and (iv) the
condition an input must satisfy in case o srgnals an exceptlon specrﬁed 10 be optional, also
does not hold for the input, then o returns a nonnal value. ]n other words “this assumptron.
states that the exceptronal behavror of the operatrons on therr mtended mputs must be
completely specifi ed by the Restnctlons component. I .

The extension of the deﬁnmon of N" for every D’ € A is also captured by a
srmrlar set of axioms correspondmg to every observer 0. €0 of result type D'. There i is an
axrom having the above structure correspondmg to every observer ° 1n Q. |

; In addmon to the above axioms, we have a rule for every operatton and auxrhary
functlon expressmg that if any argument to a functron is not nonnal then the result of the
functron invocation is also not normal.

(ND(xe) FV VN" (xen) F)I—N .(c(x P ..,xg)) F

Note that there is no axrom s0 far whrch states the condmon when N" ( ds F In the next

subsectron on equatlonal subtheory, we mtroduce a rule charactenzrng such behavror of
N?y. ' .
o We use the nonlogrcal axroms derrved fr:om the restnctrons and axroms

components of S, and the axloms deﬁmng N . along wrth the addmonal axroms and rules» ‘
characterizing the general properties about the exceptronal behavror to burld vanous
‘subsets of Th(S) and finally Th(S) itself.
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4.3.2 Equational Subtheory

As in case of specifications without nondeterminism .and without exceptional
behavior, we define the equational subtheory EQ(S) as';a, sct;of atomic formulas. Besides
equations of the kind discussed in Subsection 4.2.2, we also have the following -atomic
formulas:

(a) esignals ext, and
(b) ext, = ext, } :
In addition to the rules characterizing = discussed in Subsection4.2.2, we use the
substitution rule for v, and the rules characterizing ‘signals’ and capturing the obscrvable
equivalence relation on exception values. The substntulm& rjefor Vv, e E
(v x) &(x) = &{x/4], , o -
where x is a variable of type I)', and e is aterm of typeD'.and is subsm;utable for xin ®.[16],
is modified to :
(V) &(x) = (N2 {e) = T =-9[x/e), . |
since x is a variable ranging over normal \aluesand e can signal-an exception. _

.. Rule (i) below says when N?,.is false, which is if a-term of type:D! signals an
exception, then N?,,. on that term is false. Rale:(ii) states thatifitwo. MS;R{Q‘MI}"
equivalent and one signals an exception, then the.other. also; signals the ‘same exception.
Rule (jii) states that if a term: sighals two .exceptions; then the-sxceptions are observably
equivalent. Rule (iv) states how the observable equivalence relation on exception values is.
related to the observable equivalence relations ou.normal values; . ..

(l)xeSIgnalsexvl—N (xe);F :
(ii) xe, = xe,, xe, siguals exv xezﬂgaahfxr o
(ii1) xe signals exv,, xe signals exv, b exv, = exv, and
for every exception name ex of arity D‘l X... X D;.‘“
(V) x, =Xy, oo X = x, F oex(x i & dmedsy v X, )

It should be obvious that the above rules are sound under the followmg mterpretatlon Ina
type algebra A, for a ground term e and a ground excepnon term ext, the - formula”
‘e sngnals ext’ is mterpreted as: The interpretation of zin A is the exceptnon value that 18 the
interpretation of ext in A. For two ground exception terms ex/; and ex, the formula
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‘ext, = ext, is interpreted as: The interpretation of ext; is observably equiva,lent to the
interpretation of ext, in EXV of A.

We now show how to use the above rules along with the nonlogical axioms and
the axioms and rules defining N?,,., to prove some propemes of data types. Sincc many
nonlogical axioms and formulas are conditional having the form

(7) b= esignals ext,
where b is a boolean term, we use a trick similar to the one used in Subsection 4.2.2 to deal
with such formulas so that they can be proved in EQ(S). We introduce an auxiliary .
function if-then : Boel x EXV x D' — D’ U EXV Having the behavior defined by the
following axioms: - ' ' ' '
if-then(T, exi, e) signals ext
if-then(F, ext, ) = e.
Using the auxiliary function if-then, the formula (7) is equivalent to
e = if-then(b, ext, ¢),
as for an instantiation of the variables in (7), if b interprets to E, then (7) is equivalent to
‘e signals ext.” The boolean term b must not signat. - ‘
'As -an - illustration, we prove from the nonlogical axioms of Stk-Int that
“Top(Null) signals ne-top{)’ € EQ(Stk-Int) in Figure 4.10. Slmllaﬂy, we can prove '
Top(Pop(Pusk(Nutt, D)) signals no-top(). '
Rerheé(l’usil(ﬁlsthull i, 12), B)) PNSMPESHNHIL ii), i3)
However, ,
Replace(Push““((NulI 1),...,101),0) = h‘“'(«Nun, 1,...,100),0)
is not derivable because we cannot derive N?Stk-litﬂ'h‘s‘) = T due to the optional
exception specified for Push when its stack argument is of size > 100. But we can prove the

Figure 4.10. Proof of “Top(Null) signaks no-top()’

1. Top(s) = if- lhcn(Empty(s) no- top() Top(s)) - | Rcstﬁction on Top

2 Empiy(Nul) = T Axiom 4
3. if-then(Empty(Null), no-top(), Top(Null)) sngnals no-top() A Axiom of if-then

4. Top(Null) signals no-top() Substitution in 1, and rule (ii) above
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following formula:
N2k -1nc(Push " (Null, 1), . ..., 101)) = | |
Replace(Push'®'((Null, 1), . . ., 101), 0) =-Push'"(((Null, 1), . ... , 100), 0).
The formula
Pop(Null) = Null
is not derivable because of the precondition on Pop
It would be interesting to investigate the conditions under which
(i) an axiom of the form ‘e signals ex/’ can be treated as a rewrite rule ‘e — ext’ and the
* Knuth-Bendix algorithm be applicable to such-axioms, and
(ii) a conditional formula involying signals can be rewritten as an equation using the
il-then and if-then-else operators so that the Kauth-Bendix algorithm is. applicable to

conditional formulas also.
4.3.3 Distinguishability Subtheory

As in case of specifications without nondetenmmsm and thhout exceptloral
behavior, DS(S) is defined to be a set consisting of atomic formulas and the negatlons of
atomic formulas. DS(S) mcludes EQ(S) as well as formulas havmg the fogllowmg structure

@) e, * e, |
(b) ext, # ext,, and
(c) e sigdals ext,
where ‘e sighals ext is an abbreviation for ‘~ (v x,..., x) [ ,eggnalsexl I such that
X, .., x_are all the variables in the formula ‘e signals ext’ Besides the axioms and rules
of inference of DS(S) discussed in Subsection4:2.3, we have the following. additional
axioms and rules expressing praperties about the exceptional behavior of data types which
enable us to prove formula having the above structure. .
(v) for every exception name ex : «Dl X...X }Dn—.
(~ XpEXy Voo Vox, =X, )b~ ex(xn, cooi xln)s_;ex(yvcn,. ees x2n).
(vi) for different exception names ex, : D, x... XD andex,: B X... xD_in 1(S),
Xypp e es Kohh

~ex1(x . X )_ex(

e
(vii) for a union type D' U EXYV,

e e
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N?ylxe) =T, N?D(xez) =F -~ xe = xe,
where xe and xe, are of type D' U EXV, and E
(viii) N¥xe) = T — ~ (v exv) | xesighals exs] ,
Rule (v) and axiom (vi) capture the distinguishability relation on exception values. Rule
(v) is the opposite of rule (iv) given in the previous subsection; it states-thattwo exeeption
values having the same name are distinguishable if any of the arguments in one: value is
- distinguishable from the corresponding argumeint i the other value. ' Axiom (vi) states that
- two exception values are distinguishable if their exception names are différent. Rule (vii)
states that two values are distinguishable if N?,; holds' for one and:does ot hold for:the
other. Rule (viii) says that if N?,, holds for a term; then it:cannot signal an-exception. The
above axiom and rules are clearly sound: Note that: these: rules ean be used to derive
formulas having the structure ‘~ xe, = xe,,’ which implies that "xe g'g;yng.’, 0 ‘
We can derive from the nonlogical axioms of Slk lnl usmg rule (vn) that
8)  Top(Null) # i LR YRR |
because “Top(Null) s:gnals no-top() N"lm(i) = T and ‘N l.t(Top(Null)) = F ¢
DS(Slk lnt) The formula .
_ ‘ overﬂow(s, x)aé no-tow _ L .
is immediate from the axiom (vi) above Usmg the theorem (8) in DS(Stk lnt) we can
prove by contradiction that ’

Null £ Push(s, i).

4. 3 4 InductIve SHbtheoq'y

~ The inductive subtheory- iND(S) can-be eonsnmcwd a&in Subsecnon 4.2.4; we
can also use the dbove ‘axioms and rules charaeteriziig: the .exceptiohal behavior. The
induction rule (1) in Subsection 4.2.4 has40 bé-modified; ‘inmesd of requiring that for every
constructor ground term e of type D, ®[x/é] be derivable in:thepremise; ‘ﬂave‘bﬁ?y need to
consider constructor ground terms for which ‘N’D{e) =T is denvable So, we have:
Maodified Induction Rule S
Given a formula &(x) with a free variable x-of type D, , :
For every constructor ground term e of type D, N?(¢) = T £ ¢[x/e] = (vx)ax).
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We can use the methods discussed in Subsubsection 4.2.4.3 to establish the infinitely many
premises, |

‘As in Subsubsection 4.2.4.4, if a specification 8 specifies nontrivial precondmons
on constructors, then the above formula can be sumphﬁed to '

for every legal constructor ground term e of type D Ny =T= o[x/ €]

- (V x) &(x), | .
because of the assumption about the semantics of a constriictor bn inputs not satisfying the
associated precondition, discussed in Chapter 3. |

" For example, for Stk-Int, the induction rule is:
For every legalb constructor ground téi'm eof ts;pe S‘tk-ln"t,'
NA)=T=ols/d - (v9&). |

The above rule can be snmphﬁed using the followmg theorem ina way similar to Sel-lnt in \

the prevnous section:

Thm. 49 Every legal constructor ground term e of type Stk-Imt such that -
NGk-mnt(®) =T € EQ(Stk-Int), is equivalent by equational reasoning to another legal
constructor ground term ¢ having only Null and Push lelf ‘N?Stk?lnt(e)"‘_" T €
EQ(Stk-Int), then ‘ e = ¢ * € EQ(Stk-Int). '

| Proof - By induction on the number of Pop and Replace in: a constructor ground term e
using axioms 1 and 3 in Figure 4.7. See the details in:Appendix . 8

The simplified induction rule is: ,
(9) For every legal constructor ground term e of type Stk-lnt havmg occurrences of
Null and Push only, N? Stk- lnt(e) T= ofs/e] (Y s) &(s).

4.3.5 The Full Theory

-The full theory Th(S) is also constructed in a similar-way as for data types without
exceptional behavior. For example, we can prove the normal form theorem using the
simplified induction rule (9):

s=Null) v@3s,i)|[s=Pusis’, i) ]
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The diagram summarizing the relationships among different subtheories for
specifications not specifying exceptional behavior on p. 135 also holds in thiscase.

For the extended deductive system, the following extension of Theorem 4.2
holds:

Thm. 4.10 (1) For any two ground terms e, and e, of the same type, If e=e € T(S),
then e, and e, are observably equivalent by S and if ‘e, £ ¢," € Th(S) then € and e, are
distinguishable by S,

(ii) for a ground term e and a ground exceptioﬁ term ext, if ‘e Signals_ exi' € T(S), then
the interpretation of ein every model A in F(S) is the interpretation of ext in A,

(iii) for two ground exception terms ext, and ext if* exl = exl € TI!(S) then ext, and
ext, are observably equivalent by S, and if ‘ext, aé ext € TII(S) then ext, and ext, are
distinguishable by S, and L ‘

(iv) for any ground term e, if ‘N2(e) = T' € TiS), then the interpretation of e in every
model A in RS) is a normal value, and if 'N¥e) = F° € TI(S), then the interpretation of e
in A is either an exception value or undefined.

Proof The theorem follows from the facts that 5

(a) the nonlogical axioms of Th(S) hold in every rﬁodel in RS),

(b) the observable equivalence relation used as‘the interpretation of = is a congruence,

(c) the exceptional behavior of an operation is completelysaeci?ﬁed by the restrictions
component of S on inputs satisfying its preconditions, and

(d) the axioms and rules deﬁmng N? and charactenzmg the excepnonal behav:or holds
in every type algebra. 8 '

" We demonstrate how the full theory constructed from a specification S can be
used to pfove properties of programs using the data types specified by S.. Figure 4.11 is
another implementation of union procedure using Choose in a CLU-like language. In this
‘implementation, an element of the first set argument to union is s%mcessively selected using
the operation Choose, removed from the copy of the first argument, and inserted into the
copy of the second argument until the operation Choose signals no-element, indicating that
the set is empty. The handler for no-element associated with the loop is then invoked. In
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Figure 4.11. Procedure Union - II

union = proc(sl, s2 : Set-Int™) returns (Set-Int”)
i:lnt :
rl : Set-Int” := sl
r2: Set-Int” ;= 82
{ril=slAnR=s}
whilc true do
{ (Size(rl) = 0 = F A IN(Remove(rl, Choose(rl)), Insert(r2, Choosce(rl)), s, s2))
V (Size(rl) = 0= T A R jnionsl. 2y 3
i := Sct-Int"$Choosc(rl)
{ IN(Remove(rl, i), Insert(r2, i), s1, s2) }
rl := Sct-Int"$Remove(rl, i)
2 := Set-Int"$Inscrt(r2, i)
{ IN(rl, r2,s1, 8D }
- end cxcept when no-clement ;.

end
{ Rr;nion(sl. 52) }
rcturn (12)
{R}
end union

IN(r1, 12, 5, 52) = (¥ j) [{Has(s], j) V. Has(s2, j)) == (Has(r], j) V. Has(s2, 3))=T] A
(Size(rl) + Size(r2)) < (Size(sl) + Sue(s?.)) =T ASize(2)>0=T)

1/0 Specification for union
T=>R, whereR = RIAR2and

R1 = (Vi) [(Has(sl, i) V Hag(s2, i})) = Has(union(sl;s2),i)='T]
- R2 = Size(union(s], s2)) < Size(s1) + Size(s2) = T )

the code, we have included formulas wrthm { } that express relations ‘among drfferent
variables at that point in the code. The F]oyd-Hoare mductrve assemon mcthod for
proving propemes of programs [17, 36, 55] can be extended o mcorporate the exceptronal
behavior of programs A statement in this case can termmate m more than one way either
normally or by signalling an exception, Correspondmg to every possrble way of
termmatron of a statement, we associate an input formula for an output formula.

Figure 4.11 includes the mput-output spemﬁcatron of umon We use the
following notation for specrfymg a procedure F(X) Correspondmg to every possrble
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outcome of F on an input X, there is a formula relating the input to the outcome. Since F
- can terminate normally or by signalling an exception, we specrfy the weakest input
condition for normal termination, as well as for every exception srgnalled by F.

TC (X) = F(X) signals ext,

TC (X.) = F(X) signals ext
TC_, (X = R(X, ),

where TC (X), . (X) and. R are first order formulae and rstands for a possible
weakest input condition for F to termmate by s:gnallmg ext; s TC (X) :
'l"Cm+ 1()() = R(X, /)’ is similarly interpreted as: The weakest input oondrtro?lg;for F to
terminate normally returning a value r such that R(X, 1) holds is TC_ "(X) If Fis
deterministic, then such an r is unique for every X otherwrse there can be many r's such
that R(X, ) holds. Instead of’ usmg ras denotmg a 1 t retumed ‘by F on X we can also
use F(X). o
The formula ‘IN(r1, 12, s1, s2) is used as an invariant of the loop in the program
in Figure 4.11. Using the backward substitution semantics of the contral strQuctures Wwe can
generate the verification conditions andshew the. reqmaed formulas ;obe m 'Fll(Set- t"),
The partial correctness proof of union is complete if'we can show'that ~ -
CIN(ri; 2, s1,82) =
(( Srze(rl) 0 FA lN(Remove(rl Choose(rl)), lnsert(rz, Choose(rl)), sl s2))
v (Swe(rl) =0=FA R““"’"‘” 50 )
To prove the above formula, we need the theorem
Srze(rl) 20=T= Swe(Remove(rl Choose(rl))) + | = Suze(rl)
The while Ioop termmates because each trme in the loop, Srzc(rl) is reduced and
Choosc(rl) srgnals no-element when Slze(rl) 0=T. '
An alternate approach to the Floyd -Hoare method of reasomng ‘about programs

is to use the fnst order semanncs of control structures as suggested by Cartwnght and
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McCarthy [8]. They have shown how reasoning about recursive programs can be
‘completely carried in first order logic. The definition of a recursive program can be
_considered as an axiom defining the function computed by the program with an
appropriate condition on vari_ables.6 The termination of such a program can also be proved
by adding a minimization scheme corresponding to its function. For .example, the above
iterative union program can be transformed to an equivalent recursive program,land the
axiom characterizing the function computed by the program is derived from‘ the recursive
program. Th(Set-Int”) is enriched by adding this axiom about union and a minimization
~ scheme corresponding to union. The input output' s'peciﬁc;ition of union can then be
proved as a theorem in the enriched theory. We use a similar approach in the next chapter

in showing the correctness of an implementation.
4.3.6 Properties of a Specification

It should be clear from the discussion in the previous subsections that the

following extension of Theorem 4.3 holds:

Thm. 4.11 For a consistent S, ,

(i) for any ground terms e and e of the same type, both -“e'l :-=.‘ ez’ and ‘e, # e2’ cannot be
in Th(S), and '

(ii) for any two ground exception terms ext, and ext,, both ‘extl = exlz’ and ‘extl‘ # exti’
cannot be in Th(S), and |

(iii) for any ground term e, both ‘N?(e) = T" and ‘N?(e) = F' cannot be in Th(S). ]

We extend the definitions of sufficient completeness, completeness, and well
deﬁnedhess properties discussed in Subsection 4.2.6 to the specifications specifying
exceptional behavior. The results about these properties in Subsection 4.2.6 directly extend
when the modified definitions are used. '

6. The condition is that a variable is instantiated to a value of its type other than L, which is used to denote
non-termination.
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4.3.6.1 Sufficient Completeness

Recall that the sufficient completeness property as defined in Subsection 4.2.6.
requires that the behavior of the observers on any intended input should be dcducnble by
equauonal reasoning. When a spec;ﬁcatlon specnﬁes data types having operations whlch

signal exceptions, then the observable behavnor of the operations also includes their
| exceptional behavior. Two values of a data typc can also be distinguished in this case ifa
sequence of operatlons sxgnals one excepuon on one value and does not s:gnal on the other,
or if the sequence of operations sngnals different exceptions.on dlfferent values. ln the
extended definition of sufficient completenes_s, we want to capture the intuition that_ n
addition to the normal behavior of the observers, a sufficient complete specification must.
also completely specify the exceptional behaviof of the operations when their input satisfy
the associated preconditions. ;

If a specification has only required exception conditions for the operations, then
the above amounts to requiring that e

(i) for any legal zround term e, either ‘N%e) = T' € - EQ(S) or ‘NNe) = F' € EQ(S), and
(ii) (@) if 'N2(e) = T € EQ(S) and e is of type D' € A, then the condition stated in Def. 4.6
must be satnsf ed (i.e., there is a ground term ¢ not having-any operauon symbol of D or
auxlhary functlons used in S such that ‘e = ¢" € EQ(S)), and -
(b) if NXe) = F € EQ(S) and for every subterm ¢, of ¢, ‘N?p{e)) =T € EQ(S), then
the formula * e signals ex/’ € EQ(S) for some ground exception term ext.

Ifs specnﬁes optional exceptions also, then there are Jegal ground terms for whlch
neither N"(e) T nor NXNe)=Fis provable For example we can nelther prove

N’l t(Top(Push“"((Nuﬂ nD,...,100)Y=T ‘
nor

N m’(’l‘op((l’ush“"(((N!ilL 1,...,100)=F ,
from the specification of Stk-Int. For such a specification, the definition of sufficient
completeness must include the condition, that for such a ground term, if we assume
‘N?,{e) =T, then "e=¢" is derivable using equational "r'easoning.' This condition is
based on an aspect of the semantics of a specification, namely that if an operation does not
signal on an input for which it had the option to signal, then the formulas in the axioms
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component for the operation behavior must hold.

Def. 4.9 A specification S is sufficiently complete if and only if

(i) for every e of type D' € 4, if ‘N2(e) = T' € EQS), then there is a theorem ‘e= €’ €
EQ(S) for some ¢, a ground term of type D’ not having any. operation symbol of D and
auxiliary function in S,

“(ii) for every e (= ofe,..., e)) oftype Deau{ D} if N"(e) = F’ € EQ(S), and
‘(N’(e JA ... ANXe)=T € EQ(S) then there is a theéorem ‘e SIgnals exl € EQ(S) for
some ground exception term ext, and . : '

(iii) for every legal ground term e of type D’ €AU { D }, if neither N"(e) T € EQ(S)
nor ‘N2(e) = F' € EQ(S), then there exists.a subterm e, of.¢ such that.e = a( erart)
and ‘O[J‘cl/eu, cees xn/em] = T € EQ(S), where ¢ is specified to optionally signal if its
input satisfies O(x,,..., x ), and assuming ‘NXe) = T, there is'a theorem ‘e = ¢’ €
EQSU{NNe)=T }) where ¢ is a.ground term of type D" havmg no opcratlon symbol of
D and auxiliary functionusedin S. 8 CoE

Su{f} stands for the nonloglcal axioms denved from S plus the formula f, and
EQ(S U { I'}) stands for the equauonal subtheory denved usmg _S U { f } as the nonloglcal
axioms. The condmon (m) above amounts to provmg thcj: theo_renn nssummg ‘N"(e) T.
o | For example Stk-Int is sufﬁcnently completé Top(Null) S|gn.nls no-top() €
EQ(S). Assuming N"m (Top(Push'm((Null 1,..., 101))) ‘ “T we can derive
“Top(Push'?((Null, 1), .. ., 101)) = 101’ in EQ(S).

The specification of Set-Int” is not sufficiently complete, because, for instance,
though ‘N?, (Choose(Insert(Insert(Null, 0), 1))) = T' € EQ(S), there does not exist any
ground term ¢ of type Int not having any operation symbol of Set-Int” such that
‘Choose(Insert(Insert(Null, 0), 1)) = ¢” € EQ(S).

The results discussed about épeciﬁcations not specifying exceptional behavior in
Subsection 4.2.6 directly cxtend to specifications specifying exceptional behavior when

appropriately modified. We have
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Thm. 4.12 If S is sufficiently complete, then S is behaviorally complete.
Proof See Appendix L. » |

The obvious analog to Theorem 4.5 also holds; its converse is a conjecture analogous to
Conjecture 4.1. We also have '

Thm. 4.13 For a consistent and sufficiently complete S, if any two legal ‘ground terms e
and ¢, of type D are distinguishable by S, then ‘él # e, € DS(S).

Proof Sce Appendix 111. 8

4.3.6.2 Completeness and Well Definedness = =

The completeness property of a specification can be defined in: this case in the
~same way as in Subsection 42.6. Def. 4.7 in. Subsection 4.2.6 works for this case also.
Theorem 4.7 for this case can be. proved in the same way. as -for specifications without
exceptional behavior. It can be shown that the specrﬁcatnon of Stk lnt is complete whercas
the specrﬁcauon of Set- lnt" is not complete |

"The weli definedness property i also defmed in the same way as in case of
specrﬁcatrons wrthout exceptlonal behavror Def 4 8 m Subsectron 4, 2 6i is valid. It can be

~ shown that the specrf catrons of Set lnt" and Stk-lnt are well deﬁned.
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4.4 Theory of Nondeterminism

In this section, we discuss specifications specifying nondeterministic operations.
Again, we first discuss specifications without exceptional behavior; later, we incorporate
the exceptional behavior also. For the first part, we modify the specification of Set-Int’
given in Figure 4.1 so that the operation Choose is specified to. be nondeterministic. Let
Set-Int" stand for the modified specification. In the second part, we use the specification
of Set-Int given in Figure 3.1. - _ f

We find it convenient to express properties of a data type with nondeterministic
operations as formulas using nondeterministic operation symbols (which is also. the reason
to allow a specification to have such formulas in the axioms. component), but such a
formula must be interpreted properly. A nondeterministic ;ﬁmction syinbol does not have
the substitution property with respect to = unless in!;e[pfctcd properly. We discussed this
in the previous chapter; we will repeat the discussion here.. For example, the formula
‘Choose(s) € s = T in the specification is to be interpreted as any .integer returned by
Choose on the argument s is in the set s, The formula

sl = 52 = Choose(s1) = Choose(s2)
need not hold if ‘Choose(s1) = Choose(s2)’ is interpreted as an integer fetmned’by Choose
on sl is the same as an integer returned by Choose on s2, because different invocations of
Choose on the same argument may return different integers. However, if we interpret
‘Choose(s]) = Choose(s2)’ as for every possible integer returned by Choose on sl, Choose
on s2 can return the same integer, and vice versa, then the formula
sl = 52 = Choose(s1) = Choose(s2)

holds. We adopt the latter interpretation, so that the substitution property continues to
hold.” The adopted interpretation is consistent with the definition of _observable
- equivalence on ground terms involving nondeterministic operations induced by S, given in
Sections 2.2 and 2.3. | |

7. As is discussed in the previous chapter, the reason for rejecting the former interpretation is that the
formula ‘e(x,, .. ., xn) =o(X,,.... X ) fora nondcterministic symbol ¢ is almost always falsc under it.
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We cannot however express many in{e:estiag‘:prape‘nies ‘about a.data type |
because in a formula in'volving a nondeterministic operation symbol o, different
occurrences of atermo(e, ..., e ) may result in different valms We often need to express
properties in which différent ‘occurrences of the term dale,.... e )stzmd for the same valile.
For example, consider another version of the union procedure ngen in anure 4.12, which
is a slight modification of the vérsion given i m Figure 4.11. In thfs case, the while loop has
the condition ‘~ (#(s) = 0);" instead of ‘true’ ifr F’}gure4 i1 In verifying this. version of |
union, we must use the properties of i, a result returned by Choose in such ‘a case; we .

-4atroduce an auxiliary function o_p: D X...X D ‘X D' - Bool correspondmg to the
mondeterministic operation o, which is the relation describing the dehavior of o.
*) oyplx,..., xn,y) a ( if o can return yasa possnble result on Xppouos Xy
For example, we introduce Choose_p for Choose and use Choose.p to express a property of
i, a result returned by Choose. ‘

Since formutas in the axioms component -of S are expressed uSing
nondeterministic operation symbols, we transform them to equwalent formulas havmg only'
deterministic symbols using the auxiliary functions corresptmdmg to the nondeterministic
symbols. We discuss the transformation proce,dure TR below. I(S) now also includes thie
auxiliary function o_p éorreSpOndiﬁngéry nondeterministic dperation symbol o. ‘The'
transformed formulas have a restricted interpretation just as the original formulas in’ ﬂie’ :
axioms component, so we derive unrestricted formulas from the transformed foriid 2
using the method discussed in Section 4:2 for specifications with deterministic Operationt
The precondition specified by a nondeterministic operdtion o'is taken as the precondition

for the corresponding auxiliary function op. So in the specification of Set-Int*,
‘~ #(s) = 0" is the precondition for Choose_p. The urirestrictéd formulas serve as the’
nonfogical axioms of S. To prove a formiila f involving nondetérministic operation
symbols, we first transform f using TR, and then prove TR(f) from the nonhglcal axioms
of S. ‘ o -
The transformation procedure TR must embed the sémantics,of S assumed in
Chapter 3. Recall that the semantics.of S only réquims that for every data type in.DXS), the
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semantics of S, an operation specified to be nondeterministic must return an appropriate
value on every input; the operation in every data type in D(S) need not have the maximum

amount of nondeterminism specified by S.
4.4.1 Transformation Procedure TR

We first describe the procedure TR and later verify that TR(f) is semantically
equivalent to £ Before describing the transformzition procedure, we illustrate it using
examples. Consider the following formula in the axioms component of Set-Int"

Choose(s)€s=T | | '

Figure 4.12. Procedure Union - III

union = proc(sl, s2 : Set-Int™) returns (Set-Int™) -
i:Int
rl : Set-Int™ : = sl
12 : Set-Int™ : = 2
{rl=sl1An=x2}
while ~ Sct-Int™$Size(rl) = 0 do
{ Choose_p(rl, i) = T A IN(Remove(rl, i), Insert(r2, i), s1, s2) }
i := Set-Int""$Choose(rl) R
{ IN(Remove(rl, i), Insert(r2, i), s1, s2) }
rl ;= Set-Int""$Remove(rl, i)
r2 := Set-Int""Slasert(r2, i)
{IN(r1,12,51,52) }
end
{ Rrgnion(sl. 52) }
return (r2)
{R}

cnd union

IN(L, 12, 51, 52) = (¥ j) [ (Has(s1, j) V Has(s2, j)) = (Has(rl, j) V Has(12, j)) = TIA
(Size(rl) + Size(r2)) < (Size(sl) + Size(s2)) =T A Sizce(r2) >0=T

170 Specification for union
T=> R, where R = R1 A R2, and

R1 = (Vi)[ (Has(sl, i) V Has(s2, i)) = Has(union(sl, s2),1) =T]
R2 = Size{union(sl, s2)) < Size(sl) + Size(s2) = T '
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The above formula states that every value returned by Chooese is in the set s. The
transformed formula obtained after applying the procedure would be

((v i) [ Choose_p(s,i) = T = i € s = T] A (3 ) Clicose_p(s, i) = T)
The second conjunct states that Choose returns at least one value on every input. The
unrestricted formula, which serves a nonlogical axiom of Set-lnt"' is obtained usmg the
precondition for Choose; it is glven below:

((v |)[~ #(s)=0=T=> (Choose__p(s, |) T= |€s_.gT)]A

(3 l)[~ #(s)—O_T=>Choose_p(s,|)=T)

Let us consider another formula * Chbose(sl)la ChooSé(sZ).’ -f"lhislstates that for every
value returned by Choose on sl, there is an observably equivalent value returned by
Choose on s2, and vice versa. TR transforms this formula to

~ ((v il} | Choose_p(sl, i) = T = (3 i2) [ Choose_p(s2,i2) A il = i2}] A

(v i2) [ Choose_p(s2, i2) = T = (3 il) | Choose_p(sL, i) Ail = i2]])
We now present the transfonnation,prdcé&ﬁre';l‘]l, which is defined inductively

making use of the structure of a formula,

Basis fis an atomic formula ‘e1 = ez.’ |

(a) fdoes not have any occurrence of a nondetermisistic operation symbol: -

TR¢) @ f | B

(b) both e, and e, have occurrences of nondetenmmsuc aperation symbols:

“We wish TR(Y) to roughly express that for every instancé pf tﬁe free vanabl&s in f, for
every possible choice made about the invocations of the nondetcnp_lmstic -operation
symbols in e, there are choices for the invocations of the nondetetmigiéﬁ@: operatioh
symbols in e, such that the instantiations of e, and e, return eguivalent results, and vice

versa.
TR('e, = e,) has the following structure:
v z,.z)le,=>Qy,... ,yp) [c,Aeg=¢€]]A
(Vyl,...,yp)[c2=> Az,....z)[c,Ae=¢]]
where z,..., z_ are new variables such that corresponding to each occurrence of a
nondeterministic operation symbol ¢ in e,, say the occurrence ‘la‘(_eﬂ‘,‘. .. ,‘ei")‘,: there is a
variable z to stand for the possible result returned by ¢ on its input. The formula-c is a
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conjunction of the equations of the form ‘o_p(eﬂ, RN A zi) = T, stating conditions on z.
Similarly for ez,‘ new variables Yppee-s Y, are introduced, and c, is obtained from e,. € and
e, are obtained from e and 'ez respectively, by substituting z, ..., z andy,..., A for
subterms having nondeterministic operations as the outermost operation in e and e,
respectively. We discuss later how ¢, and e| are constructed from e, and c, and €, are
obtained}-from e,

(c) only one side of the equation ‘e, = ezi has occurrences of nondeterministic operation
symbols. Without any loss of generality, we assume that only the Lh.s. has occurrences of .
nondeterministic symbols. .

Construct ¢, and ¢, from e, as discussed above. Then,
TR(‘e_e’)—(Vz z)[c=>e'—e]A(Elz .. z4)‘c ,.
Thls completes the basis step of the definition of TR The second conjunct is to ensure that'

there is at least one value returned by e.

Inductive Step
Since all other logical symbols can be expressed in termsof A, V and v, we define
how TR works on formulas having these symbals.
(a) if fis ~ f, then TR(f) = ~ TR(f)
(b) if fis f; A f,, then TR(f) = TR(f)) A TR(f)
(c) if fis (¥ x) f,, then TR(f) = (¥ x) TR(/)).
This completes the definition of TR. -
For instance, a conditional equation *b = ¢, = e,,’ where b is a boolean term, is
transformed to
b= TR(¢ = ¢)),
if b does not have any nondeterministic operation symbols. If b has nondetermlmsnc
symbols, then the conditional equation is transform_ed to
TR(b=T)=> TR('e, = ¢))
=((vz),....2)[c=2b=TIA@Z\....,2)b)= TR(‘els e)).
Since such a b is assumed to behave deterministically (See Section 3.1), i.e, for an
instantiation of the free variables X in the coriditional equation, b interprets either to T or
to F, the above formula agrees with the interpretation of a conditional equation assumed in
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Section 3.2 on the semantics of a specification.

We now describe how to construct ¢ and ¢ from a term e by induction on the
number of occurrences of nondeterministic operation symbols in e. Let k stand for the
number of occurrences of nondeterministic operation symbols in e.

Basis k=1
Lete = ofe],..., € ) be the subterm of e having the nondeterministic operation o as
its outermost operation symbol. Then cis ‘o_p(e};..., €, z) ='T and ¢ is obtained by
replacmg e in eby z, The type of z2is the range type of o. ‘

Inductive Step  Assume ¢ and € can be constructed ife has k <k occurrences of

nondeterministic symbols. Show fork. ,
| (i) If e has the subterm havmg k occurrences of nondetermimstrc opcratron symbols,

" let the subterm be &' = o(e yeo e) where oisa nondetermrmstlc operatlon symbol
Each e has less than k .occurrences of nondetermrmstlc operauon symbols By the
inductive step, let Cpves € be the formulas obtained by applying this procedure on
e....., e respectively, and let €/,..., ¢ be the terms obtained by replacing subterms
having nondeterministic operation symbols by -fiew varfables in e, ..., e ' respectively.
Then L o

c=ope,....€.2)=TAcA...A¢,
and ¢ is obtained by replacing e' in eby z,.

(ii) There is no such subterm of e. Consider all outemost ‘subterms of e having'a
nondeterministic operation' symbol as their outerimost ‘opéfition; ‘let them be €hens €
Each of these subterms has less than k number of occurrences of nond%temrnmﬂc
operation symbols. By inductive step, let Cpoeves c be thé formalas obtained by
transforming e, .. ., e respectively, and lete], ..., e ‘be the terms obtained by replacing
subterms havmg nondeterministic operation symbols by new vanab]&s ine,.... e,

respectively. Then

| c=cA...Ac,

and ¢ is obtained by replacing e,.... e bye ,...,e respectively.
This completes the disctission about how ¢ and ¢’ are obtained from e.
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Thm. 4.14 fand TR(f) are semantically equivalent.

Proof See Appehdix I1L. 1

4.4.2 Th(S)

The nonlogical axioms obtained as discussed above are used to prove properties
about the data type. A nonlogical axiom involves existential quantifiers in contrast to a
nonlogical axiom of a specification specifying only deterministic operations. Sd, the whole
machinery of first order predicate calculus is needed to prove an arbitrary equzition or an
inequality involving nondeterministic symbols. So it is not meaningful to discuss the
subtheories EQ(S), DS(S), and IND(S); we instead discuss the f_u“ theory Th(S); The
formulas are proved in the same way as in case of SpeCiﬁEdtiOns specifying deterministic
operations only. / | /' |

As an illustration of the use of Th(S), we verify the version of the procedure union
given in Figure 4.12. Note that the backward substitution semantics of the assignmenf

statement
i := Set-Int$Choose(rl)
is given as '
{ Choose_p(r1, ) = T A P} } i:= Set-IntSChoose(r1) { P},
instead of .

{P 6%([1) }i:= Set-Int$Choose(rt) {P },
because dlfferent occurrences of the expression Choose(rl) could possibly return different
results. For example the verification condition
{lN(Remove(rl Choose(r1)), Insert(r2, Choosc(r1)), sl, 52)}
i := Set-Int$Choose(rl) { IN(Remove(rl, i), Insert(r2, i), sl, s2) }
is not true, where as
{ Choose_p(r1,7’) = T A IN(Remove(rl, i), Insert(r2, '), sl, s2) }
i := Set-Int$Choose(rt) { IN(Remove(rl, i), Insert(r2, i), sl, s2) }
is true. In this case also, ‘IN(rl, 12, sl, s2)’ serves as an invariant of the loop. Using the

backward substitution semantics of the control structures, we can generate the verification
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conditions and show the required formulas to be in Th(Set-lnt™). The partial correctness
proof of union is complete if we can show that

(~ Slze(rl) 0=TAIN(1, r2 sl,s2)) =

( Choose_p(r1,i) =T A ]N(Remove(rl i), Insert(r2, i), sl, s2))
To prove the above formula, we need the theorem '
Size(r1) >0 = T = Sizc(Remove(rl Choose(rl))) + 1 = Size(rl).

The termination is also ensured because: each tlme in the loop, Slze(rl) is reduced, so the
loop condition will eventually become false.

We think that many properties of nondetermlmstlc operatlons expressed as
equzmons and mequahtnes can be derived from the untransformed nonlogu:al axioms (the
nonlogical axioms. obtained from the fomlulas m the Axloms component of the
specnﬁcatlon bcforc applymg TR) usmg techmques employed for determmlsuc operations,
for instance, vnewmg equauons as rewrite rules and using Knuth Bendlx algonthm for
deriving properties. We have not mvestngated the extent to whlch thls can be done This
hypothesis is another reason for prefernng to wnte specnf cations dlrectly _using
nondeterministic operatxon symbo‘ls as compared to writing them mdlrectly using the

relations corresponding to nondeterministic operations.
4.4.3 Data Types with Exceptional Behavior

We discuss the modifications required to mcorporate the exceptional behavior
specified by the specifications with nondeterthinfstic:-operdtions. - We. describe. how to
derive the nonlogical axioms from a spécification:: We'use the original specification of
Set-Int given in Figure 3.1 for illustration; the:spetification s repeated in Figure 4.13.

_As before, an auxiliary function: o=p is associeted with-every. nondeternministic
operation symbel 6. o_p is not strict with respect-to'its last-argwment.
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Figure 4.13. Specification of Set-Int
Opefations

Nuli : — Set-lnt " as @
insert  : Set-IntXiInt — Set-int .
Remove : Set-Int X Int — Set-Int 7 iy

Has  : Set-IntXInt — Bool as x, € x, b
Size : Set-Int — Int as #(x)
Choose : Set-Int — Int nondeierministic

— no-element()
Restrictibns
#(s) = 0 => Choose(s) signals no-element
Axioms

Remove(d,i) = & , : S
Remove(insert(s, i1), i2) = ifi1 = i2 then Remove(s, i1) else Insert(Removel(s, i2)‘,l1 )
i€E@ =F : N
i1 €Insert(s,i2) = ifi1 = i2thenTelse it €s

#(@) =0 ‘ _

#(Insert(s, 1)) = ifi € sthen #(s) else #(s) +1

Choose(s)€Es = T

o:Dx ... xD — D' UEXV _
op:D x ... xD x(D'UEXV)—Boel,. o
op(x,....x,2) @ (T  ifN?z)m Tand o canreturn ze

as apossible resulton x, ..., x,
T . if m(ze)x FaﬂddSignalS .zeon Xl. LR} xn$

Recall that ze is of union type.

We extend the transformation pracedure TR discussed in the previous subsection.
Besides equations, we have two additional kinds of atomic formulas: ‘e signals ex/ and
‘ext, = ext,. TR for equations is same as in the previous subsection except that the new
variables introduced in the transformation are of union type.
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An exception name is treated like a deterministic opération symbol, so
ext = ext is treated like an equation e = e TR is extended to treat ‘e signals exr’-as
e=ext’ TRisapplied on ‘e = ext’ In the transformed formula, a subformula of the form
‘¢ = ext’’ wherever ex!' is an exception term and ¢ is a-non-variable te’rm, is replaced by
the subformula * ¢’ signals ex/’.” Note that a transformed "”‘fo‘rmula may involve terms
constructed using variables ranging over union types. B ‘
The restrictions on a nondeterministic operation ¢ are transformed to get the
nonlogical axioms as follows: A restriction specifying a required exception for o,
Ri(X) = ¢(X) signals ext,
is transformed to
PO(X) = ( Ri(X) = o_p(X, ext) = T).
For example, from the restriction on Choose,
#(s) = 0 = Choose(s) signals no-element(),
weget -
#(s) = 0 = Choose_p(s, no-element()) = T.
A restriction specifying an optional exception for e,
o(X) signals ext = Oj(X),
is transformed to
P (X)=>(o_p(X exl) = T=>O(X) T).
Axioms defining N?;,, are constructed the same way as - for the: specnﬁcatlon with
deterministic operations except that thefe is no akiom due fe a nondetefministic operation
o because the ‘range -of the corresponding auxiliary functien o_p is ‘Bool and not
Bool U EXYV. In addition to the axioms and rules é}pressing general properties of the
exceptional behavior of the operations discussed in the previous sections, we have another
rule. Recall that a nondeterministic -operation can eifher signal an exception 6r has the
choice to return one of many possible normal values. ' An operation ‘does not have the
choice between returning a normal value and signalling an exception on the same input.
Fhis property is captured by the following axiom for every nondeterministic operation o
~((QzOlo_ (X, 2 =TANXNze)=T]A (A ze)‘[a-i_fi,(x, z=TANNze)=F})).
From the formulas in the axioms component of S, the nonlogical axioms are
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derived as follows: We apply TR on a restricted formula to replace nondeterministic
operation symbol by the corresponding auxiliary functions. Since the restricted formula
expresses the normal behavior of the operations, the new variables introduced in the
transformation range only on normal values. So, we use variables of a single type instead of
the union type. For instance, for an equation ‘e, = e,” having nondeterministic operations
on both side, we get
(V.z,..,zm)[c1=>(:-!y1 ..... y)[c Ae—e]]/\
(Vyl,...,yp)[c2=a(3 zl,...,zm)[c1 Ae=ell
To get the corresponding unrestricted formula incorporating the exceptional behavior of
the operations and the preconditions, we must réquire that
() *N?,(€)) = T and ‘N?,(¢}) = T" hold, and |
(i) every operation invocation in the formula must $atisfy the associated precondition.
The unréstricted formula for the above restricted formula ié
(Vzl,.,z)[N"D,(e)=(PC =(c,= I
@y )lN"D(e)=>((PC APC, rAPC )=>(c Ae=e ))B)l‘/\
(Vyl,,y)[N’D(e)=(PC =>(c= U
Az,...,z )(N’D(e)=> ((PC APC,y A PCel)=a(c Ae =N
A similar transformation can be obtamed for a restrieted formu!a of the form -
‘e, =il bthen e, L
For example, the formula
Choose(s) €s=T
in the specification of Set-Int is transformed first to the restricted formula using TR,
((v i) [Choose_p(s, ) =T=ies=T]A @3 |)|Choose_p(s, i)= T])
and later to
((V DIN?; (€9 = T»(Cboose_p(s,i) T= N (N=T=i€s=T)]
A (3 i) [Choose_p(s,i) = T .
which gets simplified to
((v ) [Choose.p(s, ) = T = i € s = T| A (3 ) [Choose_p(s, ) = TD,
because ‘N?;_ (i €s) = T"and ‘N?g _ (T) = T’ are derivable. ,
Figure 4.14 is yet another nmplementauon of union usmg the nondetermlmstlc
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operation Choose which signals on the empty set. This version is similar to the version
given in Figure 4.11 except that Choose is aondetermiaistic. It can also be verified using
the properties in Th(Set-Int).

Figure 4.14. Procedure Union-1V

union = proc(s, 52 : Set-Int) returns (Set-Int)
izlnt
1] :Set-Int := sl
r2:Sct-hnt := 2
" {rlmslAn=s}
whilatree do Co ‘
{Size(rh) = 0=F A Choose__p(rl =T /\ IN(Remove(rl 1) Insert(rz 1) sl, s2))
V (Size(rl) = 0= T AR miontil. 2))} - ;
i := Set-Int§Choosc(rl) ,
{ IN(Remove(rl, i), Inser(r2, i) sl 82)}
rl : = Sct-Int$Remave(rl, i) »
12 := Set-Int$Insert(r2, i)
{ IN(r}, 12,5, 82) }
end exccpt when no-clement :
. end
{ erzmm(sl. 2)}
return (r2)
{R}

end union

IN(r1, 12, 51,52) = ((V j) [ (Has(sl, j) V Has(s2, j))-= (Has(rl, j) V Hes{r2, )) = T] A-
(Size(r1) + Size(r2)) < (Sizefs]) + Size(s2)) = T A Sme(r2) > 0 = 1')

170 Speq'ﬁcalioh Jfor union
T=>R, whereR=RIAR2 and -

R1 = (V i)[(Has(s, i) V Has(s2, i)} = Has{union(sl,2),) = T]
R2 = Size(union(sl, 52)) < Size(s1) + Size(s2) = T
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4.4.4 Properties of a Specification

We can prove theorems analogous to Theorems 4.10 and 4.11 for speciﬁcations
specifying nondeterministic operatibns_ and exéeptioinal; behavior, demonstrating the
soundness of the axioms capturing general properties of da‘ta' types. ‘

The definition of sufficient completeness 'prbperty has to be modified
significantly, because there is no meaningful definition of the equational subtheory for
such specifications. ‘Because of the semantics of S as defined in Section 3.2, it does not help
to consider only the formulas involving deterministic opératib;'\s""and the auxiliary functions
corresponding to nondeterministic operation symbols. Recall that for a behaviorally
complete specifieation, for every input X to a nondeterministic operation, the
corresponding auxiliary function is required to hold for at least one (X, ze), where ze is a
possible result returned by ¢ on X, and the axioms do not precisely specify the values on
which the auxiliary function holds. This incompleteness is because the semantics of S does
not constrain an operation specified to be nondeterministic to have any fixed amount of
nondeterminism (-sée Section 3.2).

A plausible modification to the definition of suﬁ'lciént completeness is to require
it to use the whole machinery of first order predicate calculus for deduction. Instead of'
requiring a theorelp to be in EQ(S), we require it to be in TK(S). In addition, the definition
. of sufficient completeness.given in Subsection 4.3.6 must also be modified to déal with the
casé when a legal ground term e im)'olves nondeterministic opéfatibn symbols. For e of
type D’ € 4, if ‘N?,,(e) = T" € Th(S), it cannot usually be proved equivalent to a ground
term of type D’ having no operation symbol of D, as in case of
Choose(Insert(Insert(Null, 1), 2)) for example. Instead we must prove that there exists a set
ofgroundterms { e, ..., ¢ } of type D' not having any operation symbol of D such that

Az,....,z)[cA(e= evVe=eV...Ve=e)l
where cis the conditionon z,, . .., z_ generated due to e when we apply the procedure TR,
and ¢ is the term obtained from e by substituting z,..., z_ for the subterms having
nondeterministic operation symbols as their outermost opei'ation. {e....,e } consists of
all possible outcomes of e. (Since it is assumed that ‘N?),{e) =T € Th(S), z, ..., z areof
a single  type instead of a wunion type).  For example, in case of
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Choose(Insert(Insert(Null, 1), 2)), we can show that
(2 i) [ Choose_p(Insert(Insert(Null, 1),2), ) = TA(i=1Vi=2)]

We have not investigated the relatibnship between the above definition of
sufficient conipleteness and the behavioral completeness property for such specifications.
We conjecture that most of the results (Theorems4.12, and 413 in particular) of
Subsection 4.3.6, when appropriately modified, would hold for such specifications also. |

The definition of well definedness given in Subsection 4.2.6 directly extends to
this case also. The definition of completeness, -like the definition of sufficient
completeness, must require in this case that for any two legal ground terms ¢, and e, of the
same type, ‘e, = ez’ € TIKS) if and only if e and e are observably equivalent. The
definition 4.8 of well definedness given in Subsection 4.2.6 is valid in this case also.
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4.5 Strong Equivalence of Specifications

, In Subsection 3.2.6, we defined the equivalence on specifications; the definition
required two equivalent specifications to have the same semantics. As discussed in
Subsection 4.2.6, two eq.uivalent, speciﬁéations can be different in what properties of a data
type (a set of data types) can be deduced from 'th,em. Below, we define a stronger
equivalence relation on specifications, which not only requires that the two specifications.
have the same semantics, but also that the same properties can be deduced from the
specifications. | |
Def. 4.10 Two specifications S] and S, are strongly equivalent if and only if assuming that
for every type used in S ,and Sz’ we use the same theory, '

S, ancl'S2 are equivalent, i.e., B(Sl') = ‘D(Sz), and

(ii) Th(S )| D) = Th(S,)| Loy !

IfS, (or Sz)) specifies a nondeterministic operation o, we assume that L(D) includes the

corresponding auXiliary function o_p in place of o.
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5. Correctness of Implementation

One of the main purposes of designing a specification of a data type is to have a
standard that can be used to verify whether an alleged implementation of the data type is
correct. In this chapter, we propose a correctness criterion for an implementation of a data
type with respect to its specification, and discuss a method embodying the proposed
‘correctness criterion. In this process, we also exhibit how the theory of a data type
discussed in the previous chapter is used.

An implementation of a data type D is concerned with how to realize the behavior
of D, in contrast to its specification where the main concern is to precisely state its behavior.
Intuitively speaking, our correctness criterion is that a correct implementation with respect
to a specification must have the same observable behavior as prescribed by the
specification.

Our approach for proving correctness of an implementation is similar to that of
Hoare [37], Zilles [76] and Guttag et al. [29], and is radically different from the ADIJ group’s
approach [23]. We separate the correctness method from the semantics of the host
programming language in which an implementation is coded. We do not wish to concern
ourselves with the issue of semantics of the control structures in the programming
language, so we assume that the semantics of the procedures implementing the operations
of D is already derived from their code. In contrast, the ADJ group does not seem to
- separate the correctness method from the semantics of the host programming language. It
seems to be incorporating the semantics of the control structures used in implementing the
operations into the correctness method, for instance, see their definition of deriver, which is
a morphism from the specification algebra to the implementation algebra [23]. This makes
its approach complex and restrictive.

An implementation uses-data types abstractly; it does not refer to any particular
implementation of a data type used in it. A recursive implémeﬁtation of a data type D is an
exception because areference to D in the recursive implementation is interpreted as the
reference to the implementation itself. We discuss recursive implementations later in the

chapter; until then, we assume that an implementation of a data type does not use the data
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type itself. For the time being, we also rule out mutually recurSive i‘mplement-ations ofa
collection of (recursive or non-recursive) data types in which an implementation I of a data
type D uses a data type D’ and an implementation ' of D’ uses D. We discuss mutually
recursive implementations later with recursive implementations.: ‘
While deriving the semantics of the procedures implementing the operations of D
in an implementation I, we do not use the semantics of any particular implementation of a
data type D’ used in 1. We instead use the theory constructed from the specification S’ of
Iy, abstracting from all correct implementations of D’ with respect to.S'. The proof of
 correctness of an implementation of D thus does not depend on any property specific of a
particular implementation of D'. It remains valid.even when an implementation of D' is
modified or replaced, as long as the new implementation of D' is correct with respect to the‘
sbeciﬁcation of D'. This separation of the proof of use:from the proef of implementation
hierarchically structures the correctness proof, reducing the complexity of the verification
process [37]. ' v SIS ‘ ‘
In the first section, we discuss the correctness.criterion and present an overview of
different steps in the correctness method. In- the :second section, we  discuss the
implementation structure and the.semantics of an: implementation.. In the third section, we
describe in detail the method for proving correctness of an implementation with respect to
a specification. In the fourth section, we discuss  extensions 40 the: proposed method for
proving correctness of recm;ive and mumdly recursive implementations.
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5.1 Correctness Criterion and Overview of Correctness Method

As discussed in Chapter 3, a specification S in general specifies a set D(S) of
related data types, because the behavior of some of the operations is intentionally left
unspecified on certain inputs. In an implementation; the behavior of the procedures
implementing these operations must be defined on all-inputs in their domains, because an
implementation in most programming languages realizes a single data type.l The designer
of an implementation must pick one data type from the set D{S) of data types.

If a specification specifies preconditions for the operations, the designer of an
implementation has the freedom to decide what the procedure implementing such an
operation should do on an input not satisfying.its precondition. This is because in defining
the semantics of a specification, it is assumed to be the:user's tesponsibility to ensure that
the input to the procedure satisfies the specified precondition. -If a precondition is specified
for constructor, the procedure implementing the constructor could either signal or return a
value of the defined type. However; the value’ returned must be eonstructible by a
procedure implelienting a comstructor  using: inputs - satisfying its precondition (see
discussion on p. §9. for the elaboration of this assumption). : 1f a precondition is specified
for an observer, the procedure implementing the observer could return a value of:its range-
~ type, or signal. For example, the-operations Pop -and: Replaceé: of ‘Stk-Int are specified: to
have ‘~ (Empty(s) =9)" asthe precondition. An implententation:of Stk-Int could have; for
example, the procedure implementing the constructor Pop either signal on an empty stack
or return an arbitrary stack. _

For an operation specified to optionally signal exceptions, if the input to the
procedure implementiﬁg the operation satisfies the associated condition, the designer has a
choice between signalling the specified exception and returning a normal result that
satisfies the axioms. For example if optional exceptxons are used to specify the size
requirement on the values of a data type, as in case of Stk- lm an lmplementatlon must

decide the maximum size of the values. The procedure implementing the constructor Push

1. We are not considering parameterized impiementations.
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in an implementation of Stk-Int could either signal overflow or return a stack constructed
by pushing the integer argument on the stack argument. ‘

If a specification specifies nondeterministic operations, the requirement‘that an
implementation of a nondeterministic operation must have maximum amount of
nondeterminism specified by the spec'iﬁcation is too strong.” (l‘h case-of the specification of
Set-Int given in Figure 3.1, such a requirement would mean that the procedure
implementing the operation Choose must be able to nondéterministically pick any element
of the set.) It is more appropriate to leave it to the designer of‘an implementation to decide .
how much nondeterminism a procedure implementing a nondeterministic operation should
have: Thé procedure when viewed on ‘abstract’ values of ‘the data type could be either
deterministic, returning a fixed result out of the many po&slble ehorces specnﬁed by the
specification for an input, or it could exhibit limited: nondeterminism or maximum amotint
of nondeterminism specified by S, returning a subset of the set of possible results specified.
For example, a correct implementation with respect to the specification of Set-Int can have
the procedure implementing the operation Choose return the maximum integer in the set,
say, or it could have the proceduré nondeterministically pick between the minimum and
thaximum integers in the set, etc. As is discussed later, a detérmiffistic procedure can also
simutate nondeterministic behavior on ‘abstract' values by réturning different values on
different values of the rep representing the same ‘abstract’ value of D. We call such a
procedure pseudo-nondeterministic. |

" 5.1.1 Semantics of an Implementation

By a procedure, henceforth, we mean a procedure in an implementation I of D
- implementing an operation of D, unless stated otherwise; by a constructor procedure and
-an observer procedure, we mean a procedure 1mplementmg a constructor and a procedure
|mplementmg an observer, respectwely We use the name of an operatlon of Di in S written
in capital letters, as the name of the procedure 1mp]ementmg the operation in L. Outsnde L
we use an operatlon name instead of the name of the procedure 1mplementmg the

operation to signify that the data type is bemg used abstractly.
As data types are used abstractly in an implementation, the semantics of an
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implementation I is a set of implementation algebras. These algebras can be constructed
hierarchically as in Chapter 2; we use in the construction, the implcmentation algebras
serving as the semantics of the implementations of the data types being used in I. Like a
type algebra, an implementation algebra has a domain corresponding to every defining
type D' € A, which is defined by an implementation algebra of an implementation I' of D'.

The domain corresponding to D is in general a subset of a domain corresponding
to the rep defined by an implementation algebra of an implementation l . of the rep. It
consists of the values of the rep used to represent the values of D. The subset is
characterized by a formula Inv(s) with exactly one free variable r of the rep type. The
formula Inv(7) represcnts the strongest unary relation on.the values of the rep preserved by
the constructor procedures in 1. It captures the minimality property of the implementation,_
namely that a value of the rep that represents a value of D can be constructed by finitely
many applications of the constructor procedures 'and that these values. constitute . the
smallest subset closed under the constructor procedures, ,

Let F'(I) stand for the semantics of 1. This set can be defined inductively. We '
assume that a set of primitive data types supported by the host programming language are
implemented correctly with respect to their specificatians by its compiler., The semantics
of the specifications of such primitive types serves as: the basis step of the inductive
definition. If one wishes to prove the correctness of. the. implementation of a primitive
type, the primitive type of the language in which the compiler is coded would,ﬂren SErve as
the basis. .

In the inductive step, an implementation algebra: A in F'(I)-has the following
structure: ' ’ '

=[{V I u{V,ID ea}EXV; {i_|o€a}]
={v]v €Vi A Inv(v) }, where V' is defined by an implementation algebra in
F‘(I )for an lmplemcntatron l of the rep. For eachD' € A, V,yis défined by an algebra
in F‘(l ) for an rmplementatron l . of D'. The specrﬁcatron of the procedure
|mplementmg o is an abstract specifi cation of i i

In the next section, we discuss how to construct F‘(l) after the drscussron about

the implementation structure and about Inv(/). |
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5.'1 .2 Correctness Method

If we consider specifications not specifying any nondeterministic operafions, then
the correctness criterion is simple: F‘(I), C. RS). So -to. prove. the correctness of an
implementation I, we need to show that every implementation algebra in F{I) is also in
AS), which can be done using the method discussed in Section 3.2 to show whether a type
algebra is in AS). Two main steps of this method are:

(1) Construct the observable equivalence relation on V ! as discussed in Sections 2.2 and
2.3, using the observable equivalence relation on V, . corresponding to-¢ach defining type
D’ € A and the observable equivalence relation on V,waand

(i) interpret the axioms and restrictions in the algebra, and show that they are satisfied.

Smce the set of observable equivalence relations is a congruence the observable
equivalence relations must be preserved by the procedufes. The observable eqmvalence
relation is the largest such congruence on thé a1gebra. ‘ ' ’ '

The above discussion is the formal basis of the correctness method proposed by
Guttag et al. [29] and Kapur [40]. The (')bse"rvat‘)‘ieecﬁiiralence relation on the domain -
cotresponding to D is Guttag et al.’s equality mterpretatron " The above method in fact
extends the methods in [29] and [40] because it can handle procédures signalling exceptlons
as well as nondeterministic pr0cedures implementing determiinistic operations. 2

Note that if there exists a correct implementation I'of S, then S is consistent,
because then F(S) is not empty. This is the basis of Guttag and Horning's statement [28]
that one way of showing consistency of S is to desigh a correct implementation 1 of S.

2. A nondeterministic procedure can implement a deterministic operation if all -possible results of the
procedure on cvery input arc obscrvably equivalent.
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5.1.2.1 Nondeterminism

For a specification S specifying nondeterministic operations, the criterion that
F(I) ¢ RS) is too strong as it rules out implementations with pseudo-nondeterministic
procedures which ought to be correct. In such an implementation, a nondeterministic
operation is implemented either as a deterministic procedure or as a nondeterministic
procedure that does not preserve what should be the observable equivalence relation on the
values of the rep. It returns different values when applied on different rep values
representing the same ‘abstract’ value of D, but every value returned nga‘ possible mult'
specified by S on the input; nondétenninistié behavior of an operation is realized in this
way. If we take the largest equivalence relation on the rep values that is preserved by the
procedures as the interpretation _of = in the; implemcntatjon (whic;h is s0 in case of
specifications not specifying ndndeterministic Qp‘eratipn;s); the axioms and restrictions in S
may not hold for such an implementaﬁén. | However if ‘avm‘ cquivalqncg relation preserved
only by the procedures implementing deterministic @erdtioas is té,ken as the observable
equivalence relatlon, then the axioms and restrictions hold in S.
, Consider for example, the jmplementation of Set- lnt in a CLU-hke Ianguage
given in Figure 5.1. The procedure CHOOSE s,_dgt‘cnnmtﬁt‘lc agd returns the first element
of the sequence value used to represent the set argument.. ’Ihe }argqsg ;qgiyalxcnge:relat_ion
on the sequences preserved by all the procedures ,iskt_/hg_ﬁident(i;ykrelaﬁqn, and it can be
shown that the axioms of the specification of. Setlnt do-not hold if the identity relation is
taken as the observable equivalence relation.. However if we takc the relaion

Eqv(sl, s2) = ( SISSize(sl) = SISSize(s2) ) A (¥ i) [ IN(sl, i) = IN(s2, i) ], where
INGs, 1) = (3 ) [ 1. < j < SISSize(s) A SISFeteh(s,j) =1i),

and Sl stands for the data type Sequence of Integers, as the observable equivalence relation,
then the axioms hold. The procedure CIIOOSE returns 1, for example, on the sequence
@ddh(Addh(New, 1), 2) and 2 on Addi(Addi(New, 2), 1), so CHOOSE behaves differently
on members of the same equivalence class of sequences representing the same set value.
CHOOSE is an example of a pseudo-nondeterministic procedure - 7. |

‘To fully illustrate the correctness method, 'we discuss two vanat:ons of the
implementation in Figure 5.1 differing in the mplementauons of Choose. In the first,
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Figure 5.1. An Implementation of Set-Int

SET-INT = cluster is NULL., INSERT, REMOVE, HAS, SIZE, CHOOSE
rcp = SEQUENCE-INT

NULL. = proc() returns (cvt)

return (rep$New())
end NULL

INSERT = proc(s: cvt, i: Int) returns (cvt)
if INDEX(s, i) < rep$Size(s) then return (s) end
return (rep$Addh(s, i)
cnd INSERT

REMOVE = proc(s: cvt, i: Int) returns (cvt)
j: Int ;= INDEX(s, 1) -
if j < rep$Size(s) then return (rep$SRemh(rep$Replace(s, j. rep$Top(s))) ) end
return (s) . o
cnd REMOVE

HAS = proc(s: cvt, i: Int) returns (Bool)
return (INDEX(s, i) < rep$Size(s))
cnd HAS

SIZE = proc(s: cvt) returns (Int)

return (rep$Size(s))
end SIZE

CHOOSE = proc(s: cvt) returns (Int) signals (no-element)
if rep$Size(s) = 0 then signal no-clement end

return (rep$Bottomy(s))
end CHOOSE

INDEX = proc(s: cvt, i: Int) returns (Int)

c:int:=1

while ¢ < rep$Size(s) do
if rep$Fetch(s, ¢) = i then return (c) end
c:=c+l

end

return (c)

end INDEX

Choose is implemented as a deterministic procedure CHOOSE’ which returns the

maximum integer in the nonempty sequence; the procedure CHOOSE' is given in
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Figure5.2. In the second, Choose is implemented as a nondeterministic procedure
CHOOSE” which returns the maximum or minimum mteger in the nonempty sequence.

CHOOSE?” is given in Figure 5.3. The construct Selcct in the code of CIHIOOSE” behaves
nondeterministically: Select(Sl S2, ..., Sn), where Si is a statefnent, arbitrarily picks one of
the statements given as its arguments for execution. Note that nenher of C HOOSE’ and
- CHOOSE" is pseudo-nondeterministic. " ’

Figure 5.2. CIIOOSE’

CHOOSE' = proc(s: cvt) returns (Int) signals (no-clement)
if rep$Size(s) = 0 then signal no-clement end
rcturn (MAX(s))
end CHOOSE'

MAX = proc(s: rcp® returns (Int)
m: = rep$Bottom(s)
for i: = 2 to rep$Size(s) do
if m < rep$Fetch(s, i) then m : = rep$Fetch(s, i) end
end
return (m)
end MAX

Figure 5.3. CHOOSE”

CHOOSE” = proc(s: cvt) returns (Int) signals (no-element)
" if rep$8Size(s) = 0 then signal no-clementend .
Sclect(return (MAX(s)), return (MINGs)))
end CHOOSE”

MIN = proc(s: rep) returns (Int)
. m: = rep$Bottom(s)
for i: = 2 to rep$Sizc(s) do
- ifm > rep$Fetch(s, i) then m : = rep$Fetciis, i) end
end
return (m):
cnd MIN
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5.1.2.2 Definition of Correctness

We can now state the correctness criterion. It has two parts. The ﬁrst part deals
with lmplementatnons not having pseudo-nondetermmlstm procedures, and the second part
takes care of pseudo-nondetenmmsuc procedures. In the second part, the equivalence
relation used on the rep is not required to be preserved by the procedures implementing
nondeterministic operations thus allowing them to be pseudo-nendeterministic; - the
equivalence relation is only required to be preserved by the procedures implementing

deterministic operations.

Def. 5.1 An implementation I is correct with respect to a specification S if and only if
assuming that every data type D' used in I has a correct |mp|ementatlon I wnh respect toits
specification S, A -
() (1) C AS), or
(i) for every algebra A € F(I), there is a set of equwalence relatlons
-*{EDID'GAU{D}}UEhxv,suchthat '
(a) for every defining type D’ € A, E , is the equnvalence relation on V . used to prove

correctness of the implementation Iy Jof D, and similarly, £~ is the equ‘iVafence relation

on Vrep used to prove correctness of an implementation 1 iep’;? the rep,
(.b)‘EEXV is the equivalence relation defined as follows: For an exception name ex of
arity,D1 X.xD, 1f<v v>€EB, ~ v, VD€ li‘.D then <ex(v - ,v) ex(v, .,v))eEExv,
©)E o, CEp. |
(d) E is preserved by the functions corresponding to deterministic operations in A, and

(e)A/E€ F(S).. ]

A/E is the quotient algebra-of A induced by E except that E need notbe a congruence ‘the
function fo in A/E corresponding to f in A that does not preserve E behaves
nondeterministically.  The formal ‘Chafactenzatlon above is complex because an
implementation of a. defining type or the rep could also have pseudo-nondetenmmsnc
procedures. ‘

In the correctness method, we do not explicitly construct the set F(I) of
implementation algebras defined by I. We reason about the set as a whole by not using any
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property specific to any particular implementation of D’ € A or of the rep, and by instead
using the procedure specifications and the theories of the deﬁning types and the rep. We
show that the axioms and restrictions of S hold when interpreted in I by deriving them
from the procedure specifications. _ |
Roughly speaking, the following steps need to be carried out to show correctness

of an implementation: | o

(i) Derive the specification of every procedure in the implementation as a function on

rep vahues from its code.” ' | R
| (ii) Design a formula Inv(r) characterizing the subset of the rep values needed to
represent the values of D. It must express the strongest unary relation preserved by the
constructor procedures. | . | , : : : ,

(m) Design the equnvalence relauon on the values of the rep satisfying lav. The
equivalence relation must be preserved by the procedures implementing the deterministic
operations, o L ; : :

(iv) Interpret the restrictions and axioms using | me procedures in plaee of the-operations.
Replace for a variable of type D, a. variable of the rep ,types satisfying Inv. Interpret =
corresponding to D as the equivalence relation of step (jii). . -

We discuss each of these steps in -detail in"the next-two sections: The second section
discusses the first two steps; the remaining steps #nd the torrectness method are illustrated
in the third section,  We argue that a forthula wédker than Ins often sffices; furthermore,
the equivalence relation needed in step (iv) is also often weaker than the strongest
equivalence relation preserved by the procedures implementing the determrinistic
procedures. We also discuss what extra steps need to be performed if auxiliary functions -
are used ina specnﬁcatlon o - , )

| For recursive and mutually recurswe 1mplcmentat|ons there is an addmonal step.
in the correcmess proof. We need to show that the rep (reps in case of mutually recursive
‘ 'lmplementatlons) def ned by a recurswe domam equatlon(s) is nonempty, The rest of the

proof is the same as in case of nonrecursive implementations.
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5.2 Implementation Structure and Semantics

Besides the procedures implementing the operations of D, an implementation I of
~ D may include helping procedures ﬁee‘ded in writing the procedures implementing the
operations. For example, INDEX is a helping procedure in the implementation of Set-Int
given in Figure 5.1. A helping procedure is not available outside the implementation, so
we call it an internal procedure of 1. Let ip stand for the set of alt internal procedures used
in . The procedures in I may also use types other than the rep and the defining types of D,
if need be; we call such types internal types of I and denote the set of internatl types in I as
1. Note that the internal procedures and internal types of an implementation I are
different from the auxiliary functions and auxiliary types used in its specification S.

In this thesis, we do not wish to be concerned about the semantics of the control
structures used in coding the procedures. There are at least two -approaches to avoid
considering the control structures, which are discussed below. However, we illustrate the
correctness method using only the translational apprbach; We have worked the correctness
proofs using the ciher approach; the proofs in that case are ‘similar in flavor to the proofs
using the translational approach. These proofs are not presented in the thesis. We believe
that the correctness method would work using any approach for specifying the procedures.

Most programming languages supporting user defined data types provide a
mechanism that encapsulates a collection of procedures implementing the operations of a
data type and provides an abstract view of 'dat’zi‘dutSi-der the mechanism, for example,
* cluster in CLU, form in ALPHARD, etc. The encapsulation mechanism constrains the use
of the procedures. We discuss below the properties desired of an encapsulation mechanism
that facilitate the correctness pfoof of an impleme-ntaiiofnf “Fina"')}v, we discuss how we get
the semantics of an implementation I as a set Ff'(l) of implementation algebras to complete

the formal aspects of the correctness method.
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5.2.1 Procedures - Approach |

In Chapter 4, we discussed a method based on Floyd-Hoare approach for
specifying a procedure. In this method, a procedure is specified as a set of formulas
relating its input to the result(s) returned by it. - The procedures implementing the
operations in an implementation 1 can be specified in this way; the specifications of
internal procedures are not included if they are. not referred .in the specifications of the
procedures implementing the operations. A proéedure is specified as a transformation on
the values of the rep. To verify the correctness of a procedure with respect to its
specification, the thearies of the deﬁning types; the rep, and the internal types are used.

Figure 5.4 is the specification of the procedures in_,;thé implementation of Set-Int
given in Figure 5.1 using this method. It also has specifications of CHOOSE' and
CHOOSE”. Instead of using the procedure invocation itself o stand for the result (or a
possible result in case of a nondeterministic procedure), we have introduced, for
convenience, a name _for thé result.  For example, . the specification of the procedure
REMOVE uses ¢ to stand for the result of REMOVE on inputs s-and i. The specification
captures that , :

(1) if the integer argument i is in the sequence argument 5, then r is the sequence obtained
by first replacing the first occurrence of i in s by the mpmost elemmt in the sequence and
then getting rid of the topmost element; otherwise,

(i) r is s itself, - In deriving | ﬂn&se specifications, we have used the specification. of the data
type Sequence-Int given in Appendix IV,

5.2.2 ].Procedu’re‘s‘ - Ap_‘proa'ch [

We translate a brocedure implémented in a rich imperative programming
language to a simple applicative language similar t6 the 'spééiﬁcntibh'Iahgﬂage"‘proposed in
Chapter 3 using the method suggested by McCarthy [56] (see [54] where the method is well
explained). Use the translated procedures to prove the correctness of the i_mpiementation L
Guttag et al. [29] and Kapur [40] take this approach; they use a language supporting

conditional expressions, composition, recursion, and the use of auxiliary functions.
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Figure 5.4. Specification of the Procedures in the Implementation of Set-Int Using Approach 1

NULLD : (=)
r= rep$New()

INSERT(s, i) : (=)
(n(s,i)=>r=s)A(~In'(s,i)=r= repsAddh(s, D)

REMOVE(s, i) : (= 1)
AilissllAVPiIKi=~i=s[i'1]1A
r= rep$Remh(rep$Replace(s 1, repSTop(s)))] Vi~in'(s,i)=>r= s)

HAS(s, i) : (=b) ;
~ (b=T) = In'(s, i)

SIZE(s) : (=1)
i = rep$Size(s)

CHOOSE(s) : (=1)
rep$Size(s) = 0= CHOOSE(s) signals no-element()
rep$Size(s) >0 = i = s[1]

CHOOSE'(s) : (=1) ‘
rep$Size(s) = 0 = CHOOSE!(s) signals no-element()
rep$Size(s) >0 = (in(s, i) A (V j) [ 1 <| < repSS:ze(s) = s[l] < i] )

CHOOSE”(S) (=1)
rep$Size(s) = 0 = CHOOSE(s) signais no-element(): -
rep$Size(s) >0 = (In(s, ) AV j) [ 1 < j < rep$Size(s) = s[j] <i] .
VY[ 1<]< repSSizels) = i <s[il]), -

where In(s,i) = (3)) [ 1 < j < rep$Size(s) As [[] = 1] ' '
in'(s, ) = Q{1 <jsrepSSuﬁ(s)Asb]=4A(V1)[j’<|=>~t=s[j’]]]

We use an extended applicative language that has a signal primitive and guarded
expressions in addition to composition and recursion mechanisms, and the use of auxiliary
functions, so that the procedures» signalling exceptions and exhibiting nondeterministic
behavior can be specified. Conditional expressions can be simulated using guarded
expressions. The translation method proposed by McCarthy can be extended to deal with
the exception handling mechanism and thcnondetenninist‘ic construct in a programming
language. '

An expression is similar to a term; it uses procedure names implementing the

operations, internal procedure names, the auxiliary procedure names introduced during the
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translation, and terms. _
The signal primitive takes arbitrarily many (nonzero) arguments; its first
argument is an exception name, and other arguments are expressiofis of various types. Its
syntax is signal(ex, e €peees € ), where ex is an exception name‘With‘aﬁtY ‘l)1 X...X Dn
and each e, is an expression of type D. | o | '
A guarded expression is snmxlar to- Dukstra s guarded cemmands its syntax is

- <guarded expressmn) (expressnon)l (altemative) [|| (alternatwe)]
Calternatived> ::= <condition> = <{guarded expression)
<condition> ::= (boolean expression, “
where [ X ] stands for zero or finitely many repetitions, and the symbol II stands for
nondeterministic choice among varigus alternatives. Ha. guarded expfewon is simply an
expression, then its semantics is that of an expression. Otherwise, if a guarded expression is
a collection of alternatives, then for an instance of its variables, its -semantics is the
semantics of the guarded expressmn of an atbmarﬂy chosen zﬂternatwe whose boolean
conditionis T. If every alternative has its condition as F, then the semanucs of the guarded
expression is undefined. A guarded exprem exhabxts nmdeteMmlsac behawor because
for an instance of the variables, thereare in genera&many altefnatwcs whose condmon isT,
and one such alternative is arbltranly chosen. 3
We translate the pmcedufes in the nnpmenmtron of Set-Int in Figure 5.1 to the
above applicative language. Figure5.5 is their translation; we have also included the
translation of the proeedures CHOOSE’ and CHOOSE” as well as. of the internal
procedures MAX and MIN. In translating the internal procedure INDEX, the auxiliary
function f is introduced to simulate the éffect of thé while loop used in INDEX. Similarly,

. 3. An alternate approach to introducing guarded cxpressions for specifying the nondeterministic behavior of
a procedure OP is to specify its non-cxceptional behavior using a deterministic boolean auxiliary function
OP_P, similar to the function o_p corresponding to a nondeterministic operation o as discussed in the
previous chapter.  For an input on which the nondeterministic procedure returns a normal valye, - the
corresponding auxiliary function holds for all possible valucs returned by the procedurc on that input and
docs not hold for other valucs. ‘Then the procedures can -be spcclﬁed using conditional cxpressions and
recursion.  We have adopted the above approach for specifying thc proccdures, bccausc u is dlrcct and

simple.
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the auxiliary procedures " and I” are introduced to simulate the for loop in MAX and MIN
respectively.

Cartwright and McCarthy’s ﬁrst order semantrcs of recursrvc programs [8] can be
used to prove properties about the procedures wmter\ in the above apphcatlve language.
The recursive definition of a procedure is: eonsideraed as ‘an axiom defining the function

computed by the procedure Because Of the non, terministic behavior of a guarded

expression, we have to be careful in using. such. an.axiom, ot we will run into
inconsistencies. For a particular instantiation of vargbles- in. ﬂre -axiom, :we-use every .
possible alternative whosc condition is: T, and wezdo nntrem any two nlternatives whose
conditions are T. For example, for CI fO()SE“ there are two auematnes MAX(s) and
MINCs), for the case (~ rep$Size(s) = 0). We do not equate MAX(s) 0 MlN(s) as relating
them can cause inconsistency. The termination of a pmeedtues is proved separately either
using the method suggested by Cartwnght and McCartﬁy, or the method based on well
founded ordering [14]. ‘ ‘ o

The translatrorral"apprg;rc}}: is purelyhasedonme semantics of the control
structures of the host programming ‘fangtiage In‘téfis H¥thé primitives of the applicative
language incorporated into the translation method? "¢ bi‘&yefmesof the types involved in
the implementaﬁon can be used in simplifying the resulting translations.

5.2.3 Properties of the Encapsulation Mechanism

As was stated earlier, in most of the prograrﬁr‘ﬁing whguages "ﬁsup‘porting user
defined data types, an 1mplementatron of a data tgp,eﬁ akmuiamn of the procedures
implementing the operations that drscmlines thg,ir use. Sur}t an i'mplementatlon is
protected: A procedure implementing an operation szl)m be passed any arbitrary
value of the fep as a’ representamn of‘ a value o? D raihér *‘Gﬂfy a-value of the rep
constructed earlier as a representation for a value of D bx the constructor prbcedures of D
can be passed. Every value of the rep- need: net m geﬂeral‘beﬂwdio represent a value of D.
The procedures are rnvoked only on those values of the rep whrch can be constructed by
finitely many applications of the constructor procedures of D. (For example, the procedure
REMOVE in the implementation of Set-Int in Figure 5.1 is never passed a sequence having
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Figure 55. Translation of the Procedures in the Implementation of Set-Int

NULL () a rep$New()

INSERT(s, ) £ INDEX(s, i) < rep$Size(s) = s i
: (~ INDEX(s, i} < rep$Size(s)) = rep$Addh(s, )

REMOVE(s,) 2 INDEX(s, i < rep$Size(s) =
- rep$Remh(rep$Replace(s, INDEX(s, i, repSTop(s)))l
(~ INDEX(s, 1) < rep§Sizéls)) => s

HAS(s,) @ INDEX(s, ) < rep$Sizefs)
SizE(s;} © vep$Sizels)

CHOOSE(s) - e -rep$Siza(s) = 0 = signalthe-element) §
. ("' mpSSize(:) =0)= mpSBoltom(s)

iNoEx(s, DA is,i,1)

CHOOSE'(s) e rep$Size(s) = O = signakino-element) |}
(~ repSSizc(s) 0) =2 HAX(&)

MAx(s) ) f’(s, repSBottom(s), 2)

CHOOSE"'(s) e rep$Size(s) = 0 = signal(po- olemom) l
I A~ rop$8izels) =°0) s> MAXIE) 1
(~ rep$Sizels) = 0) = MiN(s)

 MINGs) 4 p, rep$Bottamis), 2)

Auxiliary Functions

f :rep X Int X int — Int
f:repXint Xint — Int
175 rep XAt dnt — Int.

Mo b0 @ voCropSSizelsh) o} o 0
(c < rep$Size(s)) A (rep$Fetch(s, c) = I) = c'
e < rep$Size(s) A ~ (repsmehts o= i)-—-s fts Le+t)

(s, m, c) e f~c<rep§§i:o(ﬂ)=b my s e
, ((c < rep$Size(s) A (m< reuSFetqh(s, cl)) = f’(s, rep$Fetch(s, c),c+1) I
({c < rep$Sizels) A (~ m< repSFetch(s c))) = f’(s, m, c+ 1)

' (s, m, ¢) a (~c < repSSize(si) = 'm l '
- Ale < rep8Sizelsd) A (m > renSFQchs cm-» £"(s, rep$Fetch(s, c), c + 1) ||
(c < repSSize(s)) A (~ m> ropsFeicMs, c))) = f”(s, m, ¢+ 1)
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multiple occurrences of an integer, as such a scquence capnot be censtructed using NULL,

INSERT and REMOVE)) We are interested in the behavnor of the procedures only on this
subset of the values of the rep, The subset is charactenzed by the foxmula Inv(r) dnscused
in the previous section, which expresses the strongest unary relation on the values of the
rep preserved by the constructor procedtlres of D. Inv(s) is expressed withou‘t alluding to

any particular implementation of the rep type.

Def. 5.2 A procedure OP 1mplementmg a constructor:e : D X X D - D preserves Inv
if and only if ’
whenever (v 1 <i<n)[D = D = lnv[x]]) then S
(i) ifOP(x, ..., x ) returns a normal value, lnv[OP(x,, . .. » X ) otherwise,
(ii) if OP(x,, . ..., x ) signals ex(e,, ..., ¢), then or eactt ¢ of type D, fivfe).
If OP is nondeterministic, all possible results returned by OP must satisfy Inv. 8

Fof the implementaﬁon of Set-Int given in Figure 51 lnv(s) 1s

iDIA <ij<repsSize@) AT £ s il
where i is an abbreviation for tep$Fetchls, ). It cin Verified that Trv(s) is preserved by
the constructor procedures of Set-Int. Figure 5.6 is a proof that REMOVE preserves 1nv(s)
the most difficult among the three cases. Any predteate stronger than the'one above is not
preserved by the constructor procedures. R ’ -

~ Inv may be difficult to deduce from a complex implementation, but the desighe‘r
of an implementation usually has a good idea about what Tnv is. Tri the correctness proof,
Inv is usually not necessary: a weaker property msy suffice. ‘In case Inv is available, a
property of the representing values needed in the correctness proof can be deduced directly
from Inv. Otherwise, if Inv is fiot available, then the Propérty can be déduced by checking
whether the property is presewed by the constructor ﬁ‘rdtedum; since Inv is the strongest
unary relation preserved by the constructor procedures, any unary relation preserved by”
the constructor procedures is implied by Inv. ’

If a module implementing an abstract data type in a programming language is not
protected, as would be the case if abstract data types are simulated in PASCAL or PL/I,

say, then
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Figure 5.6. Proof of REMOVE Preserving Inv

Assume Inv(s) holds. To show that Inv(REMOVE(s, i)) holds.
If type name is not included in the operation names below, we assume that thie operation are of type rep.
There arc two cases.

Case 1:. INDEX(s, i) < Size(s)

Size(s)> 0<==>T, from the spccnﬁcatlon of INDEX

In(REMOVEC(s, i)) &= Inv(Remh(Replace(s, INDEX(s, i). Top(s)))). from the specification of REMOVE
It can be shown using the specification of INDEX and the theory of .Sequence-lm that

(i) €Inv(s) A 0<Ck < Sivets) A s' = Replace(s, k. § )= v
(((Vkl)[1<kl<S|ze(s)/\~k—k1]=9$'[k1]—-q(k1])/\s[k]51)

(ii) (Size(s)>0A s = Remh(s) = (VK [(1 <k < Slze(s N=>(s [k] = sfk] A Size(s’) = Size(s) -1)]
Using (i) and (i), we have Inv(REMOVE(s, i)) = T St ‘ ‘
Case 2: ~ INDEX(s, ) < Sive(s)
Inv(REMOVEs, i)} = Inv(s). from the spcctﬁcanon of REMOVE

T

(i) restrictions must be lmposed on. the glabal vanables if any, as well as:on the use of the
procedures 1mplemcntmg the operatlons {0 ensure. the mmxmalxty property of the
implementation, and | , -

(ii) Inv must be preserved wherever a procedure implementing an operation is invoked.
Such a proof is likely to be global and oomplex. (Guutag [31] discusses restrictions on the
Euclid implementation module to ensuye that the module satisfy the. minimality. property.)
In the following discussion, weAas‘sumé that the semantics of a:mechanism encapsulating
the procedures implementing the operations of a data ;_ype ensures. the minimality
property. : T -
- Itis not necessary for the procedures to termmate over thcxr entire mput domain
if lnv(r) is other than T. To prove total correctness of an implementation, it is sufficient
that a procedure unp_lgme{ntmg:an operation o tha.t has.its i-th argument x, to beof type D

terminates whenever Inv[x] holds.
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5.2.4 Semantics of an Implementation

Now that we have the procedure specifications, we can construct the
implementation algebras of I using them. Since procedures specifications may use internal
types and internal and auxiliary procedures, we first construct the extended
implementation algebras and then derive the implementation algebras from them. For
every possible implementation I' of a type D’ used in the impleméntaﬁon 1, we have the set
of its implementation algebras. In an implementation algebra of I, the domain
corresponding to D' is the domain defined by an implementation algebra of I'. An
extended implementation algebra A! of I has the following structure:

A'=[{V)}U{V, D eaul LEXV; {i |ccoul }]*4 |
Vl') ={vjveyV rep AlInv(v) }. The function i is the interpretation of the specification of
the procedure corresponding to ¢ in A!. From A', we get an implementation algebra A
A=[{V  Uu{VyID€a}EXV;{i |oca}]

4, In addition to the internal procedures, Ip is assumed to include the auxiliary procedures nceded in the
translation of the procedures into the applicativc language discusscd above.

A
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53 Correcthess Method

We describe the remammg steps of the correctness method outlined in
Subsection 5.1.2. For completeness we repeat the steps discussed in the previous section
about the termination of the procedures and the preservation of the formula Inv. For a
specification specifying nondeterministic operations, we discuss the method for three cases:
. An implementation of a nondeterministic operation is (i) a deterministic procedure, (ii) a
nondeterministic procedure, and (iii) a pseudo-nondeterministic procedure. We first use
the imple‘memation of Set-Int given in Figure 5.1 with CHHOOSE replaced by CHOOSE’
for illustrating the method for the deterministic case. "‘Lat.er; we use CHOOSE™ as the
implementation of Choose to illustrate the method for the nondeterministic -case, and
finafly, we use CHOOSE 10 illustrate the method for the pséudo nondeterministic case.

5.3.1 Auxiliary Functions in a Specification -

If a specification S uses auxiliary functions and auxiliary types, we extend an
implementation 1 to include the implementations of the auxiliary functions in the
correctness proof. We include in the specifications of the procedure of 1, the specifications
of the implementations of the auxiliary functions. For shonn_g the correctness of I, we use
the extended implementation, instead of I in the following steps; an auxiliary functions is
treated like ah operation.. In the following discussion, whenever we say I, we mean the

extended implementation if S uses auxiliary functions.
5.3.2 Preservation of Inv

If the formula Inv(r), which characterizes the subset of values of the rep used to
represent the values of D, is available, verify that Inv(r) is preserved by every constructor
procedure. We showed in the previous section that for the implementation of Set-Int in
Figure 5.1, its Inv is preserved by every constructor procedure. ,

If Inv(7) is not available and cannot be guessed easily, we temporarily assume that
every value of the rep is being used to represent the values of D. In the dérivatiqn of the
axioms and restriction of S from the procedure specifications, in case wé need any property
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P(r) of the rep values, we deduce P(r) by showing thdt P(n) ispre,s_e.rved'by the constructor
procedures of D, as in that case Inv(r) would imply P(r).

" In the derivation of an axiom or a restriction in S from the procedure
specifications, a variable of type D is instantiated 16°a-value of the rep satisfying Inv(») {or
P(7) if Inv(#) is not available), - t |

5.3.3 Termination of Procedures

Prove that every procedure in 1 is total on the arguments it can expect ie., if an
argument to a procedure is of type D, prove that the procedure termmates rf these

arguments are values of the rcp satrsfymg lnv(r)
5.‘3.4 Proving Restrictions and Axioms

Show that every restriction in S specrfymg the excepuonal behavror and every
axiom in S specrfymg the normal behavror can. be derrved ﬁom the spccrﬁcatlons of
procedures inl. The operatron symbols and the auxrlrary functron symbols in the axroms,
and restrictions are replaced by the names of procedures r,mplementmg them. The theories
derived from the specifications of the deﬁmng types, the Tep. and mtemal types can be
used in the denvatrons. L : L . B }

The symbol = in S is mterpreted as the observable equrvalence relatron =) IS
usually mterpreted as the largest equrvalence relatron on the values of the rep satrsfymg lnv .
preserved by the procedures. ‘The exception is the case when a nondetermrmstrc operatron
is 1mplemented asa pseudo-nondetenmmstrc procedure Then. the observable equrvalence
relatron serving as the mterpretauon of =p. | is requrred to be preserved only by the
procedures implementing determrmstrc operatlons. and it need not be the largest such
equivalence relation.
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5.3.4.1 Preservation of Equivalence Relation

A deterministic procedure OP implementing an operation ¢ : D, X..X D — D'
preserves an equivalemerelatien .on the rep values, expressed as a first order formula
Eqv(s,, s,), where s and s, are of rep type, and are the only free. variables in the formula, if
and only if for each 1<i<n, (| D=D= Eqv(xi, yi)] A [Di #D=x= yi]), either

(i) 'OP(x,..., x ) signals ext’ holds and ‘OP(y ., yn) signals exr’?h(ﬂds such that
‘ext; = ext,’ is provable. ln addmon to the rules dnscussed m the previous chapter, we
have: For an exceptlon name ex of arity D X...X D’ if for every D' D, Eqv(x;, y). and
for every D£D,x= y then ex(x',..., X ‘)= ex(y, ,y )lsprovable Or,

(i) if D' = D, then ‘Eqw(OP(x.,..., x) OP(y, " y)) is provable and if D' # D then
‘OP(x,.... xn) =) OP(yl,..., yn) is provable.

If OP is nondeterministic then (ii) above is modified to be: If D' = D, then for every
possible result n returned by OP(x yoons xn) OP(yl,. .“ y )can return’ r such that Eqv( ’z) is
~ provable, and vice versa, and if D’ # D, for every r retumedby OP(x, 5 x) OP(yl, - yn)

can retum r, such that ‘s L =p fy 18 provable and vice versa. -

For example, qu(sl s2) for the 1mplementahon of Set-lnt in Figure 5.1 wrth"

CHOOSE ' replacing CHOOSE is ;

(SISSize(s1) = SISSize(s2)) A (v i) [ INGs1, i) = IN(s2, i) 1. where

ING, i) = (3»(!<1<Slssize(s)/\slilzil o |

It relates sequences that are permutatlons of edch other. Eqv is preserved by every
procedure rmplementmg an operatron ‘of Set-Int. FigureS 7 has” the. proofs for the
procedures INSERT and HAS. Eqv( ¥ ) is the 1argest equwa‘lence relatnon preserved by
the procedures 'Any equivalence relation strohger than qu w0qu have to re!ate sequencesf
that are not permutatlons and is thus fiot preserved by HAS. R |
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Figure 3.7. Proofs that INSERT and HAS Preserve Eqv

For INSERT .
assumc Eqv(sl, s2), to show that (V i) EqWINSERT(s1, i), INSERT(s2, 1))

Case 1: INDEX(s!, iy < SI$Size(sl) =T
Using Eqv(sl, s2), we have INDEX(s2, i) < SI$Size(s2) = T S0
INSERT(s1, i) = sl, INSERT(2, i)—sZ sohqv(lNSFR’l‘(sl 1), INSERT(s2, 1))=T

Casc 2: INDEX(sl, i) < SI$Size¢s2) = F ;
Using Eqv(sl, s2), we have INDEX(s2, i) < S1$Size(s2) =. F )
INSER'T(sl, i) = Addh(sl. i), INSERT(s2, i) = Addhs2, i), so -
Equ(INSERT(sl, i), INSER1(52, i)) = Eqv(Addh(sl, i), Addh(s2;i)) = T

For HAS

From the scmantics of INDEX, we have
(i) INDEX(.i)>0=T,
(ii) INDEX(s, ) < SI$S|/c(s) = s[lNl)FX(s. l)]== i,
(iii) INDEX(s. 1) > SI$Size(s) = [(V j){] < j £ SI$Sive(s)) = ~s[i}=i]

assume Eqv(s, s2). to show (V i) HAS(s1. i) = HAS@2,i) -
HAS(s], i) = lNl)l*X(sl i) <Sl$S1ze(sl)

Case 1: lNDFX(sl i) < SISSlze(sl) =T
sIINDEXGsL. =i :
Using Eqv(s], s2), weget Aj)[(1 < j < Sl$S|ze(s2)) A s2 b] =il so
INDEX(s2, i) < SK$Size(s2)=T
HAS(Gsl, i) = HAS(2, ) =T

Casc 2 INDEX(sl, i) < SI$Size(sl) = F
Using Eqv(sl, s2) and the above facts about lNDEX we get
INDEX(s2, i):< Si8Size(s2) s F, 50 -
HAS(s1, i) = HAS(2,i) =F -

5.3.4.2 ne'strictiqns

For a restriction specifying a Peqmred exceptlon condmon of o,
R; (X) = o(X) signals ext : '
show that whenever P_(X) and R(X) interpreted in I hold,. the procedure or
implementing ¢ must signal ext. For example, the specification of Set-Int specifies the
following required exception condition for Choose in its restrictions component:
#(s) = 0 = Choose(x) signals no-clement(). _ ,
So the procedure CHOOSE’' must signal no-element() when SIZE(s) = 0
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(=» SISSIZE(s) = 0) holds, which is indeed so (the precondmon specified for Choose is T).

For a restriction associating an optional exception condition with o,

o(X) signals ext = OI(X)
show that whenever the procedure OP implementing o stgnals ext,. P ,(X) and O(X)
interpreted in I hold. For example, the specification of Stk-Int given in. Flgure 3.2 specxﬁes
“the following optional exception condltlon for the operatron Pnsh
- Push(s, i) signals overflow(s, i) = #(s) > lﬂﬂ

In an implementation of Stk-Int, if the procedure implememting Push: Stgnals overflow, then .
the size of the input stack must be > 100. ‘

We must also show that (i) if an input to a procedurc OP implementing an
operation ¢ satisfies its precondition, does not satxsfy;hccgndltlonforany of ifs required
exceptions or optional excepiions’ then"the'pro'cej'dﬁré tennina‘tes*norﬁmﬁ? ; Let

CX)=(PMDA(~RX)A.. /\~R,(X))A(~9(X)/\ /\,"'0 X)),
where for 1<i</, R, is the condition when o is required to sngnal exl and for ISJSm O 1sr
the condition when o has the opt:on to SIgnal an except!on exl We show that C(x): lmphes
(0, where TC____(X) is the weakest input condifion for OP 1o terminate normally.

For example for every procedure in the lmplementatlons of Set-lnt the above condltlon is
satisfied. ‘ - ' '

If a nontrivial precondition P is specxﬁed for a conwucmr o, then the proccdure
OP implementing ¢ either signals on input X not satisfying P , or retums a rep value
which can be constructed by a constructor . procedure usmg an input satisfying its
precondition. For example, a correct implementation of Stk-Int can have the procedure;
implementing Pop return a stack when applied on an empty stack If the procedure'
implementing Push signals overflow on a stack of size 128, say, then the procedure
| implementing Pop can only return any stack of size < ,128 1t cannot return a stack of size
1000, say; allowing it to do so would be meaninglms._ ,
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5.3.4.3 Axioms

In the derivation of an axiom, we ensure that (i) for every occurrence of a
procedure name OP implementing the operation o, thé ihput to OP must satisfy the
precondition P associated with o, and (ji) no subexpressnon sngnals any exceptlon

If an axlom is an equation of the form e, =e, we prove that its mterpretatlon in

L =6
I is derivable. If e “and e, are of type D, =is interpreted as Eqv othc.rwnse the
interpretation of el = €2 inl can be denved usmg the theones constructed from the
specifications of the rep, the defir mng types, and mtemal types.

If an axiom is of the form ‘e, = il b then e we ‘have to prove that ‘b = e =e
when interpreted in L is derivable. Similarly, for an, gxtom e =il b then e, else €y, " we must
prove that'b= e =e¢, and '~ b= e = e3 are derivable in l. Recall that the condmon bis
assumed 10 behave detenministically even.when it jnyolves nendeterministic operation
symbols.- Figure 5.8 is a proof that the then: part of the axiom, G

Remove(insert(s, il), i2). = if il = i2 Then Remexe(s, i2) clse: lnsert(Remave(s, 12), ll)
is derivable.- The derivation of the else clause, . :
A~ il =i2)= Remove(lnsert(s, il), i2) = h!se!tfkemve(s, 52), it), -
~ uses a property of the representing values that

(vn)l(mﬁSMS))ﬂAld&ﬁ):(i';)lls:smssue(S)Astdatll.

Figure 5.8 Proof that an Axiom of Set:Int is Derivable

il=i2= Rcmove(lnscrt(s i1), i2) = Remove(s, i2)
Assume il = i2, to show l*qv(Rl-MOVE(INSER I‘(s, 11) i2), REMOVE(s, 12))

Case 1: lNl)l:X(s il) < rcpSSuc(s) T
INSERTT(s, il) = s, so the above holds.

Casc 2: INDEX(s, i1) < rep$Size(s) = F
Lctr = INSERT(s, i1) = Addh(s, il)
Using il = i2, INDEX(r, i2) = rcp$Size{Addh(s, 11)) S0
REMOVE(r, i2) = s, and
REMOVE(s, i2) = s, so the above holds.
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which is preserved by the constructor procedures. S

| " The axiom ‘Choose(s) € s = T’ under the condition ‘~ Size(s) = 0,” when
interpreted in 1 is ‘"HAS(CHOOSEXs), ) = T. ~This is derivable, because
‘lNDEX(MAX(s), s) < repSSizc(s) T lS denvable The remaining axnoms in the
specification of Set-Int can also be shown to be denvable »

The above five steps constttute the correctness method. I an 1mplementatton I
can go through the above steps it is correct w1th respect to S. ,For example, the
1mplementat10n of Set-Int given in Flgure 5 1 wnh Cl !OOSE rep,laced by CI lOOSE’ _goes -
through the above steps, and is thus conect. ‘

5.3.5 Nondeterministic Procedures

We -now- consider the case when ‘an implementation: has a  nondeterministic
procedure implementing an operation specified o be’ nondeterministic by §. We have
already discussed the conditions for a nondeterministic précédure: to preserve Inv and the
equivalence relation Eqv. Various steps-in the cotrietiiess proof discussed above remain:
the same except that if ai1 aéiont involves thenondéeteiministic procedurs, we must use the
interpretation of formulas involving nondetefiinistic : function: symbols - discussed ‘in
Chapter 4. 1n addition, it-must-be ensured: that for- ahy- imput;: the: nondeterministic
procedure does not have a choice of signaﬂing as well as terminating normally.

For example, if we consider the implementation of Set-Int in Figu.re,S.l with
CHOOSE replaced by CHOOSE”, most of the-above proof remains vatid: We have to
show that the axiom ‘Choose(s) € s = T’ is derivabje under the conditien. '~ Sizefs) = 0.
That is, if ‘rep$Size(s) > 0" holds, then

HAS(s, CHOOSE"@) = T (*)
is derivable. CHIOOSE™(s) can either return MAX(s) or MlN(s) For both possnbtlmes, (’)
is derivable, as

INDEX(MAX(s), s) < rep$Size(s) = T

IR IS €% T

- 5. (31 j) stands for ‘there exists a unique j such that.’ S
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is derivable from the specifications of MAX and INDEX, and
INDEX(MINGs), s) < rep$Size(s) = T
is derivable from the specifications of MIN and INDEX. Note that CHOOSE” preserves
the equivalence relation Eqy.
The implementation of Set-Int in Figure 5.1 with: CHOOSE replaced by
CHOOQSE?” is also correct.

. 5.3..6 Pseudo-Nondeterministic Procedures

A pseudo- ~nondeterministic procedure (which could be either deterministic or
. nondetermmlstrc) is not required to preserve the equrvalence relation Eqv6 The
correctness proof in this case also is carried as above dependmg on whether the procedure
is deterministic or nondeterministic. However we must ensure that if the procedure
terminates normally for any input X, then it must do'so for all mput equlvalent to X and if
it signals on an input X, then it must signal equivalent exceptions for all input equivalent to
X. This ensures that a pseudo-nondeterministic procedure does not have a choice of
signalling as well as terminating normally on equivalent rep values.

We now take the implementation of Set-Int in Figure 5.1. CHOOSE is
deterministic; it returns the bottom element of the nonempty sequence. Egqv is not
preserved by CHOOSE. If the axiom ‘Choose(s) €s = T  is derivable under the condition
that ‘Size(s) # 0," then this implementation is also correct. The proof of the axiom is-
straightforward: If ‘rep$Size(s) > 0° holds, then |

HAS(s, CHOOSES(s)) = T = HAS(s, Bottom(s)) = T

When an implementation does not have any pseudo-nondeterministic procedures,
then the interpretation of = in I is the largest equivalence relation preserved by the
procedures. However, a weaker equivalence relation preserved by the procedures may

suffice to show that the restrictions and axioms of S hold in I.

6. For cxample, a proccdurc CHOOSE™ which nondecterministically picks between the top (last) and the
bottom (first) element of the sequence is nondeterministic and docs not prcscrvc the cqulvalcncc relation Eqv.
So, CHOOSE™ is also pscudo-nondcterministic.
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Though the designer of an implementation usually has an idea of what the
observable equivalence relation is, sometimes it may not be known. In that case, we will
not know what procedures are pseudo-nondeterministic. ' Then, we choose an equivalence
relation preserved by the procedures yimplementing the deterministic operations, and-using
it as the interpretation of =, we attempt to r.howE thdt every axiom as interpreted in I is
derivable. If successful, the implementation I is correct; otherwise; a stronger equivalence
relation is chosen and the above process is repeated. If the correctness of 1 cannot be
established even when. the strongest equwalence relatlon preserved by ‘the procedures
implementing the detemnmstrc operations is chosen then l is mcoxTect.

Another way to vrew the above correctness mexhod is to consider the specification
of the procedures in an rmplementatron I as, axloms of the theory of 1, deﬁmng the
functions computed by the procedures and show that every nonlogrcal axiom of Th(S) is in
the theory of L. The theory of T also mcludes the theorxes of the types.used in I Nakajima
et al [62] take a similar view.
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5.4 Recursive and Mutually Recursive Implementations

Def. 5.3 An implementation I of D depends on a data type D’ 1ff only if
(i) D'isusedinl, or
(i1) a data type D" used in I dependson I’. 1

In Def. 5.3 above, it is assumed that data typés‘otﬁér than D are abstractly used in
an implementation 1 of D. In the cofrectness ‘method :discussed in the .previous two
sections, we have assumed that

(1) an implementation I of D does not depend on D, and

(i1) an implementation of a data type D’ used in 1 does not depeﬁd orv,llﬂ.‘ :
We relax these constraints. We call an implcmentation I of D Fectirsive’if and, only if the
rep used in I depends on D We call an lmplementauon l of D and another

SREETY i
2315001

implementation I' of D’ mulually recursive if and only if I de and on D and I depends on
D. We assume that recursion is not due to internal types used in L. 1t should be'nofed that
if the implementations of a set of data types are mutually recursive, that does not- mean that
data types are also mutually recursive (mutually recursiy_«;‘:gggt‘gbtxpgs‘ are dlscussed in
Section 2.4). We first discuss how the method proposed in Section'$:3 be:modified-to deal

with recursive implementation, later we consider mutually recursive implementation.

5.4.1 Recursive Implementations

In proving correctness of a recursive implementation-,.ivé‘conside‘r a refcfénce to

Figure 5.9. An Uninteresting Recursive Implementation of D

D = clusteris OP, , OP, , ...
rep=D '
OP, = proc(...) retums....
return (DSOP, (...))
end OP,
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D in I as a reference to its rep and an invocation of an eperation ¢ of D as a call to the
procedure OP implementing o. The equate defining the rep inside I is considered as a
recursive domain equation, as the construction of the rep depends on D itself. For

Figure 5.10. Implementation of List-Int

LIST-INT = cluster is NIL, CONS, CAR, CDR, IS_IN, IS_LEMPTY

rep = oncof | empty: Null, pair: Pair]
Pair = struct [ car: Int, cdr: List-Int]

NIL = proc() returns (cvt)
return (rep$make_cmpty(nil))
end NIL

CONS = procfi: Int, : List-Int) returns (cvt)
‘return (rep$make_pair(Pair${car:i, cdr:1}))
end CONS

CAR = proc(l: cvt) returns (Int) signals (cmpty)
tagcase | .
tag pair (p: Pair): return (p.car)
tag empty: signal empty()
end
end CAR

. CDR = proc(l: cvt) returns (List-Int) signals (empty)
tagcase |

tag pair (p: Pair): return (p.cdr)

, eta:d empty: signal empty()

end CDR

IS_IN = proc(i: Int, I: cvt) returns (Bool)
tngease | g
tag pair (p: pair): if p.car = i then rcturn (true)
cise return (List-Int$is_in(i, p.cdr)) end
tag empty: return (false)
end
cnd IS_IN

IS_EMPTY = proc(I: cvt) returns (Bool)
rcturn (repS$is_cmpty(l))
end IS_LEMPTY
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example, consider the implementation of a data type list of integers, denoted by List-Int,
given in Figure 5.10; its rep is a recursive domain equation. A recursive domain equation
can be solved by defining an ordering on type algebras and using Kleene's Recursron
Theorem. The rep is the least fixed point solution of the equatlon (see [3] fgr detarls abcut
such an ordering). '

For a correct rmplementatron I, the type algebras of the rep should have a
some recursive implementation such as the one given in Flgure i&, 'the }easi ﬁxed pemt ls
the empty algebra an algebra having no domain and no functions. For well founded rep
be nonempty, the method proposed in the previous sectlem mbeased The proofmatﬂre
least fixed point of a domain equation defining the rep is nonempty is the only additional
step in proving the correctness of a recursive implementation.

Figure 5.11 has specifications of the procedures in the lmplemenm?aén of Llst'-l‘nt
(The specifications of Null, Struct [ : D »n;:D ) and One-of n;: D e A D ] are
given in Appendix 1V. ) Figure5.12isa specrﬁcatlon of List-Int. We grve below a s.kemh
of various steps in the correctness proof of the lmplementatlon of Llst-lnt glven in
Figure 5.10. .

Figure 5.11. Translation of the Procedures of List-Int

rep = oneof[empty Null, pair: Pair].
Pair = struct [ car: int, cdr: List-Int]

T NILD é repsmaké_emptv(nll)
"CONS(i, ) r'3 re'ﬁ‘mﬂie_piiirﬂ’:i’ﬁ{cﬂrr i, cde: 1))

CAR() A rep$is_pair(l) => Pair§get_car(repSvalue_paii(h) ||
~ rep$is_pair(l) = slgnal(emply)

a rep$is_pair(l) = Pair$get_ cdr(repSvalue_palr(l))l

o~ rep$is_pair() = signalfemﬁiy)

CIS_ING, 1) é repSis_pair() = (i = PaurSgeLcar(repSvaMO_paMﬂ)V'
IS_IN(i, Pair$get_ cdr(repsvalue_pair(l))}l
~ repSis_pair(l) = false

IS_LEMPTY(I) e repSis_empty(l)

CDR(1)



Figure 5.12. Specification of List-Int

Operations
Nit : — List-Int
" Cons : Int X List-int — List- Int

Car : List-int — Int

— empty ()
Cdr ¢+ List-Int — List-Int
: — empty ()
iIs_in : Int X List-Int — Bool

is-Empty : List-int — Beol
Restrictions '

1s-Empty (1) = Car(l) signals empty ()
is-Empty:{l) = Cdr(l) signais empty ()

Axiomis

Car(Cons(i,)) =i

CdriCons(i, D)= |

is-In (i, Nil) = F

 im-In(it, Cons(i2, N =it 11 = .i2 then Tohe is-In (i1, 1)
. '8 Emply(NH) = T .

u-&aptyﬂ:om(i N=F

(i) the least fixed point of the recussive domain-equation is nonempty. For any model of
Int, the approximations to the rep canbeconstructed. L

(i) Inv(s) is T. S

(iii) The termination of procedures other than lS.JN 1s bbvnous assummg that the
tagcase, and the operations of one-of terminate. For IS IN,. we can prove termination
using McCarthy and Cartwright's approach, or by -using.:the .fact. that the rep is-well
founded with respect to the ordering, /< on:-ol{pau feas:: L.'Cd!: Izkkr any i and L

(iv) the equivalence relation on the rep is the ’id’ent!fy reTatlon | o :

(v) The procedures return normally on an mput Qﬂ, w Iha restncnon component does
not specify the correspondiag operatm to s;gnal.

(vi) Every restriction is derivable. o

(vii) Every axiom is derivable.
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5.4.2 Mutually Recursive Implementations

We prove the correctness of mutually recursive implementations in.a way similar
as in case of a recursive «implementatiqn. The correctness of mutually recursive
implementhtiohs must be proved together. The reps of .the two implementations are
_specified as&mu‘ti;‘ally recursive domain equations; the solution of these equations are the
least fixed poipts,.whicl; serve as the rep of D and the rep of . -FiQrthﬁ implementations I
and I' to be correct, both reps must be nonempty. The sest of the proof is same as in case of
nonrecursive im plementa;ion,s with the exception that. the corregtness proof for all mutually
recursive implementations is done together. The implementations I and I' have to be
shown to satisfy the restrictions and axioms in'S and S'. The invoeation of an operation of
D' in 1 is considered as a call to the procedure iV implementing the operation; and:the
invocation of an operation of D inI'is consndered as a call to the procedure in I
unplementmg theoperation. = B B o

' The corfectness proof ‘cannot be hlerarchlcally structired ‘in case of mutually
recursive rmp‘lementanons because their correctniess Nas to be proved together. For this
reason, we do not recommiend that hlerarchically structured (nOnrecurswe) data types be
implemented mutually recursively. However, for ‘a set oi“niiiﬁl‘:é'ﬁy”fchrsive data types,
their implementations have to be ‘proved ‘correct together s ‘these data’ type can be
mp]emented mutually recurswely without addmg to thé comp]’enty of the correctn&ss
proof, S RIS ,
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6. Conclusions

\ We have presented a rigorous framework for abstract data types, and studied four
important aspects of abstract data types, nzimely' definition, specification, theory, and
implementation correctness, within this framework. An overview of the approach taken in
studying these issues is given in Chapter 1. The frameéwork has provided a base from
which to to ask many interesting and important questions about data types. Some of these
questions have been answered in the thesis, while others suggest directions for further
research. Below, we first summarize the contribitions of our work and then indicate areas
where further work is required. | ' |

“w

6.1 Summary of Contributions

We have made a cleér distinction between é data type and lts specification(s) in
our research. The behavioral approach for defining a data type,‘d,cvcvloped in the thesis
embodies the. view of a data type taken in programming languages. It cq}lsiders only the
input-output bchavior of 'th}eV operaiions. It abstracts fmrﬁ the representational structure of
the values and the operations bf a data type as weu;.,as )frgm fmyltiple;cp_ﬁr;cscntat\ions of
valus for a particular representational Strucwre‘ (_)urﬁ_,de,;ﬁni\tiona!mevthod can handle data
types wi& _nohdetenninistic, ope,rétiops -and wn;h operations . e*hibﬁgg -exceptional
behavior. It is independent of speci"ﬁcat'ion Hnllethods fdr data types. Speciﬁca,tigq:.?
languages other than the one proposed in the thesis can also be developed based on it. It
can be used to give the semantics of existing specification languages. In [43], we have
‘studied and compared the expressive power of various specification languages for data .
types. Using the definitional method, we have been able to characterize computability over
the values of a data type, and study the expressive power of the operation set of different
designs of a data type [42].

The specification language proposed in the thesis is structured and flexible. The
normal behavior and the exceptional behavior of the operations are specified separately.
The language provides mechanisms to specify (i) nondeterministic operations, (ii)

preconditions for operations stating what portion of the input domain of an operation is
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interesting, (iii) exceptions which must be signalted by the operations, and (iv) exceptionsv
which the operations can optionally signal. In desrgmng the specrﬁcatron language one of
the goals has been to facilitate writing specrﬁcatrons as well as provrng propertles of data

.types from their specrﬁcatrons without havmg to express the propemes that can be_
“deduced. The semantics of a spec1ﬁcatron is given as a set of data types. Equrvalence

among specifications is defined. N

We have proposed a deductrve system for abstract data types and studied its
different components. A ﬁrst order theory of a data type is deﬁned whrch is constructed'
from its specification usmg the deductive system The well def nedness sufﬁcrent
completeness and completeness propertres of a specrf catron are del' fed based on what can
be deduced from it. These propertres are related to the model theoretrc propertres of a.
specn' catron A clear distmctron is made between the model theoretrc and proof theoretic
propertres ofa specrﬁcatron | o ' ’

We propose a correctness criterion for an rmplementatron of a data type wrth
respect to its specifi canon mdependent of lmplementatron correctness methods and
specrﬁcatron methods. Many rmplementatron correctness methods can be developed
embodying this cntenon We develop a correctness method whrch rs srmple and natural
for a wide class of specrﬁcatlons. R ‘

Throughout this research, we have emphasrzed modularrty and hrerarchrcal
structure be it the deﬁnrtron specrf catlon deductlve system or lmplementatlon of a data
type. , : g . :

‘ The development of the framework has also provrded useful msrghts into data
type behavior and the programming language features, such as the advantage of havmg a |
protected encapsulation mechamsm for rmplementmg a data type separatlon of the'
“exception handlers from the type behavior, srgmﬁcance of hrerarchreal structure and

modularity, etc.
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6.2 Directions for Further Research

We first discuss topics of further research emerging from the dlscussmn in various
chapters. We later discuss other aspects of data type behavror not studled in the thesis, and
finally, the topics in whrch the assumptlons made about data type behavror in the thesis are
relaxed.

‘We have not mvestlgated how easily the deducttve system proposed in Chapter 4
can be automated or incorporated into an existing automatrc data type deductlon system
such as AFFIRM. We do not antrcrpate any major problems in mcorporatmg the
subsystem for reasomng about the exceptlonal bchavror of a data type, because the axJoms
describing the exceptlonal behavior are similar to equatlons and can be trausformed to
rewrite rules. However the subsystem for reasomng about nondetenmnlstlc operatlons
involves axioms using existential quantrﬁers A venﬁcatron system based on first order
predicate calculus can in principle mcorporate thls subsystem We feel that the full power
of first order predlcate calculus wrth rts complexrty is not requtred. An approach for
untransfonned ax.oms (m whrch propertles are expressed using nondetenmmstlc symbols)’
smular to rewrite rules for equauonal axioms needs to be mvestlgated. ,

" The 1mplementat10n correctness method dlscussed in Chapter 5 uses an
equrvalence relation on the values of the rep (representmg type) and requnres that the
rmplementatton be extended to mclude the deﬂmttons of auxrhary functrons used m a
specification, if any. It would be useful to develop a method that can derive thts -
information from the specnt' catron and the 1mplementat|on We do not anticipate any
problems in automatmg the remammg steps of the method however the interface between

ver:ﬁcatlon system embodymg proof rules for control structures and a data typev
deductnon system may need to be analyzed We are mvcstrgatmg another method that does
not requrre the equivalence relation and the definitions of auxrhary functlons for an
implementation. It is based on the behavioral equivalence relation on models For every
computation having an observer as its outermost operation, if the specification prescribes a
result, a value returned by the computation when interpreted in the implementation must

be one of the possible results prescribed by the specification.
‘The proposed implementation correctness method tells whether an
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implementation is correct with respect to a specification. ‘It would be interesting to extend
it so that the bug(s) in a incorrect lmplcmentatlon can be located‘ thls would help in
debugging the implementation. o

Another oomphmentary area- for further study is that of systematic testmg for
enhancing confidence in a piece of software. In addition to usmg it for testing programs
using the data type, a specification of a data type can b used t6 design asct of test caSes for
checking the implementations of the data type. Gannon' et af. [19] discuss a system in
which a specification of a data type as a set of eénditional equations is presented along with.
a set of test cases which can be executed using the impfementation to test for the
consistency of the implem‘érita’tion with the’sp'eciﬁc:i‘tidﬁ’ A hefhddbfog§ for designing an
adequate seét of test cases from a specification would be Very usefiit for stich a system. o

Specifications are oftent hard to write; and’ especvatfy the writing of an ‘algebraic’
specification has been found to be hard [41, 3). We are investigating 4 method for wntmg a
specification in a systematic manner usmg ‘this’ methbd ‘we have~been able ‘to. write
specifications of data types such as traversable stagk [41]; file [42), etc. A system that
embodies such a method and helps a’ designét in wnhng a "spetiﬁcatnoﬂ would be very
useful. It should assist the designer in analyzing a specnfcixdbn so'as to enhance his
confidence in the specification.’ 1t should’ check for g‘enenﬂ structural propemes of a
specification such as well definedness and completeness, which ensure proper relations
among different components of the specification. “The undecidability of completeness and
well definedness can be stiown by reducing them to the Post Corresponidence problem {58]
in Post systems. However, sufficient conditions on axioms and restrictions which guarantee
well definedness and-compléteness of a specification heed'to be mvemgated “The results of
Guttag and ‘Horning [28] zmd Pola]nai' [67] wﬂi pmbab!y be heﬁiful in arnvmg at these
conditions.

It is equally importaht to’e’nsure that a speeiﬁcajtiOﬁiindeed”céptures the intent of
_the'designer. This can be checked in several’ ways, some of which are complimentary: The’
designer can express additional properties that a data type should satisfy. He then attempts
to prove these properties from its specification using thé deductive system. Another
approach is for the designer to come up with a model of the’data type and then check that
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the axioms and restrictions hold in that model. Third ;fxpproach can be similar to progmm‘
testing; the specification can be validated on a set of test cases..

Guttag and Horning [32] have suggested how formal specifications can be used as
a tool for designing software. Our specification language can be used to aid the design of
the data component‘of software. For- it to be used for writing specifications of general
software, it must be extended to include mechanisms for speclfymg mutable behavxor
procedural abstractions, other control abstracnons. etc. '

An important aspect ‘of data types not 4s‘1u;l|e;,d> in our framework is the
' relationships among different data types. One important relatignship is among the set of
data types defined by a type scheme (also called a-parameterized type). Data types in the
set defined by a type scheme have similar behavior except that the values of these data
types may have their constituents belonging to different: types, and the values may have
different structural constrmnts, for example, different upper bounds on the size of the
values etc. This variation in the behavior of dlfferent types is expressed using two kinds of
parameters: Conslani parameters ranging over the. vgluesof a data, type, often used to
express the structural coh§traints Qi;-, the values, such as bounds on the size of the values,
and (ype parameters stating the type of the constituents.of the vajues, For-example, a type
scheme Stkfn : Int, 1 : Types] defines a set of datg;;xpe,ithqthayg;thgbehavior.qf stacks,
and that differ in the type of the él(:_megt,s,gf stacks and the upper bound. on the size of
stacks. Types stands for the set of all data types, and is itself not a data type. The data type
StkcInt-100, for example, is an instance of the above type scheme with n = 100, and
A type scheme is in general a partial function from the cartesian product of the
domains of its parameters 10 the set of all types, T;pes. Fora particular set of parameters,
this function either returns a data type or is undefined. For example the type scheme Stk
Howeve,r- lf parameters ,of a ..txp,e Schcme af?: EW'!@S!,;&S"E%E?X ;@&ﬂam?!‘we& then: the.
function returns a data type only if the -ﬁargmctgqs.saﬁl_isfy*ﬂx}e,;desireq properties. For
example, in case of the type scheme Set]! : Types}, its type parameter must have an equal
operation with standard properties.
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The specification language proposed in Chapter 3 can be easily extended to
specify type schemes. A specification should hdve an‘ additional component, called
Requires, stating conditions on the parameters ranging over types. The Requires
component can specify both the operations that the type paraméter must have and their
properties. The semantics of 'such a specification can be easily’ given.  How the deductive |
system proposed’ in Chapter 4 can be extended to type schema would need further
investigation. FREEEE - '

Apart from a type scheme, thete are other interestirig relations among different
data types. There are standard mathematical relations, such as the relation between a
cartesian product of data types and its components; the relation between discriminated
unions and its components; etc. Some of these relations can be expressed as type schema.
The notion of a subtype of a type needs investigation. For exalf\ple; what relations exist
between integers, rationals, and algebraic reals? How do sets, multisets, ordered sets, and
sequences relate, and how do stacks and traversable stacks relate?

Our framework is limited in three respects. Firstly, the definition of a data type
only incorporates the input-output behavior of its operations. 1t does not consider another
aspect of the operations, namely how efficiently these operations can be performed. It is
not even clear whether the computational complexity of the operations should be included
in a definition of a data type, or whether it is an orthogonél constraint on the
implementations that should be included in a specification. We think that the inbut—output
behavior of the operations of a data type should be kept separate from their computational
complexity, but a specification should have another component stating the performance
‘requirements on the implementations of the operations.

Secondly, we have assumed a simple model of nondeterminism in analyzing the
input-output behavior of the operations. For an input on which a nondeterministic
operation can return many possible results, we have not considered how these results are
scheduled. It would be interesting to incorporate the scheduling information and extend
the definitions of observable behavior and distinguishability of values. It would also be
interesting to investigate how our formalism is affected if we relax the assumption that a

nondeterministic operation cannot have the choice of signalling as well as terminating
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normally on a particular input.

Thirdly, the definitional method handles only immutable data types. As is-
discussed in Appendix 1, for a wide class of mutable data types, the states of their objects -
can be modeled as the values of an immutable data type. However, the framework needs-to
be extended to handle arbitrary mutable data types including data types having objects
whose state is also mutable, for example, the data type fist.in MACLISP. The specification
language and a deductive system based on the extended fréfnew-ork need to be developed.
Bérzins's work [3] can be:useful in studying this extension.. '
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Appendix | - Elaboration of Scope and-Assumptions

In this appendix, we e]aborate on the scope of the theS|s and the assumptlons
made about abstract data types and thelr operatlons.

1. Immutable and Mutable Data Types

We adopt the commonly accepted informal view of a data type as_‘a collection of -
objects with a.finite:collection of operations. to manipulate thseseobjects. The objects by
themselves are not meaningful and- the operations ar¢ ‘the only way to corstruct,
mampulate and observn the ob;ecxs as well as to extract ;n fo[mauon smred in them.

Data types can be classnﬁed based on: ﬂ':elrgbmt wmwmr. An ﬁbject of a data
type may or may not exhibit time varymg behavior.  An object exhlbmng time varying
behavior is called a mutable object, whereas an Objel;t wh0§e behavnor does not change is
called an immutable object [49] We also ca%t an mumble object-a. walue. A data type
having only immutable objects is called an tmmutable data type otherwnse a data type is
called a mulable data type.. A. mutable data type may also have 1mmutable ob)ects, but at
least one of its objects must be mutahie A mmatﬁe object: can’ be-factored info two
components @) zdenmy, and (i1) slate [47] A mutable data type has at least one operatlon
constructing new ob,lects Its upcmuqns may changc tbﬁ gtate of a mutable obpd ymhout
affecting the object identity. At a given point in‘a compitation,.there can exist many
different mutable objects havmg the same state. For a wide class of mutable data typm, the
state component of the mutable ObjeCtS can be deseﬁbed as an tmmulable data type.

~ In this thesis, we have considered only immutable data types with a finite set of
computable operations. We have not considered immutable data types with iterators [49]
nor data types involving streams and lazy evaluation [18]. !
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2. Exceptional Behavior

During the design and construction of reliable soﬁware, there is often a need to -
have data types with operations exhibiting exceptional behavior. (See [24, 46, 52, 50] for a
discussion on the need for an exception handling mechanism in a programming language.)
It is only meaningful to apply such operations on a subset of their domains. If an in_put,
falls outside the subset, such operations notify their callers indicating that the input is not
‘good,’ by signalling exceptions. An exceptid_n{is ~assumed tg have two components, a_
descriptive name and a possible set of arguments which carry information from the point
where the exception is signalled, to its handlers. - ‘

We assume that every operation of a clata type termmates on every input in its
domain: it either terminates normally by returning a value of its rag__ge.type or terminates
by signalling an exception. We think it is not a gquép,[gctj,‘ce ge dcsngndata ty‘pesbhavingi
operations that do not terminate on some inputs., If a partial function os the values of a
data type needs to be realized, it.can be programmed ip tenns of the operations.of the data
type in a host programming language supportmg the Jata type mechanism.

, The assumptmn of the operatlons bemg total simplifigs the formalism. developed
in the thesis. Our formalism can be extended to partial operations without much difficulty
by introducing a special value ‘undefined’ for every ;;ia;az,zgyp;e-_‘such; that if a partial
operation is not defined on an input, ﬂien it returns ‘undefined’ on that inpiut,

3. Nondeterminism

There are data types some of whose operations exhibit nondeterministic behavior. -
These operafions return one of many possible values for a given input.- For example, the
Choose operation of the data type finite set of integers, which returns any element of a
given nonempty set, is nondeterministic. Similarly, the Index operation of the data type
finite sequence of elements, which returns a position of a given element in a given sequence,
is also nondeteminiétic because the sequence can have more than one occurrence of the
same element. All prior work on data types has assumed the operations to be deterministic.
We feel that a formalism for data types must be capable of handling data types with
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nondeterministic operations, as nondeterminism is a powerful and elegant abstraction
mechanism for designing programs [13,9). Furthermore, allowing nondeterministic
operations permits the handlmg of data types with operat:ons implemented in a parallel
environment. _ '

We assume that a nondeterministic operation has only finitely many choices on a
particular input. - We rule out data types having"operaﬁons ‘with ‘infinitely many choices.
Such an operation can be used to write programs having unboiinded nondeterminism [13].
There is a controversy about the the reahzabihty of progmmmmg ‘constructs having °
unbounded nondeterminism and about the Yimitation of the expresswe power of a language
that rules out programs with unbounded nondeterminism [35]. Using our formalism, it is
possible to define a data type whose vilues aré “infinite’ (e.g., “infinite’ sets, ‘in finite’
sequences, etc.)) insofir as these values can be finitely constructed using the operations;
but, nondeterministic operations on these values that hive infinitefy many choices ate ruled
out. Our formalism would however extend without much difﬁéuity to the caSe wheére the
constraint that a nondeterministic opemtlon has only f‘mitely mzmy chmces on an input, is
droppe d. . : ST

We also assume that if a nondeterministic operation signals an exception on an
input, then the operation behaves detennmrsticaffy on the ﬂ'lput. “Phus a nondeterministic
operation is ot ailowed to have a choice bétween srgnamng anid términatmg normally on
~ any particular input. “This assumption leads to a snmpier and ‘modutar characterization of
the observable behavior of the data type than would otherwise beposmble 7
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Appendix Il - Definitions of Algebxzaic‘Concépts and Proofs of
Theorems in Chapter 2

In the first section, we extend the definitions of congruence, homomorphism, and
isomorphism to extended heterogeneous algebras having -nondeterministic functions. In
the second section, we present the proof of. Theorem 2.2. In the third section; we explain
how the Definition 2.12 of behavioral equivalence on type algebras captures the desired
property that a computation (i.e., an interpretation of a grouwnd teém) results in eqmvalent

values in two behaviorally equivalent type algebras.

1. Congruence, Homgnﬁorphislm, and l\so»nid;bfhjs‘l"n -

Def. A2.1 A congruenceRona conventlona} hetemgéneous algebra
A_[{VDIDeA}{f loea}]
in which each. f is a total deterministic function, js a family of, equivalence relations
{R,, 1D €A’ }suchthat |
foreveryo €9,0 : D X...X D - D'
for all "15"01'---"’..6"1)“ S
VRD N RD v = £ (v ) Ry o) _ *)
We also say that R has the subslrtutlon property. ©
In an extended heterogeneous algebra having nondeterministic functions, when f
is a nondeterministic total function, then (*) is modifiedto. - .- - . "
v R, s Ry V= (Vye{f (v,... v)}Hze{f'(v’,..:.!”v;)}[{y,RD.rz]
/\Vz€{f(v .. v)}3y€{f(v,.. v't)}[yR,z]) 7 -
IR,y is the identity relation (equality), then the above reduces to
AL v = {1 (v’,.,,. vi.a.

Congruences  on” an extended: heterogencous: algebra: A can: also be pamaliy
ordered in the same way as in case of a conventional heterogeneous algebra:
Given two congruences E' and E2, E2 is larger than E', expressed as E' < E2, if and only if
foreach D' € A, ED} C ED? . |
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Congruences form a lattice with respect to <, and have the least element (the identity |
congruence) and the greatest element (the universal congruence).

Def. A2.2 LetA and A, be .
Ap=[{VyIDea};{f |sca}})
Ay=[{VID'ea};{f:jo€n}}
A family of total (deterministic) functions ‘& = { &y : Vi~ Vi, |D' €a'} is called a
homemorphism from A to A, if | : ’
foreacho:D X ... XD D, _
for each v, of type D, (i.e.. v, € V) Dreeuv,ofpeD,
i) if f ! is deterministic, then f 2 i also dctermlmsuc and
«bn(f;(\l,.. v))—fz(tbu (v) d’l) (v))and
(ii) if f] is nondeterministic, then f ;«frs either }noqdqt,crmmrspc,or,detcnnir}istic, and
Oy (G0 D =16 (0 ) ®y 6L
(Case (ii) above covers case (i) also.) We calt & afi ‘onto homomorphism-from A to A if
every function in & is onto; in that case, A, is called a homomorpﬁzc tmage of” A ’If e\réril
function in & is a bijection, then & is an 1somorphlsmﬁom A ‘to’ ‘A, and A, andv A, are
isomorphic. Note that, if A and A, are isomorphic nondetermmlsuc algebras, then they
have the same amount of. nondetcnmmsm ‘which is. not"necemhly the case 1f A, is a
homomorphic image of A, LR A i '
It can be shown that the results from' conventional heterogeneous algebras in [4]
extend to the extended heterogeneoas algebras. In particular, we can show that

Prop A2 1IfRisa congruence on an extended heterogeneous algebra A then there exists

an onto homomorphism from A to A/R. L

Prop. A2.2 If ¢ is an onto homomorphismﬁfrohr?!hl_ o A, then the kernel R of #on A,
where R = { R, | D € 4’} and Ryye = { <v, v { #3(¥) = @ (¥) ], is.a congruence on A, .
i ' :
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The following diagram in which & is an onto homomorphism from A to A,, R is
the kernel of @ on A, H is the homomorphism induced by R from A to A,/R, and ¢'is an
isomorphism from A /R to A, , commutes, i.e., & = ¢'- H,

¢
A—>—A,
H >

A /R

2. Proof of Theorem 2.2

Thm 2 2 Assummg that EBOOL is the Iargest congmcnce on a model of Bool E is the

largest congruence on A

Proofl By mductlon on type algcbm
Basis: A = @, the null set. | ‘
(1) Bool - the statement holds because of the assumption. . ¥
(i1) D other than Bool - since every value in VB is observably equnvalent to every other
value, the statement is true.

Inductive Step: A # @, 7

Assume that the statement holds for each D’ € A. | 4 .

To prove the statement for D, we must show that l;lu is the largest E;juivalence relation
such that E is a congruence on A. We prove this by contradiction. :

Suppose E,, is not the largest equivalence relatfgp and E', is a Farger equivalence
relation containing Ej, such that E = { E,, | D’ €A.} U{E, } is a c.ongruence on A.
There exists <v, v> € E’ p such that <v, v> € E" So, there is a c(x) of typ@ D’ € A such that
‘there is an interpretation of ¢[x/v] in A dlsunglushab}é from every mterprefauon of c[x/v]
in A or vice versa. But, this is contradictory to E‘ bemg a congruence Wthh requ:res that
for every interpretation v, of c[x/v] in A, there i is an mterprctatlon v of c[x/ v’] m A such
that<v, v> € K., and vice versa. So, E, is the largest equwalence relatlon '
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- Madification for type algebras having an exception domdin

The proof has the same structure as: above, except that we also have to cons:der
the case when <v, v> £ E,, implies that vand v are distinguishable bedause o computation
e(x) (i) signals on v and returns a normal value on V ‘or vice versa, or (ii) signals
distinguishable exceptional values on v and v. I the. basasgep, for the case of D other
than Bool, E need not be the universal relation on Vp '

L300

3. Elaboration of the Definition of Behbgiqjal Equivalence and
Proofs of Theorems 2.5 and 2.6 o

- In Section 2.2, we defined two type algebras to bébchaviomﬁyeémwafent if their
- reduced a!gebras are rsomorphlcally equwalem . We further elaborate on thls dgﬁnmon,
We prove Theorems 2 5 and 2.6 0of Sectlon 22, Thc dlscu§§i6ﬁ and theorems of lhus sectlon .
extend to modified type algebras having the exception domain. The set of mappmgs ﬁ'omr
a modified type algebra A to another modified type aﬁébﬁ* | ¥ ?ncludes a ﬁiappmg fmmé‘
the exception doiaain of A to the excephon domam of A’ Wﬁtch gets deﬁnéd by t‘he :
mappmgson the normal domains, ~ 7 ©F T e e

" Asis discussed in Subsection 225, ﬂme'behaﬁ(iral eQuiva!cnce of type algebras A

and A, can be expressed as

A=A,
R
l |

I )

H, Y YH,
| 1l

A/E, ~—dm AJE,

* -

such that the above dmgram commuts. Le

Ce-H =H-v, ()

where A /E, and A /E are the reduoed algebras correspondlng to A, and" A rcspectlvely
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and ¢ is the isomorphism defined by the isomorphic equivatence of A/E and A /E,. The
equation (f) above defines the set ¥ of miahy to many mappings, where
v={¥,: V- ViIDeau{D}}L

We first discuss how for two isomorphically equivalent algebras A, and A, the
bijection LN in an isomorphism & can be constructed, and show that the imefpremtibnsofa
ground term e in A, and A, are ‘equivalent.’ Later, we discuss these properties for
behaviorally equivalent algebras. ‘

3.1 ISomorphicaIly Equivalent Type Algebhras

For the case when the determlmstlc constructors of a data type D can generate all

the values of D, we have |

Thm. A2l If A and A, are isomorphically equwnlent. then {QD |D'€ A} umquely

- determines the buectnon o

Proof By definition of isomorphic equivalence, there exists a ‘bijection &1 V) — VD
such that ¢ = {¢D, |ID'€A'} is an isomorphism. We prove the statément by
contradiction. .Let us assume that @, is not unique; instead, there are two bijections q»ll)
and ¢ such that &' = { & | D' €A} U{ o)} and o = {a, | D' €a}u{a)}are
1somorphnsms . o A .
Since d:l‘) and @2 are dlfferent, there CXlStS vE Vl) , l‘)(v)‘ :65 d%(v) We pick a v
that can be constructed by the mmlmum numbgr (say k) of apphcauons of the
deterministic constructors and on which "D and d> dlffer We have y= fl(v R ) for
some o, and if D =D, v can be constructed i)y Kk number of appllcanons of
constructors; thus, ® (v) = ¢D(v) |
By the definition of lsomorphlc equivalence,
¢|')(v) = f2(<b (v) ¢|‘)(vi), cees ¢D (v)), and
o () = f2(¢,, O, ..., o5, ... ).
meaning that d»u(v) = 1)(") which is a contradlctlon.
So, there are not any vsuch that @D(v) :ﬁ daD(v)
Hence the proof of the theorem, 1 '
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We can construct the bijection @, as follows:
For every constructore: D, x ... xD —-D .
(d’"l(v‘) =V A...A "’un(vn) =v)= oy, ...,V =0, .... V).
The case of ¢’s not taking any argument of type D serves as the basis step in the
construction of &, . S , -

The above theorem holds in case A, and A, are peduced even if some of the
values of D cannot be constructed without using a nondetermmst.;ie constructor. 'However,
it does not hold in general; for example, consider a variation of the type algebra Ail for

Set-Int denoted by A, , having everything efse’ the saifie 4§ "fnfk‘ “extept that In®; the
mterpretatlon of the operatlon Insert is a nondetermnmsnc functnon Wthh appends the
integer bemg mserted to the beginmng of the sequence representmg the gwen set or at the‘
end of the sequence.

Wiy i > ) @ E(il, wld> 03] <,<m,1 =i

<G [oDori i, ... 1> otherwise.: ‘
Al is clearly isomorphically equwalent to maeif and the:e s more- thap one isomorphism
from A, to itself.

“Thm. A22 Given two 1somorphxcaliy equivalent @pe ‘algebras A, and A def’mmg an
isomorphism &, a value v of type D in A has the same cbdérvable behavnor in A asdin(’v)
in A, in the sense that for every term ¢(x) of type D" € (D) with one free vanab}e of t type

ey ({deilly D ={dxe (vm,z}.
Proof By induction on the depth of X in c(x)
 depth(x) = | /y
depth(afe,, .. en)) = max(depth(e,), ... depth(e)) +1,
where ¢ has xas a variable.

Basis depth(c(x)) = 0.
So, ¢(x) is x, and the statement of the theorem tnvtally holds. , ,
Inductive Step  Assume the statement of the theorem for the case when
depth(c(x)) <k > 0, to show for the case when depth(c(x)) = k. Let



-233-

o(x) = ole, ... &),
where e is of type D. We assume that the statement holds for each e,so

¢|)i( {elx/v A P =1 ei[X/¢D(V)]|";\2 |

&, { cfx/¥]| A 1) = op {1, {efx/v] A, e fx/ V]l'A hbhH

= { r2(¢" ¢ e[x/v]l A b, d>|) { efx/] A, )})} (smcedns an tsomorphlsm)
= {2({e [X/‘bl,(V)]lA | | e[x/d>D(v)]IA })}

= { ole, ... e )x/® ,(V)]l A, b =1 clx/‘b.,(v)ll A, |

For the case of modified type algebras,. we are interested in- terms that such that.o[x/ ]| A
and c[x/@,,(v)]| 5 are not undefined.
2 o

3.2 Behaviorally Equivalent Type Algebreyas“ | |

Thm. A23 IfA , and A_ are behaviorally equivalent,
then<v, v> €¥.= <P [V]>€dy.

Proof Obvious frum the diagram. Since ¢ - H = H \P from (v, V> € \PD, we get

@, (D) = V. o

We now present the proofs of Theorems 25 and 2.6 of Subsectwn 2.2.5.

Thm. 25 For behavnorally equwalent A, ~and A for every. ggound term e of type
D"G(D) forevery ve{eIA 1 therelsave{dAz}such that <[ v], [v‘])E«bD., and
vice versa.
Proof By induction on the structure of type algebras.

1Basis A=9

(1) D is Bool: Since all behaviorally equivalent algebras are isomorphic and the
obscrvable equivalence relation is the identity relation, the aboye is true.

(i) D is other than Bool: Since the obscrvable equwdence relation is the umversal

relation, the above istrue.

1. Inductive Step A # @
Assume that the above statement holds for all ground terms of type D" € (D)+ not
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having any opcration symbol in Q. o)
To show for a ground term e by induction on number of operation symbol fromQine.
2. The basis step holds because of the assumption.. -

2. Inductive Step Assume for ehaving k' < k.occurrences of operation symbols from 4,
to show for e having k occurrences: i (2), o .
This 1s also proved by induction ¢ on the depth of the outermost operatlon symbol

fromQine. | .
depth(o(e,, ..., en)) =0  ifo€n, and
depth(e(e,, ..., en)) ==-min(éepth(‘e) ....depth(ie#) 4+1  ifot 0.

3. Basis depth(e) = 0, i.e., e = c(e " e) and o€,

So, an e can have at most k-1 occurrences of opemttons from n o

We prove the statement of the theorem in one dlrectlon the proof in the other
direction is the same except that v is to be seplaced for . - SR

lfve{eIA Lie,if[Je{e] p /E, 1. theretsachonceofg themterpretat:onofa
inA /E , such that

M =gv). . [vD. where[vje{e la, ,E} foreachl SJ 5n |

By inductive hypothesw (2), for every [vJ €{ef A JE, } there isa [vJ € {e] A, /E } such
that ¢ ([vJ) [v’] Because ®isan lsomorphtsm there isa chome of ga ‘such that

¢D A = 1¥) = g (@], .... [v']) meaning that' v:e{ efA a3
* 3, Inductive Step Assume for & having depth() < m’> 0, 6o show for e having
depth(e) = m. A3)
e= ofe, .., en)ctn :
The proof goes the same way as for the basis step exccpt that we use the madels
of the data type D’ that has the operatton o. 1 B

For modified type algebras, we are intetésted i ground terms whose interpretations are not
undefined. 1t can be.shown for behaviorally equivalent type dlgebras A ‘and A, that if for
some ground term e, ¢ , is undefined, then ¢ , is also undefined‘ind vice versa. 8

1 2 |

Thm. 2.6 For behaviorally equivalent A, and A,, for any ground terms ¢, and e, of type




-235-

D" {le g 13 =tlel o 11 = flelp 13 =Hlelp 1)
Proof From the above two theorems and the fact that AJ/E] and Az/Ez are isomorphically

equivalent, the statement is immediate. #
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- Appendix i1l - Proofs of Theorems in Chapter 4

This appendix contains proofs of various theorems in Chapter 4.

1. Specifications without Nondeterminism and without
Exceptional Behavior

Thm. 4.1 Every constructor ground term e of type Set-Int’ is equivalent by equational
reasoning 10 a ground term ¢ not having any occurrence of Remove, i.c., the equation
‘e= ¢’ € EQ(Set-Int).

- Proof For every constructor ground term e of type Set-Int', there is a constructor ground
term ¢ such that

(*) ‘e=e" € EQ(Set-Int) A #re(e) = 0,
where #re(e) gives the number of occurrences of the operation symbel Remove in e
Similarly, the function #in gives the number of occurrénce of the operation symbol Insert
in a term. We show (*) by induction on #re(e).

Basis #re(e) = 0,
The above statement trivially holds, because ¢ is same as e.

Inductive Step Assume the statement holds for e such that #re(e) <k,
show for #re(e) = k. '
Consider the outermost subterm e in e such that e = Remove(en, il). Clearly,
#re(eu)< k, so there is a subterm e, such that ‘e, = eil > € EQ(Set-Int’) and
#re(e;, ) = 0. Thus we have ‘e, = Remove(e, , il)’ € EQ(Set-Int’). We show that *)

holds for Rcmove(e; P

1 1]
il) by induction on #in(e], ).
Basis #in(é;l) = 0.
‘e, = Remove(Null, il)
= Null’ € EQ(Set-Int’) using Axiom 1.
€ is obtained by substituting Null for e, in e.
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Inductive Step Assume the above holds for #in(e;1 )<m,
to show for e, having m Insert’s.
e, = lnsert(eu, i2), so

‘e, = Remove(Insert(e, , i2), 1)’ € EQ(Set-Int’).

ar
There are two cases.
Casel i1 =12
‘e, = Remove(e, , i1)" € EQ(Set-Int’). Axiom 2.
By the inductive step, there is an e, such that

Remove(e,, i1) = ) ~ € EQ(Set-Int") and #re(e;l) =0,
So, ‘e, = ), "€ EQ(Set-Int’).

We get € by replacing e, by e;I .

Case2 ~il =12
e, = lnserl(Rcmove(eu, il), i2)’ € EQ(Set-Int’). Axiom 2,
By the inductive step, there is a e}, such that
il) = e;l " € EQ(Set-Int’), and thus ‘e, = Insert(e;, , 12)' € EQ(Set-Int’).

i2). n

‘Remove(e, ,

We get ¢ by replacing e, by Insert(e, ,

Thm. 4.4 If a specification S is sufficiently complete, then S is behaviorally complete.

Proof If S is inconsistent, then since {S) = @, so S is trivially behaviorally complete.

If S is consistent, we show that a sufficiently complete S is also behaviorally complete by
contradiction.

Suppose S is not behaviorally complete, so there exists two reduced algebras A and A, in
FA(S) that are not isomorphically equivalent w.r.t {Po e €Q}. Without any loss of
generality, we can assume that A, and A, share the same domain corresponding to a
defining type, so for each D’ € A, o, is the identity function. Since every constructor is
deterministic, there is a unique mapping o, Vl])‘* Vlz) which can possibly satisfy the
following for every ¢ in Q. |

for each set of values v, ..., v ,such thatP [x/v,....x /v ]l o =T,
n o1l 1 n n Al

* ¢D,(f;(v v ¥)) = f§(¢Dl(v1), e 0p (V).
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If A, and A, are not isomorphically equivalent w.r.t. { P, | o € 0}, this means that there |
must exist an observer o and a set of values v, ..., v such that P o[xll vl. ey xn/vn]I A
holds and (*) is not satisfied. '
Using the minimality property, we can construct a legal ground term o(e,..., e ) of
type D’ € A, where D' is the range of ¢, and foreach 1 <i < n, e is the ground term whose
interpretation is v. in A,. Since S is sufficiently compiete, there exists a ground term ¢ of
type D’ not having any operation symbol of D and:auxdliasry function used in S such that
‘o(e},...,en)sd‘eEQ(S). This means that ' '
e, .. e)IA = fz(el,....‘ee)lA- '="1A iy
because A and A, are reduced algebras. Thls isin comradleﬁm to(‘) not bcmg satisfied.
Hence the result. 8 ' ' '

Thm. 4.6 Fora consnstent and sufﬁcnently complete S, if any two legal ground tenns e , and
e, of type D are dlstmgunshable byS, then* e é e € DS(S) B

Proof: ¢ and e, are distinguishable by S, means that for any A € FAS), ¢| p and e}  are
distinguishable, i.., there exists a term e(x) of type D' E.A with gn;;fr@eivatigbl@lxzof type
D such that cfx/v ]| 5 is distinguishable from c[x/ vl 5 inA. -

Using the above fact, we prove the theorem by mductlon on specxﬁcanons.

Basis Specifi catlons with no def mng types
Case 1 Bool
‘T £ F € DS(Bool). Every ground term of type Bool is equwalent to enther T or F, so
the theorem holds.
Case 2 D other than Bool
~ All ground terms are observable eqmvalem, so the theorem holds.
Inductive Step Assume the above statement for the speuﬁcauon S' of a data type D’ used in
the specification S of D. Toshow forS. ‘
We can prove by contradiction that ‘e, £e € DS(S) as follows:
Assume e, = e.

2
~thendx/e] = cfx/e),
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since S is sufficiently complete, there exists-ground terms ¢, and ¢; of type D’ such that
e, € do not have any occurrence of an operation symbol of D, and* e =e € EQ(S) and
‘e,=e € EQ(S), so we have * e, =e’ € EQ(S) Smce e are dlstmgmshable by S', by
inductive hypothesis, ‘e, £ e € DS(S) 0 ‘e é €’ is also m DS(S) This is a
contradiction, as S is consistent. So,°‘e, £ e,’ € DS(S) 1

2. Specifications with Exceptional Behavior and without
Nondeterminism IR

Thm. 49 FEvery legal constructor ground temi ‘e of ‘;t’ypé ‘Stk-Int such that

Slk lm(e) T € EQ(Stk-Int), IS equivaleat by eguatxonai feasoning to anothexz legal
constructor ground term ¢ having only Null and Push, ie., if N’Slk lnt(e) =T €
EQ(Stk- lnt) then e=¢e’€ EQ(Slk Int).

Proof Proof‘ is similar to that of Theorem 4 1 above.

Let #poand #rep be the fiinctions on terms computinig number of occurrences of Pop
and Replace respectively. We show by induction on #po(e) + #rep(eythat =

* if ‘N"Stk lnt(e) T € EQ(Stk- lnt) then there exists an e’ such that ‘e=¢"’¢€
EQ(Stk-Int) and #po(é') + #rep(e‘) 0. '

Baszs #po(e) + #rep(e) =
eserves as €.

Inductive Siep Assume (*) above for the case #pofe) + #rep(e) <k, -
to show for #pe(e) + #reple) = k. ,

Consider. the ‘outermost subterm e in e having Pop or Replace as the outermost
operation. It is obvious that if ‘Ngy,. m(e) =T € EQ(Stk-lnt). then W’Stk rm(e) T
€ EQ(Stk-Int). . P

Casel e = l?op(ell)

Since ‘N?Stk-lnt(eu) = T € EQ(Stk-Int), by inductive step, there exists an eil such
that ‘e, = €}, * € EQ(Stk-Int) and #pofe] ).+ #reple], ) = 0. |

Since ‘N?gqp.[nt(e) = T € EQ(Stk-Int), eg;1 is not Null, aad 0 ¢, = Push(e,, i).

Thus ‘e, = Pop(Push(e € )) = ¢, € EQ(Stk-Int) . - Axiom 1,
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By replacing e, by e, in e, we get the required ¢.

Case 2 e, = Replace(e, , il)
Since ‘N? Stk lnt(eu) =T¢€ EQ(Stk-lnt) by mductwe step, there exists an e -such
that'e, = e * € EQ(Stk-Int) and #po(e )+ #rep( ) 0.
O SinceN? Stke1nt(@) = T € EQ(Stk-Int), e 1snotNull andso ¢}, = Pusie,,i2).
- Thuse;= Replace(Push(e;, i2),il) = .
' = Push(Pop(Push(e,, i2)), i1) Axiom 3
= Push(e,, il) : Axiom 1
So‘e = Push(e » il) € F,Q(S&k-lnt) ‘

By feplacmg (A inse by Push( e, :I) we get tﬁe requlred e I

Thm. 4.12 Ifa specuﬁcatlon Sis sufﬁcnently complete then S is behavuorally complete

Prool' If S is inconsistent, then since F{S) = ﬂ soS usmvmlly behav:orally complete.
If § is consistent, we show matwmcmnﬂx..seuekt@esﬁ behaviorally complete by
contradiction. . - e o :

Suppose S is not- behav:orally complete SO there exists two reduced algebras Ay
and A, in RS) such that for every D’ € A, the domain correspondmg to D’in A and A, are
deﬁned by 1somorph1cal|y equivalent algebras in RS"), where S' is 2 spcmﬁcaﬁon of D’
and A, is not partially isomorphically embeddable w.r.t. S in A, Without any loss of |
generality, we can assume-that ‘A, and:A; mmesameﬂdmhmmﬂespondmgw a
defining type, so for every D' € A, &, is the identity-fignetion. Sinec'every-eonstructor is
deterministic, - there :are unique :one to one pamai funetions : ‘I) V) VD and
mmorphlcally embeddable in A, (see Def. 3 13 of isomorphic embeﬂdabihty in
Section 3.5). The first two requirements there can be easily. smﬁed . The: third
requirement is.complex and is restated below: o ‘

For every operation ¢ € @, for every set of vuluem v euy ¥ Sueh’ that cbD(v) is defined
foreachl1 <i<n, and?P';{xilvl,.. X "’.MA =9, )
(a) if f; signals an exception value ex(v y Ve vm) spemﬁed o be opttonal by S on the
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input v, ..., v, then the associated condition O(x ..., x ) holds forv,..., v ,and

l!"!
fi(d)l,l(vl), cens ¢Dn(vn)) either signals ex(«bD;(vi), - d;bD';(v‘;)) or returns &, .(v) for
some v, or 4
(b) if d»D.(vi), "’D'(V:;) are defined and fj signals an exception value
: A ;
ex(«bl)],(v;), e ®p .(v‘;‘)) specified to be optional:by S on the input °Dl(v1)’ ey ¢Dlr1(v n),
x )hol‘ds for’diD (v'), vy th (vn), and
‘ f;(v ve W ¥ ) cithersignals ex(v', ..., v ) or returns v'; otherwxse |
() (bD,(fl(v], R 4 ) )= rz(‘bl) (V) ¢|) (v » (‘)
For A, not to be partlally lsomorphtcally embeddable in A , at least one of the

m
then the associated condition 0("1""

above conditions is not satisfied. Supposingly if the condition (a) is not satiSﬁed, we have
GO 00 0) £ extoy ). 0 0,)) |
meaning that A, does not satisfy the optional. excepuon condition for o in S, which is
contradictory to the assumption.that A, € HS). So, the condition (a) could not have been
vrolated Similarly, it can be shown that the condltlon (b) could. not have been vrolated :
The vrolatlon of condmon (c) is then the only possrbrhty In that case for sot: 1e
o €0,
(1) exactly one of the two sides of the equatlon &) srgnals an exceptton,
(i) different sides signal dlfferent exceptrons, or '
(iii) different srdes return dlfferent valus. |
Using mmrmahty property, we can construct a Iegal ground term e = dale,.., e ) of type D',
where for each 1 <i<n, ¢ is the ground term whose mterpretatlon rs v, in A, The
possibilities (i) and (ii) above are ruled out because of the followmg reasons
For both (i) and (ii), the exception srgnalled by either snde must be dlfferent from the
optional exception. Since S is sufﬁcrently complete, elther\ ‘N’Dle) = T € EQ(S) or
‘N? ,.(e) F € EQ(S). If N",(e) T' € EQ(S). then none of eIA and eIA can be an’
‘exception value, rulmg out (i) and (i)). If ‘N?){e) =TI € EQ(S), then esrgnals ext’ €
EQ(S) for some ext meaning that
dp =dp =exy
agam rulmg out (i) and (u)
The only possibility is (iii). Then e must be type D’ € A, as if e is of type D, then
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the definition of &, ensures that the equation (*) is satisfied. 'We have either N?,,() =T -
€ EQ(S) or neither ‘N2 y{e) = T € EQ(S).nor ‘N¥y;{e) = F' € EQ(S). 1f"'N?{e) =T ¢
EQ(S), then there is a ground term ¢ without any operation symbo! of D and auxiliary
functions used in § such that* = ¢ € EQS) w0 dy = dp = el ruling out (jii). If
neither ‘N2, (e) = T" € EQ(S) nor ‘N?jj(e}= F* € EQ(S), thenalsp there exists a ground
term ¢ without any operation symbol of D m:auxéliary functions used in-S such: that
‘e=¢’ € EQSU{N?de)=T}), which agam rules out (iii) . bﬁcause of the reasons
similar to the ones discussed above. . ‘ o : -
The above thus implies that A, is. parually mmomhlcally embeddable n. A
Hence the result. 8 '

Thm. 4.13 For a consistent and sufFiciently: comp!etes if any two legal ground terms elv
ande, oftypel)aredrstmgurshablebys then” e ﬁe €iWS} ‘ s

Proof e and e, are drstmgurshable by S means that tbr any A € RS) e] A and eI A
drstmgurshable ie,

@e | A is an exceptron value and e l Al is a nomal valuc, :

(b)el pande) 5 are drstmgurshabfe exceptron values, or »

(c)el A and eI A’ are normal values and thereextstsatenn c(x)oftype Dea U { D}
w1th one free vanable X of type D such that c[x/ v] I A is drstmgutshable from c[x/ v2] | Al m
A, '

Smce Sis sufﬁcrently oomplete lt can be shown that 1f

(1) a ground term e mterprets to an exceptton value m every algebra A € F(S) thenE
‘N’D.(e) Fe EQ(S) and also ,

(n) rf e mterprets to a normai value m every algebra A € F(S) then ‘N’u(e)= T’ €
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Using the above facts, we prove the theorem by induction on specifications,

Basis - Specifications with no defining types.
Case 1 Bool
‘T £ F € DS(Bool). Every grcund term of type Beol ¢ 5 eqmvalent to either T or F, so
the theorem holds.
Case 2 D other than Bool
Subcase I 'S does not specify any operation to signal,
All ground terms are observable equivalent, so the theorem helds.
Subcase 2 S specifics operations to signal -
Assume e and.e, are distinguishable by S, 5o there.is one of the above three
possibilities. We show in each case how ‘e, % e’ can be derived in DS(S). |
(a) Since S is sufficiently complete, Nyle, )= F € EQ(S) and-.-‘N?D,(éz-)'a Te€
EQ(S), and by the axiom (vii) in Subsection 4.3.3, * e £e, ' € DS(S).
(b) by sufficient completeness of S, usmg ‘the axiom (vi) in Subsection 4.3.3 and
repeatedly using the argument in case 2, weget'e £ e € DS(S). o
(c) By the substltutlon property of the operatlons and the sufﬁcxent
completeness of S, we get ‘e, £ e, € DS(S), by the method of proof by contradlcnon .

Inductive Step Assume the above statement for the specn ﬁcatlon S of a data type D’ used
in the specification S of D. To show for S. -

Assume e and e, are dlstmgmshable by S. For the possnbllmes (a) and (b), the argument
used in the basis step applies. For the third pOSSlblllty, in addmon to the case considered in
the basis step, we have the case when the mterpretatlons of e and e, are dxstmgmshable in
A because of a computation ¢(x) returning dlstmgmshable results of type D € A. For this
case also, we can prove by contradiction that * e £e’ € DS(S) as follows:

Assumee =e, ' | | |

then c[x/e] = c[x/e}, (*)
We have three subcases:
Subcase | Both sides of (*) interpret to a normal value in A.
Since S is sufficiently complete, there exists:ground: terms e, and e of type D
such that e}, e, do not have any occurrence of an operation _symbol of D,and ‘e = ¢’,.
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‘e,=¢e’€ EQ(S), so we have ‘e! = e" € EQ(S). S‘inée e, €, are distinguishable by S', by |
inductive hypothesis, * | # e" € DS(S’) SO - e o e" is-also in DS(S). This is a
contradiction, as S is consment. So, ‘e, £ e, € DS(S).
Subcase 2 One of the two sides of (*) interprets t0-a normal value. - - |
Without any loss of generality, assume Lh.s. interprets to a normal value. By
sufficient completeness of S, there is a ] such that ‘e, = e’ €-FQ(S), and there is an
exception ground term ext such that ‘e, signals exr” € EQ(8); so again, we have using the
axioms, ‘e, £e € DS(S). ' '
Subcase 3 Both sides of (*) interpret to distinguishable exception values.
. Using the sufficient completeness of S; we caa show using:a Similar argument that
‘e, £ e,” € DS(S). ‘ o

Heénce the theorem. &

3. . Specifications with _Exceptional Behavior and
Nondeterminism

_ Thm. 4.14 fand TR(f) are semantically equivalent.l,

Proof By induction on structure of £ We only need to show the basns step; the inductive
step is stralghtforward because the symbols ~, V, and V have the same, mterpretatlon So
we have fas ‘e, = e, ConS|der an extended type algebra AofDin whlch S/ and TR(f) can
be interpreted (x e.A has an mterpretauon for every nondetermnmstlc operathn symbol o
and the correspondmg auxiliary function symbol ap such that the mterpretatlon of the
auxnhary function is the relatlon computed by the mterpretatxon of the nondetermmlstlc

operation symbol).

Case (a). fdoes not have any occurrence of a nondeterministic operation symbol.
TR(f) = f, so the statement trivially holds. '

‘Case (b). Both e and e, have occurrences of nondeterministic symbols: -
It is obvious from the description of the procedure TR in Subsection 4.4.1 that the
interpretation of ‘e, = e,’ is equivalent to the interpretation of TR(f). '

Case (¢) Exactly one of e and e has occurrences of nor_l'detenninistic symbols: Again from
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the description of TR in Subscction 4.4.1, the interpretation of‘eJ = ez’ is equivalent to the

interpretation of TR(f). &
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Appendix IV - Specifications of Data Types used in Chapter 5

In this appendix, we give specifications of the data types Null,
Struct[n:D,,...,n:D J. Oneof[n:D,,..., n:D ]} and Sequence-Int used in Chapter 3.
Struct, nd Oneof are type schema. Below,. we specify an instance of these schema -
assuming fixed but unspecified parameters, i.e., k as well as Dl, -, D,_are fixed. Since the
specification is given for an arbitrary k, we have used the ‘..." notation. The specification of
any particular instance, such  as Oneof [empty: Null, pair: Pair],

Struct fcar: Int, cdr: List-Int] used in Chapter5, can be given without using the °...
notation. | ’

Figure A4.1. Specification of Null

Operations

Nil : — Null

Equal : Null X Null — Bool as x1 = x2
Axioms

Nil=Nil=T
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Figure A4.2. Specification of Struct[n:D,...,n:D]
Struct [n:D},...,n:D ] as D
Operations

Create :D X ... xD, - D
Fetch_n, : D - D1 ¢

Fetch_n,: D — D,
Replace_n, : DXD, - D

Replace_n, : DxD, — D
Equal :DXD — Bool ' as x1 = x2

Axioms

Fetch_n (Create(x1, ..., xk)) = x1

Fetch_nk(Create(ﬂ y -eey XK)) = xk
Replace_n (Create(x1, ..., xk), y1) = Create(y1, ..., xk)

Replace_n,(Create(x1, ..., xk), yk) = Create(x1, ..., yk)
Createl(x1, ..., xk) = Create(y1, ..., yk) = (x1 = y1) A .. Ailxk = yk)
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Figure A4.3. Specification of Oneof[n:D,...,n:D]

Oneof [n;:D,,...,n:D,] as D
Operations '

Make_n, : D1 - D

Make_nk : Dk - D
Value_n, : D — D,
: — wrong-tag

value_n, : D — D,
— wrong-tag
is_n, : D — Bool

Is'__nk : D — Bool
Equal : DXxD — Bool

Restrictions

as x1

~ Is_n,(x) = Value_n,(x) signals wrong-tag

~ Is_n, (x) = Value_n,(x) signals wrong-tag

Axioms

Value_n,(Make_n,(x1)) = x1

V;Iue_nk(Make_nk(xk)) = xk
Is_n(Make_n(x1)) = T

ls_-_nl(Make_nk(xk)) =F

ls:nk(Make_nl(xﬂ) =F

: X2




Is_n (Make_n,(xk)) = T
Make_n,(x1) = Make_n,(y1)

Make_#n (x1) = Make_n,(yk)
Make_r,(xk) = Make_n(y1)

Make_#,(xk) = Make_n,(yk)
X=y=y=x

x1 = y1
F
F
xk = yk
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Figure Ad.4. Specification of Sequence-Int

Sequence-lnt as Si

Operations
New : — Si
Addi  : SIXiInt — St

Addh : SIXInt — SI

Restrictions

as x1-x2.

Concat : SIXSI — S
Subseq : SIXintXInt — Si
— bounds
‘ —+ negative-size !
" Fill :int X iInt — SI
— negalive-size
Fetch : SIXint — Int as x[i]
" — bounds o
Bottom : Si — iInt
. — bounds
Top : Sl — Int
'~ — bounds
Reml : S1 = Si
— bounds
Remh : Sl - SI
— bounds
Size : St — Int
Empty : S!I — Bool
Replace : SIXInt XInt — Si
— bounds
Index : SIXiInt — Int
-+ element-not-in
Member : Si X Int — Bool
Equal : SIXSI — Bool as x1 = x2

(i1<1Vi1)>(Size(s) + 1)) = Subseq(s, i1, i2) signals bounds
A~ (11 <1 Vi1)>(Sizel(s) + 1)) A (i2<0)) = Subseq(s, i1, i2) signals negative-size

i< 0 = Fill(i, j) signals negative-size

(i< 1 Vi>Size(s) ) = Fetch(s, i) signals bounds
Size(s) = 0 = Bottom(s) signals bounds

Size(s) = 0 = Top(s) signals bounds

Size(s) = 0 = Reml(s) signals bounds

Size(s) = 0 = Remh(s) signals bounds

(i< 1Vi)>Sizels) ) = Replacels, i, j) signals bounds
~ Member(s, j) = Index(s, j) signals element-not-in

Axioms

Addi(New, j) = Addh(New, )
Addi{(Addh(s, j1), j2) = Addh(AddlI(s, j2), j1)
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S-New=s

s1-Addh(s2, j) = Addh(s1-s2, j)

Subseq(s, i1, 0) = New

Subseq(Addh(s, j),i1,i2 + 1) = if (i1 + i2) <(Size(s) + 1) then Subseq(s, i1,i2 + 1)
else if (i1 + i2) = (Size(s) + 1) then Addh(Subseq(s, i1, i2), j)

else Subseq(Addh(s, j), i1, Size(s) - i1 +2)

Fill(0, j) = New o

Fill{i + 1, j) = Addh(Fili(i, j), j)

Fetch(Addh(s, j), i) = ifi = Size(s) + 1 then j else Fetch(s, i)

Bottom(s) = Fetch(s, 1)

Top(s) = Fetch(s, Size(s))

Reml(s) = Subseq(s, 2, Size(s)-1)

Remh(s) = Subseq(s, 1, Size(s)-1)

Size(New)=0

Size(Addh(s, j)) = Size(s) + 1

Empty(New) =T

Empty(Addh(s, j)) =F

Member(New, j)=F :

Member(Addh(s, j1),j2) = if j1 = j2 then T else Member(s, j2)

Replace(Addhl(s, j1),i, j2) = if i = Size(s) + 1 then Addh(s, j2) else Addh(Replacels, i, j2), j1)

Fetch(s, Index(s, j)) = j

xX=x=T :

Xzy=y=x

New = Addh(s,j)=F

Addh(s1, j1) = Addh(s2, j2) = (j1 = j2) A(s1 = s2)




