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ABSTRACT

This paper proposes a welcome hypothesis: a computationally simple device is sufticient for processing
natural language. “fraditionally it has been argued that processing natural language syntax requircs very
powerful machinery. Many engincers have come to this rather grim conclusion: almost all working parsers
arc actually Turing Machines (I'M).  For example, Woods specitically designed his Augmented Transition
Networks (ATNs) to be Turing Equivalent.  1f the problem is really as hard as it appears, then the only
solution is to grin and bear it. Our own position is that parsing acceptable sentences is simpler because there
arce constraints on human performance that drastically reduce the computational requirements (time and
space bounds). Although ideal linguistic competence is very complex, this observation may not apply directly
to a real processing problem such as parsing. By including performance factors, it is possible to simplify the
computation. We will propose two performance imitations. bounded memory and deterministic control, which

have been incorporated in a new parser YAP.
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1. Introduction

"I'his‘pzipc‘r proposcs a welcome hypothesis:: a computationally simple. device! is sufficient for processing
natural language. ‘T'raditionally it has beer argucd. that processing naturali language syntax requircs very
powerful machinery. Many engineers Rave come to this rather grim: conclusion; almost all working parsers
are actually ‘Furing' Muchines (I'M).2 For:example, Wuoodsispecifically designed his. Augmented Trapsition
Networks (ATNs) to be 'Furing Equivalent.

(1) "ltis well known (cf. [Chomsky64]) that the strict context-frec grammar model is not an adequate
mechanism for characterizing the subtletics iof. natural languages ..., When conditions and actions,
are added to the ares, the model atains the power of a 'I},ur,ig\,g,;ch‘h‘i’n‘c, ;ulm()ll'gh'_lllc basic
opcrations which i perfors are “natural’ oncs.for language. analysis. :‘!Jé’il_\zg,\thcsc conditionS and
actions, the muodel is-capable of performing the cquivalent of transformational analysis without
the need for a separate transformational eomwwcm.;'jw;)ods;{of ‘ ‘

1f the problem is really as hard as it appears, then the only. sqaliuj,tion is to !,grin‘ aﬁd bear it. Our own position is
that parsing acceptable sentences is simpler because there are cbnslréints on humun performance that cxclude
all the “harder” cases. A reil ph’r'scr can take advantage of these performance constraints (e.g. limited
mcmory) so that it can be sunplcr and morc cfficient than ' Woeds™ idgal'model which is designed to parse the

entire compctcncc grammar.

1. Throughout this work. the gomplexity notion will be used in its computational sense as a measure of time and space
resourees required by an optimal provessor. The term. will pot be usbd in the ln;gulsllt sense (i.c. the size of the grammar
itself). In general. one cun trade one off for the other, which leads to considerable confusion. The size of a program
(linguistic complexity) is typically m\uml) related (o lhc puwcrof 1hc1nurprcluf (computational complexity). This point
is discussed more thoroughly in chapter 6.

2. It is importam o distinguish compuaiional aqmpleulv (unu, and spiice boupd,x) from computational cluss (finite state
FS. context free CF. contest sensitive CS. furing muachine TM). A grummar that duscribes a kirge class is generally more
difficult 1o process than a more tightly constrained grammir. For-exaniple) FS! giamars can be parsed. with bounded
space: all others consume unbounded space. Similar commients probably hold for time complexity, too (though the proof
is an open problem.) That is. FS grammirs can be parsed in lincar tinie, whereas CF grammars probably require more
time in the worst case, ‘

3. In fairness to the ATN and Transformational 7. mar, it shoukd be noted that there have been efforts to reduce the
generative capacity.  For example, Kaplan (personal communication), [Woods73] and [Peters and Ritehic?3] discuss:
various restrictions 1o assure decrlabitity. Unfortunalely, this move is not sufficicnt (o guarantey efficient (e.g. polynomial
time) processing: parsing decidable grimmars may be effecrive, but it is hardly efficient..
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1.1 The Competence/Performance Dichotomy

The approach crucially depends on performance constraints to shrink the scarch space of possible dcrivations.
Formerly engincers such as Woods attempted to model gompetoncc without. pcrﬁ)fnmncc constraints, and not
surprisingly, they found they aceded inordinate resources to. do so.. ‘We suggest that a real processor
incorporates both competence (grammar) and performance (time and spa;:c).C()nstrglinis, Hence it is possible
o build a small cfficient processor by exploiting the performance model. . This is particularly clear from

Chomsky's original description of the performance/competence dichotomy.

(2) “Linguistic thcory is concerned primarily with an ideal speaker-listener, in a completely
homogencous speech-community, who knows its language perfectly and is unaffected by such
grammatically irrelevant conditions as memory limiations, distractions, shifts;of attention and
interest, and errors (random or characteristic) in applying his knowlcdge of the language in
actually performance ... We thus make a fundamental distinction between compelence (the
spcaker-hearer’s knowledge of his language) and performance (the actual use of language in
concrete situations).” [Chomsky65, pp 3-4, italics added]

‘The proposed model is more cfficient and more restrictive than Woods® ATN, It is more cfficient because it
doesn’t have the resources to waste and it is more restrictive becausce it docény'ty have the resources to explore as
many possibilitics. For example, therc are some sentences which will rcquiré a very long time on an ATN;
our model will reject these sentences as unacceptable (not in the performance model) because it doesn’t have
the time to figure it out. We belicve there are two reasons for rejecting sentences; a scntence may be
ungrammatical (excluded from competence) or it may be unacceptable (excluded from performance).? The

term acceptable was coined by Chomsky to refer to:

(3) "... utterances that arc perfectly natural and immedidtely compfchensiblc without paper-and-
pencil analysis, and in no way bizarre or outlandish ... The more acceptable sentences are those
that arc more likely to be produced, more casily understood, Icss.cluxﬁsy, and in some scnse more
natural. ‘The unacceptable scntences one would tend to aveid and replace by more acceptable
variants, wherever possible in actual discourse.” [Chomsky65, pp. 10].

4. This position should be distinguished from Kaplan's hypothesis (personal conununication) that the processing
grammar is identical 1o the competence grammar. We suggest that there are some extra-grammatical factors (c.g. memory
limitations) which distinguish the two.
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Acceptability is assigned independently from grzmmaucality: the four logical possibilitics arc illustrated by
@3

‘ (4) Itis raining.
#Tom figured that that Susan wanted to (akc thc cat gut bmhcrcd llctsy out.
*Ihey am running.
* # Tom and slept the dog.

o

Chomsky formulated this distinction in order to seprate-ierolevant processing constraints (c.g. limited time
and spacc) from the grammaticality questions which he has been studying. Our hypothesis that a simple
device can process language, is then, by definition, a hypothesis about the pcrtorm.mcc model. Acceptability

judgments will bear crucially on the matter.®

The pmblcm is to dcsign a parser that approxmmles compctcncc ‘with |‘¢d|ISlIC resources.  Unacceptable
sentences should be excluded because they rcqunrc mordmatc rcs«mrccs o process; ungrammatical scntences
should be rejected because they violate compctcncc |dcal|mdmls‘(nr‘aiﬁprbk?matmns thereof). “The design

criteria arc summarized below;

(5) What arc some rcasonable performance appmxumtuamﬂ -
(6) How can they be implemented without sacrificing Imgulstlc gcncrahmuons"

1.2 The FS Hypothesis

We will assume a severg processing limitation on available short term memory (STM), as commonly
suggested in the psycholmgunsue ||tcraturc (F m/lcr?‘)] [h’ancr and l-odur78] [Cowper76), [Bresnan78),
[Kimball73, 75} [Chmxskyél]) lcclmncally a machmc wuh llmltccf mcmory ns a ﬂmlc state machinc (FSM)
which has very nice compu tauondl propcmes whcn cmnpart!d toan arbumry l”M Most importantly, a FSM
requires fess time and space in the worst casc. Ihcrc arc sumg mhcr adva,magcs wluch we have not explored

5. These examples arc taken from [Kimball73). A bash niwk (#) is used 10 mdlcale un.uupmblhly, an dhlt.l‘lsk (*)is
used in the traditional fashion: W denote ungrammaticadity.

6. Just as Chomsky -ideatized gramimaticality -from - her unuplamgd irrclevant factors. it will be useful to idealize
acceptability. In this-work. we are:mostintercsied. in lime nd spiwe btluv’or in the Jiniit as sentences grow: we will not
address borderline cases where jedgments wond. Lo be extramely , varible. flus move is ()ﬂCll taken in complexity
arguments which study limiting growth, but ignore constants (borderline cases).
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in detail. For example, it is casier to run a FSM:in reverse. This may have some important implications if one

were attempting to build a single model for both production and generation as suggested in [Kay75].7

When discussing certain performance issues (c.g. center-embedding).? it will be most uscful to view the
processor as a 1'SM; on the other hand, competence phenoniena (e.grwhjncwcy)? suggost a morc abstract
point of view. Because of a lack of TM resources, the processor cannot litcrally apply rules of competence;
rather, it resorts to more computationally realistic approximations. Whenever ¢otnpetence idealization calls
“for inordinate resources, there will be u discrepancy between the compglcnu: idealization and its performance

realization.
1.2.1 Center-cmbedding

Chomsky and Bar-Hillel independently showcd that (arbltranly deep) center-embedded structures require
unbounded memory [ChomskyS‘)a b] [Bar-lhllcl(xl} [I angcndocn75] As predicted, center-cmbedding is

severcly compromised in perforinance; it Quickly bccomcs unacccptablc cven at rdauvcly shallow depths.

(1) #[The man [who the boy [who the students recognized] pointed out] is a fricnd-of mine]

(8)  #[I'he rat fthe cat [the dog chased] bit] ate the chéese:]

7. Triviatly all physical machines are Fsz The FS h)pulhcsn is mlcrusung lhough hecause the memory limitation is
su severe (e, two or three cladses) that it is a crucial issue i 'm; iy ‘practicibsituations.: Similar comments can be made
about modern computers, “Most engineess wotld wadel a L)pu,«l l.m?c wmpulcr syslun us a TM. However, it would be
hard o think of a computer as a TM if it had only 1 bit of memory. How mich memory does it take before a FSNFis best
modeled as a TM? Thie answer may depend on ‘the curréit pirice ‘ofmemory. What once seemed unrcasonable, may not
be so unrealistic oday. ‘
8. A cenier-embedded sentence contains an embedded clause surrounded by Texical material from the higher clause:
L x[ v whare both x and v contain lexical material.
9. Subjacency s a formal linguistic notion which tonstriins the fipplicability uf a transformation. (Informally, subjacency
is a tocality principle: all tinsformions must be local W a single. eyelic sode-(eg: dause) or to two adjacent cyelic nodes.)
We offer subjacency as an example of a compétence idealization. - In gencrals though, i isextremcly difficult @ prove that
a particular phenomenon is necessarily @ matter of competence:: We have no-proof that subjacency is i competence
usmiversal, and similarly, we have no proof that center-cmbedding s a pmcmlg undversal,  Our assessments are most
plausible. though conceivably, they might be incorrect. : :
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A memory limitation provides a very attractive account of center-embedding phcnomcna (in the Iimit).lo

(9) "This fact [that deeply center-cmbedded sentences are unacceptable], and this afonc, follows from
the assumption” of finitcness of memory (which no one, surcly, has cver questioned).”
[Chomsky61, pp. 127) S '

1.2.2 Respectively -

What other phenomena follow from a memory limitation? Center-cmbedding is the most striking cxample,
. 4 o R . LR .

but it is #nos unique. There have been many refutations of FS competence models: cach one illustrates the

point: computationally complex structures are unacceptable. Consider the respectively construction!! which is

'

notorious for its crossing dcpcndcncics.]2 As predicted. it too becomes rapidly unacceptable.

(10) John and Jack knew 'Tim and Mike, respectively.
Yohn, Jack and Sam knew Tim, Mike and Rob, respectively.
MJohn, Jack, Sam, and Tom knew 'I“im. Mike, Rob and Bill, respectively.
MMNohn, Jack, ..., San, and Tom knew Tim, Mike, ..., Rob and Bill, respectively.

1.2.3 Lasnik's Noncoreference Rule

Lasnik’s noncorcference rule [1.asnik76] is another source of cvidence.3 “The rule observes that two noun

phrases in a particular structural configuration are noncoreferential.

10. A complexity argument of this sort does not distinguish between a depth of three or a depth of four. 1t would require
considerable  psychologicat - experimentation 10 discover the peegise limitations. . This account  predicts that all
center-embedded structures eventually become unacceptable although it is possibie that certain constructions become
unaceeptable more rapidly than others. For example. [Cowper76] has found some differences between relative clauses
and complement clauscs.

TL [Bar-Hillelod] argued that respectively proves the competence model is not CF. 1t has been widely suggested that
respectively is really a semantic issuc which shouldn't concern syntax, Although this point is well taken, there are
numerous analogous constructions (Duteh verbs [Huybregts7o). Swedish wh-movement. and Mohawk [Postaled]) which
posc the same problem. 15 all of these arguments are mistaken and’ grammar is in fact only CF. then it is even easicr 0
defend the FS Hypothesis. (Only center-embedding would have to bé exduded )

12. Crossing dependencies are beyond CF complexity, The proof uses the pumping lemma. [Huybregts76]

13. 1t can be argued thut this rule is not a syntactic rule and lience itis irrelevant lo the FS hypothesis.  Actually. we
believe that the FS hypothdsis'is more general; it applies at alf levels of dinguistic processing, not just the syntactic
component. .
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(11 The Noncoreference Rule: Given two noun phrases NPI, NP2 in a sentence, if NPl precedes and

commands!™ NP, and NP, is not a pronoun, then NP and NP, are noncorefercntial.

For example, cach John in (12) must refer to different people. since the first John both precedes and
commands the second. This rule has unbounded consequences; it applies cven when there are an arbitrary
number of clauses between NP and NPZ' Conscquently, unbounded memory is required to process the rule;
it becomes harder and harder to enforce as more and more names arc mentioned.  His rule is part of a
competence model; in performance, it secins necessary to approximate the rule. As the memory requirements
grow, the performunce model is less and less likely to establish the noncoreferential link.  In (12), the
co-indexed noun phrases cannot be coreferential.  As the depth increases, the noncoreferential judgments

become fess and less sharp, even though (12)-(14) arc all equally ungrammutical.15

(12) *#1Did vou hear that Johni told the teacher that Johni threw the first punch.
(13) *72Did you hear that John; told the teacher that Bill said that Johni threw the first punch.
(14) *71d you hear that J()hni told the teacher that Bill said that Sam thought Johni threw the first

punch,

Ideal rules of competence do not {(and should not) specify real processing limitations (c.g. limited memory);
these are matters of performance. (12)-(14) do not refute Lasnik’s rule in any way; they merely point out that

its performance realization has some important empirical differences from Lasnik’s idealization.
1.2.4 Convergence

Oun the other hand. there are idealizations which can be realized in performance without approximations. For
csamples it seems that movement phenomena can cross unbounded distances without degrading acceptability.

Compare his with the center-cimbedding and respectively examples previously discussed.'®

Vb Tntomnndly . a phrase precedes phirases o s right, For example. x precedes yvins o x ..y .o A phrases conmmmands
phees o subordmate chwses, That s, X communds cach v in: [s U [5'“ Y] [5"')2 oo Sce [Lasnik76] for more
dhiscussion.

PSOSom etormants report that they noticed noncoreference, but chose o ignore it in the more complex cases. This
secss coonnthiod with our account that 1 is oo difficalt to estiabhish the noncoreference links.

th We capdierd nsed the sime verbs o ilfustrate the reeursive nature of these constructions. They would be more

s tcath woeptatde B used different verbs,
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(15) There scems to scem ... to be a problem. o ' R -maove-hp
(16) What did Bob say that Bill said that ... John liked? i ._ move-wh

We claim that center-embedding and respectively demand tinBounded résoufecs whercas movement has a
bounded cost (even in the worst case).!” We will argue in chaptefs'S, 6 and 8'that a machine can procéss
unbounded movement with very limited resources. Moypmcnt phcnomcn.a (unllkc ccntcr-cmhcddmg) can be
implemented in a pcrﬁ)rmanu mudcl without a,y:roxmmlmh It isa wclwmc rcsull whcn pufommncc and
cumpc(cncc happen to umvcrgc as m (hc movcmcnt casc; lhcrc wnll be no cmpmml dnf’fcncnccs between the
ndcallmtmn and |ls realization. Howcvcr there is no logmal ncccwty th.u pcrfunn.mcc dnd (.ompctcmc will
ullmmtcly converge in cvcr) arca. lhc FS hypo(hcms |f corrccl would ncccsslmlc compromlsmg many

compclcncc idcalizations. 18

1.3 “The Proposed Model: YAP

Some psycholinguists believe there is a natural mapping from idcal competence onto a realistic processing
model. This hypothesis is intuitively attractive, even though there is no logical rcason that it nced be the
case.”? Untorlunatcly, the psychulmgmstnc literature docs not prccncly dcscnbc a mappmg which is
cunsnwnt wnh our FS hypothcs1s Wc havc |mplcmcnicd a!parscr (YAP) wlnch bchavcs Ilkc a complex
compctcncc model on acccptablc cascs, but falls w palsc morq dlfhcutlt unacccpwblc sentences.  This

Cyges oo

pcrform.mcc model Im)ks very similar to thc morc complcx competcncc machmc on acccptablc sentences

17. The human processor may not be optimal. . The functional argument, uhscr\ecs that an_oplimal processor could
process unbounded movement with bounded resources. This should encourage further investigation, but it alone is not
sufficient evidence that the human processor has optimal propevties, 0wt o DS

We claim movement will never consume more tlum a boundcd cos,; the msl1 g§ mdepcndcm of the length. of the
sentence. Some movement sentences may be casier “than others.  For ‘example, there is wnsndcmblc experimental
evidence suggesting that subject relatives (a) are easier than object relatives (b). : :

(a) | saw the boy who liked you.
(b) | saw the boy who you tiked.

However. we believe the difference between (a) and (b) is independent of their lengths.

18. We have given only three examples: center-cmbedding, Lm.s.smg,dupmduuu,s and. noncorcference although there
are many more. Center-cmbedding and crossing dependencips. wers, mw;dqd 10-be illustrative of structural limitations;
noncoreference is typical of interpretive rules (such as pronominal binding).

19. Chomsky and Lasnik (personal conynupication) have cach suggested that the -competepce model might gemmlc a
non-computable set. If this were indeed the.case. it wonld! .com ynlikely, tht there could.be a mupping.

20. Chart parscrs (such as GSP [(Kaplhin?3]) do not sutisfy, our requirgiments for a psychologically. realistic mapping since -
they. are inconsistent with our FS hypothesis. 1is not degp how chart parsers can geount: for the evidence in favor of the
FS hypothesis.
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cven though it "happens” to run in severely limited memory. Since it is a minimal augmentation of cxisting
psychological and linguistic work, it preserves their accomplishments, and in addition, achicves computational
advantages. Chapter 2 will discuss the particular augmentation which allows YAP to conserve memory, and

hence reduce complexity to that of a IS machine.

‘The basic design of YAP is similar to Marcus' Parsifal [Marcus79], with an additional limitation on memory.
His parser, like most stack machine parsers, will occasionally fill the stack with structures it no longer needs,
consuming unbounded memory, To achieve the finite memory limitation. it must be guaranteed that this
never happens on acceptable structures.  ‘That is, there must be a "forgetting” procedure (like a garbage
collector)?! for cleaning out the stack so that acceptable sentences can be parsed without causing a stack
overflow,  Everything on the stack should be there for a reason; in Marcus' machine it is possible to have
something on the stack which cannot be referenced again.  Equipped with its forgetter, YAP runs on a

bounded stack cven though it is approximating a much more complicated machine (c.g. a PI)/\).22
1.4 Closure Strategies

The forgetting (closure) notion is crucial to this thesis; it cnables YAP to parse unbounded structures with

2 There arc two closure procedures mentioned in the psycholinguistic litcrature:

only finite memory.
Kimball's carly closure [Kimball73, 75] and Frazier's fate closure [Frazier79] |Frazier and Fodor78]. We will
arguc that Kimball’s procedure is too ruthless, closing phrases too svon, whereas Frazier's procedure is too
conservative, wasting memory.  Admittedly it is casier to criticize than to offer constructive solutions.
Chapter 2 will develop some tests for evaluating solutions, and then propose a compromise which should
perform better than cither of the two extremes, carly closure and late closure, but it will hardly be the final
word. The closure purzle is extremely difficult, but also crucial to understanding the scemingly idiosyncratic

parsing behavior that people exhibit.

21, The "garbage collection” analogy is not completely accurate. Garbage collectors return storage to the system when it
is known that 1t cannot be referenced again: closure procedures return storage when is it suspected that it will not be
referenced again,

220 A push down automaton (PDA) is a formalization of unbounded stack machinges.,

23, Bounded memory was the original motivation for closure. Some closure formulations are heuristic: they close a
phiase betare 1Uis Arown that the phrase in question cannot be referenced again. Theoretically, though. closure need not
b heurstics it is possible for a FSM o parse non-center-embedded CF structures without heuristics. We have opted for a
heuristic formulation which appears 1o more practical (as we will arguce in the next section).
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1.5 Marcus' Determinism Hypothesis

‘The memory constraint becomes particularly intcresting whgn it is,comb,ipcq_ wnth ,Jajcpn:_tml constraint such as
Marcus' Detorminism Hypouhesis {Marcus79), “The Determigisyn Hypothesis claims that once the processor is
committed W a particular path, it is gxremely difficult t select an altcrnative, For example, most readers will
misinterpret the underlined portions of (17)-(19) and lhc'r'l,lgguﬁcﬁ cons;dc;ab!g d!mculty continuing. For this
reason, these unacceptable sentences are ofien called Gacden Pathg (GP). A»gr}}c_;‘lﬂn(_u;yv}iplitminnlgglonc fails to
predict the unacceptability of (17)-(19) because GPs donf;;gcgggr-ﬁlphggl vcg'g glc_gpl& V(V:md ‘hcmv:c: there ‘cxits a
FSM which could parse these GP sentences). Determinism offers an additional constraint on mcmory

allocation which provides an accawn for the da{az‘

(17) #The horse raced past the barn fell.
(18) #John lified 3 hundred pound bags.
(19) #_lgg_d,mg_umgmgms_ugwouldhclphlm

There have been many other attempts to capture: the same: intuitive ‘aotion. - Kimball's Processing Principle
[Kimball73], McDonald's Indclibity Stipulation [MclDonald79]), and Frazier's “"shunting” notion
|Frazier and Fodor78) arc typical cxamples from the psycholinguistic literature. ‘The “shunting” notion
assigns a high cost to backin‘g up past a phrasc:tha‘t; has beén “shunted™ from'one smgé to another.

(20) Indclibility: "Once a linguistic dccnsmn has bccn madc it cannot be retracted - lt has been
written with mdchblc ink’ ... It rcqulrcs every ChOICC made durmg thc producuon process, at
whatever level, cannot be chzmgcd once ll has bcen rhadc - choic’cs mii‘st'bc ﬁ\ad‘c ‘correctly the
first time.” [Mtl)onald79 pp. 16] : Ponil

(#3)) "ugmlg S_g_gn (Eu;mﬂg) When a phrasc is closcd. 1t is pushcd down into a syntactic
(possible scmannc) proccssmg stage and dcarcd from shhrt “term mcmory " 1‘!( limbai{73 pp. 39]

F

e
v

24. There are other possible accounts which may be very similar 1 Mareus™ account.. For example, GPS arc oflen related
Lo backup in non-deterministic frameworks.” However, 1t iy not clewr bow such an account can distinguish backup on a GP
from backup on an acceptable sentence. One solution places 2 botd on backup to-enable the parser (o backup on the
acceptable seritences but not on GPs. T some senseé: this is very similar to Marouy approach: he provides a bound on
lookahead (anatogous 10 bounded backup) which:distinguishes GPs from doceplable seatences.
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Although the "determinism” notion is widely discussed in the literature, it is extremicly difficult to describe
preciscly. At first we believed the memory constraint alone would subsume Marcus’ hypothesis, thus
providing a precise independently motivated account. Since all FSMs have a deterministic realization,? it
was originally supposed that the memory limitation guaranteed that the parser is deterministic (or equivalent
to one that is). Although the argument is theoretically sound, it is mistaken.2® “The deterministic realization
may have many more states than the corresponding non-deterministic FSM. ‘These extra states are cxtremely
costly and lack empirical justification. They would enable the machine to parse GPs by delaying the critical
decision.”” In spirit, Marcus’ Deterininisin Hypothesis excludes encoding non-determinism by exploding the
state space in this way: it assumes that most cxploded states are not reachable in performance. This amounts
to an expanential reduction in the size of the state space, which is an interesting claim, not subsumed by FS

(which only requires the state space to be ﬁnitc).28

The forgetting procedure, which is the subject of chapter 2, will be "deterministic™; it will not backup or undo
previous decisions. Consequently, the machine will not only reject deeply center-embedded sentences but it
will also reject sentences such as (22) where the heuristic forgetting procedure makes a mistake (takes a garden

path).

(22)  # Harold heard [that John told the teacher [that Bill said that Sam thought that Mike threw the
first punch] yesterday].

Marcus™ Determinism Hypothesis predicts that some sentences would be garden paths (since the state space
cannot be exploded), but it alone does not identify which sentences are GPs and which ones are not. He
proposes a specific parsing model {Parsifal) to identify garden paths. Parsifal makes a single left to right pass
over the sentence. It has to decide what to do at cach point based upon a limited lookahead of three
constituents. According to Marcus, certain  sentences require more lookahcad to disambiguate
alys rithmically, and consequently, Parsifal has to guess what to do. 1n the garden path casc, Parsifal guesses

incorrectly.

250 A nov-deterministic FSM with nstates is equivalent 1o another deterministic FSM with 27 states.

200 1 o imdebted o Ken Wexder for pointing this out.

270 the ayploded states encade disjunctive alternatives (as observed in [Swartout78]).  Intuitively, GPs suggest that it
st possihle to delay the eritical decision: the machine has to decide which way to proceed.

T Marcns” hypathesis is necessarily vague because there is no clear way 1o distinguish an exploded state from a
prinsiive ~Lees without reference o o particular machine (grammar). The definition becomes more precise when state
assignmcnts areindopondently motivated (by linguistic generalizations).
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‘The three constituent limit is a very good description; all the garden path sentences shown above would
require a four constituent fookahead to disambiguate correctly, (23) illustrates Marcus’ account on a typical
GP. It would be acceptable if the machine looked ahead apother consgitucnt.??

(23) #7The horse [} raced] [ past] [3 the barn] [4 feti].

The three constitucnt story is not a complete explanation. Why ducs Parsifal guess that ruced is o main verb
and not a participle? ‘The main verb interpretation is apparcntly the unmarked (preferred) case. Would it be

possible to have a language where the participle reading was the unmarked casc? o
1.6 Frazier's Principles

Frazier [Frazier79] [IFrazier and Fodor78) has attempted to deseribe the unmarked ihtcrprcmtiuns. She has
propused two.principles which arc presumably universal. ‘Tiere is an‘intuitive finctional motivition for these
principles; they appear to require fewer resources (memory-and backup) than the afternatives. Frazier has

provided considcrable experimental cvidence as ompiricaf verification.

(24) Minimal Attachment: Attach incoming malerial into the phrase marker being constructed using
the fowest nodes.consistent with the wel-formedness sules of the language.

(25) Late Closure: When possible, attach inéoming material intol the clausc or bhrasc currcntly being
parsed.

HEE

29, n practice. the lookahead will consist of noun phrases and single -words: the machine docs not, for example, build
prepositional phrases in the lookabead buffer, Unfurlunau.ly this is Lmual o Marcus™ account of the GP phenomena;
Parsifal dous ror anulyze sentence (23) us. The horse [ racéd] [2 pml the burn] [; jbl” If it dld then it would be able to

disumbiguate the sepience.
There are some other problems \Vllh this account. For t.xam(plc malu‘ml after the (lurd constituent shouldn’t affect,
the judgments, and yet, the sentences below scem to'be more .u‘cpwblc than (23).

The horse raced past [3 the burn] fell down.
The horse raced past [3 the barn] stumbled.

We have no explanation for this data.  Nevertheless, Marcus™ account is the best description in the literature: we will
accept it for the time being despite ils problems. :
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Frazier's position is basically compatible with Marcus™; Wer principles define the unmarked actions when
there is insufficient lookahead to be certain. Late Closure, which is relevant to the discussion on forgetting, is
central to chapter 2; Minimal Attachment is the topic of thaptér4. "There are some (rare) cascs where the
principles fail to find a correct parse on the first pass, furcmg backup in her non- dctcrmmntlc framework.
These will be interpreted as marked "counter-cxamples” in uui' dctcrmlmsllc FS framcwmk ® we will .\dd a

few marked rules to cover the exceptions.
1.7 Capturing Generalizations

Having laid out the basic framework (limited memory and determinism), it is worthwhile to gain some
breadth. YAP has encoded a competence model strongly resembling the recent work of Bresnan and Kaplan
[Bresnan78], [Bresnan80], [Kaplan and Bresnan80]. They use-two represcetations: a constituent structure and
a functional structure, The former deals with mother/daughter relationships whereas the latter is concerned
with grammatical roles (subject, object, ctc,) and syntactic features (case; tesise, person: number, gender, ¢tc.)
Chapter 3 discusses the YAP implementation of gonstituent strgctuire, and Chapter 5, the functional structure.

With the Bresnan-Kaplan representation system, it is relatively. straightforward te implemient many of their
analyses. Chapter 6 presents some typical lexical rules (raising and passive), thus capmr'mg many of the

gencralizations which were once believed to bc bcyond the capablhucs ofa FSM

ST

YAP also shares many propertics with Parsifal; it is possible to implement Parsifal-style transformations in
YAP. Chapter 7 implements auxiliary inversion and imperative using Parsifal’s approach. This demonstrates

an alternative method to capture the generalizations that were used to "refute™ the FS hypothesis.

There arc two classes of transformations which have been traditionally problematic for processing:
wh-movement and conjunction. . Chapters 8 and 9:-present:the approach takcn in~YAP. - Conjunction is
particularly interesting because it has never bccn lmplcmcnted ina Marcus style dctcnnuusuc parscr. Both of
these constructions pose many difficult problems; only some of these have been solved. However, YAP has

produccd some cxciting initial results, correctly pamng thc followmg scntcnccs.

30. She is crucially assuming a non-deterministic framework where the processor can buckup past certain crrors, In our
framework, we need some exceptional rules to prevent the processor from taking the wWrong path in the first place.
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(26) Which boys and girls went?

(27) Which boys and which girls went?

(28) Which boys went to the ball and took the jar?
(29) Which boys went to the ball and to the jar?
(30) What boy did Bill look at and give a ball to?
(31) Bob gave Bill a ball and John a jar.

(32) Bob saw Bill and Suc Mary.

(33) [ want Bill, Bob, and John to be nice.

1.8 Limits of This Rescarch

It has not been possible to study all issues relevant to parsing; we have touched on just a few of the many

intcresting problems. "This section will mention some areas for further study.

(34) Coverage

(35) Semantic Intcraction
(36) 1.cngth Bias (word count)
(37) Lexical Ambiguity

1.8.1 Linguistic Coverage

‘There are many constructions which will not be discussed; YAP is similar to Marcus’ Parsifal in coverage.
Both parsers handle a ‘fangc of fairly difficult phenomena, arc intended to handle robqstl)f alll ihtc;ac;ions

among these phenomcena, though neither parser has cxtensive coverage.  YAP docs npt'_p_qjljs'c‘ (38)(39), for

cxample.
(38) I am taller than Bill. e -.comparative

(39) "The duck is too old to eat. tough movement

We have nothing to say about the internal structure of noun phrascs such a$ (40). It would have been -

relatively straightforward to replicate Marcus’ approach.
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(40) anice man
a fallen leaf
*a given child

a hundred pound bag
# a hundred pound bags

1.8.2 Semantics

YAP docs very little semantic processing.  For cxample, YAP does not distinguish between. animate and

inanimate objects; (41) and (42) arc cqually parsable from YAP's point of view.

(41) Igavc Bill a ball.
(42) [ gavc aball Bill.

It is somewhat difficult to distinguish scmantics and syntax. YAP does check grammaucal rchmons (subjcct,
object, ctc.). (43) and (44) arc correctly distinguished because go and see take dlffqrcnt argumcnts.

(43) 1saw Bill.
(44) *1 went Bill.

We have not considered bound anaphora and quantifier scope as illustrated below.

(45) Bill saw hlmsclf o , ) ‘ ’ | bound anaphora
*H imself was scen. '
"Pach other were scen.
(46) Bill saw cveryone. quantifier scope

Everyone was scen by Bill.

1.8.3 Length Bias and Lexical Anbigaity

There are at least two other processing variables that scem to be relevant: ength and lexical ambiguity. Both
of these are extremecly difficult problems which have been widely studied clsewhere [Frazier and Fodor78]

[Milnc784,78b,79,80]. (47) provide somc cvidence that length (i.c. number of words) influences parsing
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strutcgics:” (48) illustrates some problems with lexical ambiguity.

(47) #The woman the man the girl loved met died.. L . length
MThe very beautiful young woman the man the gnrl loved met on g cryisc: ship in Maine dicd of
cholera in 1962,

Joe brought the book for Susan,
Joe brought the book that 1 had been trying to obtain for Susan.

(48) ‘I'hey were flying plancs. lexical ambiguity
‘I'he pupils were small, ' & '

Iove building blocks. .
Whatever they are building blocks the view.

All of these issues are extremely important topics for further rescarch.

31, This evidence is from [Frazier and Fodor78). Mml\ of it is highly controversial; there may. be alternative accounts.
Nevertheless, even if we can’t provide adeguate evidenge, n is nost playsible that length influences parsing strategics.
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2. Closure

YAP is essentially a stack machine parser likc Marcus' Parsifal with an additional bound on stack depth. This
chapter will deal with the stack allocation problem. Theré will be a forgetiing procedurc to remove finished
phrascs from the stack so the space can be recycled. ‘The procedure will have to decide (heuristically) when a

phrasc is finished (closed).
2.1 On l.eft/Right Biascs

If we arc going to count stack depth, we should be very carcful that stack depth corresponds to something
meaningful. We will assume stack spacc ought to be corrclated with the depth of ‘;ccmcr-cmbcdding.
Empirically, both left and right branching are relatively free in comparison wnth ccﬁtér-cmbcddinﬁ as
(49)51) illustrate.32 R o

32. This position is somewhat different from the “hold hypothesis™ [Kapkin75] which accounts for center-embedded
relative clauses but no other types of center-cmbedding. We believe that @l forms of center-embedding become rapidly
unacceptable even at shallow depths, For exampie, the following sentences from [Rich75] are unacceptable even though
there are no center-embedded refative clauses. We accept Rich’s argument that the "hold hypothesis” fails to account for
all of the center-embedding facts.

() #1 think [claiming [voting Republican] is immoral] is silly.
{b) #1 think claiming [the dog [that bit the burglar] is scarcd] is silly.

Natice that both feft and right branching have many “bunched up” bruckets. Lungendoen (personal communication)
has observed that "bunched up” brackets are redundant, and hence they can be deleted without loss of information. In a
sense, the FSM manipulates the resulting representation., _

Alternatively, one might view the brackets as corresponding to stack instructions. An open bracket ([) is analogous to
"push™ and close (]) is analogous 10 “pop”.  Deleting brackets corresponds Lo optimizing stack operations (e.g. tail
recursion [Steele78]). Just as "bunched up” brackels suggest a redundancy, a sequence of "pop” instructions in the logical
flow of a program indicutes wasted stack space.

One can view closure as deleting brackets. ke tail recursion, o optimize stack usage. In left and right branching, it is
pussible 1 delete the "hunched up” brackets, and henee, bound the maximum stack depth. This fails (0 bound memory
requirements in center-ecmbedded cases where there are no "bunched up*-brackets~to defete.  Chomisky's proof
fChomskyS9a.b] is a formalization of this intuition; ccntcr-cmbcddipg .cannot._be optimized  because it requires
unbutinded memory (there is 10 way 1O convert a slrit‘!ly'CF ’ggﬁiniiﬁu; into a F\S'gmiiimar). On the other hand, it is
possible to optimize non-center-cmbedded structures because they wre' £ équivatent.” Co ‘
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(49) [lfThe man)'s oldest brother]'s best friend]'s'sister] ... = = " lefi
(50) #[1'hc man [who the boy [who the studcnits recogittz¢d] pointed out] is a frienid of miinc)]  center
(51) [I'he students recognized the boy [who pointed-out Wctridi{Whe ®afriend of minc.]J} right

Although we consider left and right branching structurcs to be cqually casy to parse, there 'hm_{cub‘cqn
psycholinguistic models with a left/right bias. For example, Yngve [Yngve60) suggcstcdﬁtl‘mt Ic’l‘t‘ bfalr;:hing
was more difficult than right branching because left branching .is. extremely. difficult for_a lef-to;right
199 g!()w 1 parscr. i However, thc dual “argument Lould have been wsed to; argue, agamsL rlghL branching
rlght bmnchmg requircs unbmmdcd mcnié}y bccaubc Chomhky ,showqi that uuu-cqnts,r-cmbcd,dcd (.l*
structurces (c.g. Ieft and right branching and combinations thercof) could be processed with a ﬂmtcxsta!c
machine [Chomsky59a,b]. On the other hand, ccntcr-cmbcddmg is provably difficult because it rcqunres
unbounded memory; it cannot be processed by a FSM.M# v/ o e ‘ b

It is possible that human processing is not optimal in this way}ithere: nvight in. fact be a left/right bias even
though there is no computational motivation. The rescarch stratcgy taken hcre wnll mvcsugatc thc optnnal
methods fi rst /\lthough cumputatlonally optlmal pruccdures are not neccssanly the ones pcople do m fac(

RN H ~g P

use, thcy are llkcly candidates for further rcscarch

One might arguc as Yngve has, that English has a‘icft/tight’ bias éven’ though no one has found a
computational motivation, F:fact; it is-very difficult to find scceptable'léft Branching clauscs in English.
There doesn't seem to be an acceptable ieft branthiﬂg‘p&i‘ﬁbhi‘&‘df(ﬁ) it Bnigitsh, as (53) and (58) Mustrate.
Yngve's left/right processing bias is certainly not universal to all languages because thcrc arc languagcs
(c.g. Japanesc) where Icft branching is just as productive as nght branching is in l':.ngllsh ancc ;hc lcﬂ/nght

asymmetry in l-nghsh is language specific; it does not indicate a bias in the human proccssmg system 35

33. For example, left branching is infinitely - difficult Gimpossible) for an 'L1(K) parser. 1t also daused the Huyrv:nrd
Syntactic Analyzer (HPA) [Kunoo6) considerable problems.

34. There have been arguments for-a feft/right asymiinotry ‘based onthe assamption that ‘human processing is an_ng
(Iefi-to-right). Chomsky’s 1959 proof shows that these arguments are invalid.

35. We know of no linguages which have bothydeft and right bismiching claiiscs. Thls gemmllmuon is uncxplained if it is
indced universal.
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(52) ltis interesting that it is indeed true that John likes Mary, - - right branching
(53) #'That that John likes Mary is indeed true is interesting,
(54) #John’s liking Mary's being indegd truc is interesting.

2.1.1 Kuno's Account

Why do clauses tend to branch toward the left in Japanese and toward the right in English? Although there
arc no known cxplanations, Kuno [Kuno72] {Kuno74] ptovides a very attractive functional account of a
related phenomenon: [Greenberg63) noticed that VSO I«mguages are plcpmmon;ﬂ (nght bmnchmg) and
SOV arc usually postpositional (fcht braw.hmg) (KUnos .mcoum does not apply in SVO languagcs like
English.)* s

(55) Universal 3: Languages with dominate VSO order are: always prepositional.
(56) Universal 4: With overwhelmingly greater than chance frequency, langudgcs with normal SOV
order arc postpositional. {Greenberg63]

Kuno observed that Grccnbcrgs principles happcn to be opumal lf a languagc violated Grcenbcrgs
principles then it would be more prone to ccntcr—cmbcddmg and cunscqucntly more difficult to process.
Considcer the casc of relative clauses. Kuno observed that rclanvc clauses should prcccdc the head noun
phrase in SOV languages and follow the head. in. VSO language in order- to avoid center-cmbedding. - This is
very casy to demonstrate.  Examples (57) and (58) obey Kune's gbscrvation.and avoid center-cmbedding; all
violations do in fact center-embed as (59) and (,6())-illus(.ratt:.38

(57) [s2 0, V, thatl$; 0 V)  notcenterembedded

(59) S, [that S,0,V,10, Vy | center-embedded

36. 8. ¥ and O stand for subject, verb and object. A VS0 language hys the pr;:dum;wal word order: verb, subjccl.
object. e

37. [Frazier80] gencralizes Kuno's argument 1o apply. o SOV Idngu.q,c, (hough ht.r assumplions are somtwhai more
open to dispute,

38. Regall that a center-embedded clause has lexical nuaterial on l)otb sulcs of it In this casc,. the center-embedded
clauses are surrounded by an S and an O,
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Furthermore, notice the complementizer that falls between the head noun phrase and  the. relative clause.
'This also happens to avoid center-embedding. ‘The alternative would bracket the relative clause between the
head noun phrase and the complementizer, forcing contér-embedding. ‘Hente, complementizers will precede
relative clauses in VSO languages (universat 3) and follow refative clauses in SOV fanguages (universal 4). By
avoiding center-cmbedding inthis way, we have converged on somic of Grccnbcrgs principles. [KunoT4]
shows how this rcasoning can be applicd to some other construetions.

This does not explain why languages are:this way, but it is an atisactive ageount which should motivate further
rescarch to verify Greenberg's empirical observations.  Furthermore, - Kupo's argument. has no left/right
asymmetry; only center-cmbedding is considered costly. It scems that center-embedding is universally

difficult whercas left/right biases arc language specific conseguences of the'centér-embedding universal.
2.2 Closure Specifications v

We will assuime the stack depth should be correlated with the depth of center-embedding. It is up to the
forgetting procedure to close-phrases and remove them from thé stick. so only center-cmbedded phrases will
be left on the stack. “The procedtire could err in cither oftwo diroctions; it'Gould be overly ruthless, cleaning
out a node (phrase) which will later turn out to be uscful, of it ¢outd be vovicrly conservative, fh’llowing its
limited memory to be congested with unnccessary information. iﬁfﬁ“éﬂi“th’crla;c “the b’amcr will run into trouble,
finding the sentence unacceptable. We have defined the two typcs of érrors bclow We will argue that

Kimball's Karly Closure is prematurc and Frazier's 1 ate Closure is incffective.”

(61) Premature Closure: 'The forgetting procedure prcmaturcly rémovcs phrascs that tum out to be
necessary.

(62) Incffective Closurc: The forgetting procedure docs not rcmovc cnough phmscs cvcntually
overflowing the limited memory.

39. Thesc definitions happen to have a functional fluvor. We use the functional aotion "machine” interchangeably with
the algebraic notion "grammar”. Our definitions should not be taken literally: we do not mean to imply that there is a
forgetting procedure in the brain just because it might be convenient.. We are-merely suggesting that a forgeiting
procedure is a useful metaphor for modeling the computation that takes plage. :
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2.3 Kimball's Farly Closure

The bracketed interpretations of (63)-(65) are unacceptable cven though. they are grammatical. Presumably,
the root matrix®® was "closed off” before the final, phrase, so that the ;ahcrmliivc attachment was never
considered. Kimball is crucially assuining that closure is possible before.the daughters themsclves have been
completely parsed. Imagine that a node coriesponds to a collection of pointers to its daughters; it is finished
when all of the pointers are connected. ‘This does not require that the daughters themselves be finished. For
example, the node [ Joe figured 2]} is finished when a pointer is cstablishcd'to the node ["] cven though the

contents of {?] remain to be discovered.

(63) #Joc figured [that Susan wanted to take the train to New York] out.
(64) #1 met [the boy whom Sam took to the park]'s friénd.
(65) #'The girl; applied for the jobs [that was attractive];.

Closure blocks high attachments in sentences like (63)—(65) by remaving the rook node from the stack long
before the last phrase is parsed. For example, it would close the root clausc justbefore that in (67) and who in
(68) because the nodes [cump ;lmd and lcomp Who] are not immediate chlsqmcms of the root, The root
clauses would be frozen in the following configurations: [Tom said S,-[" in (67) and. [Joc looked NP] in (68).
Having closed the root, it shouldn’t be possible to refercace it again, In particular, nothing cls¢,can attach
directly to the root* "This model inherently assumes that memory is cestly and presumably fairly limited.

Otherwisc, there wouldn’t be a motivation for closing off phrases.

(66) Kimball's Early Qlusurg A phrase is closed as soon as possible, i.c., unless the next nodc parsed is
an immediate constituent of that phrasc [Klmball73]

67) [S ‘Tom said o
[s- that Bill had taken the cleaning out ... yesterday
(68) [S Joe looked the friend

40. A matrix is roughly cquivalent to a phrase or a clause. A matrix is a frame with stots for a4 mother and several
daughters. The root matrix is the highest clause.

41. We use an x-bar [Juckendoff77] notation. s (s bar) dominales s in embedded clauses (s--> comp s). 1L is also
important to notice that the s- in [Tom wd S-}is notcompletcely fi mshul |l i pussiblc 10 attach material w the embedded
- but not to the chsed root.

42, Kimbail's closure is premature in these examples since it is possible lo mu,rpru yesterday altaching high as in: Tom
suid [that Bill hud wken the cleuning out] yesterday.
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[s- who had smashed his new car ... up

‘There is a slight problem with Klmball‘s formulation which will becomc lmportant when we propose our own
proposal. ‘The unless clause should hav ¢ a sccund condmon to block clmurc until a phrasc has all of its
obligatory daughters. For cxample, taking Kimball's definition litcrally, s] (is The boy $) ---]) should close
before who in (69) because who is not an immediate constituent of sj- This would be a ‘mistakc because: s
docs not yet have a verb phrase. Closure should wait for all the obligatory daughters. IFor example, an s has
two obligatory daughters: a noun phrase and a verb phease: - Censequently, sy cannot close before who
because it doesn’t have its obligatory verb phmc,"

(69) [ The boy [, who the teacher always liked best).did something really awful.]

2.3.1 A Counter-Example

Allhough Kimball's motivation tb savé stack spacc is wcll-foundcd. the precise formulation makes an
incorrect prediction. M gf the upper matnx is really closed off, 1 then it shquldn t be possible to attach anyghing
toit. Yet (70)-(71) form a minimal pair whcrc the final consmuent attachcs low in.onc casc, 4s Klmball would
predict, but high in the other, thus providing a counter-cxample to Kimball's story. E vndcntly, the root was
closed prematurely. in (71) because it is possibie to-attach arotten driverto it

(70) Icalled [the guy who smashed my brand new car up). low attachment
(71) [Icalled [the guy who smashed my brand new car] a rotten driver. ~ high attachment

“43. A scun take a number of optional adjuncts and conjuncts.

44. We have a methodological suspicion about any (heory which predicts an unexpected asymmetry.  Kimbalf's
principles (as stated in [Kimball73]) have two such asymmietrics; his model is both top-down and right associative. 1t
happens that his predictions are busically correct for o right branching Lmguage tike English. but not for a feft branching
language such as Japancse {Cowper76. pp. 29-31). Kimball's principles conflate several phenomena, involving both
closure and language type. 1L ought to be possible (o doscribe the closure pln.munumn mdcpcndunl) of word order. An
ideal explanation would not distinguish between left and right, because sope kwgiages are lefl branching and some are
right branching. This is really a rather minor point though: reslating the facts in this way should pose no: particular
problems.
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Kimball would probably not interpret his closure strategy as litcrally as we have. Unfortunately computer
maodels are brutally literal. Although there is considerable content to Kimball's proposal (closing before
memory overflows), the precise formulation has some flaws. We will reformulate the basic notion along with

some ideas proposed by Frazier.
24 Frazier's Late Closure

Supposc that the upper matrix is not closed off, as Kimball suggested, but rather, temporarily out of view,
Imagine that only the lowest matrix is available at any given moment, and that the higher matrices are stacked
up. The decision then becomes whether to attach o the current matrix or to ¢lose it off, making the next
higher matrix available.  The strategy attaches as low as possible; it will attach high if all the lower
attachments arc impaossible. Kimball's strategy, on the other hand, prevents higher attachments by closing off
the higher matrices as soon as possible.  In (70), according to IFrazicr’s late closure, up can attach® to the

lower matrix, so it docs:; whereas in (71), a rotten driver cannot attach low, so the lower matrix is closed off,

allowing the next higher attachment. Frazier calls this strategy late closure because Jower nodes (matrices) are
closed as late as possible, after all the lower attachments have been tried.  She contrasts her approach with

Kimbaull's early closure, where the higher matrices are closed very carly, before the lower matrices are done.

(72)y Frazier's Late Closurc: When possible, attach incoming material into the clause or phrase

currently being parsed.

24.1 A Problem; Right Branching

Late Closure is an improvement because it does not close prematurely like Early Closure. Unfortunately, it is
too conservative, allowing nodes to remain open (not closed) too long, congesting valuable stack space. Our
compromise will modify Frazicr's strategy cnabling higher clauses to be closed carlier under certain marked
conditions. As late closurce is defined by IFrazier, right branching structurces such as (73) and (74) arc a real

problem,

45, Deciding whether o node can or cannot attach is a difficult question which must be addressed. ' YAP uses the
functional structure [Kaplan and Bresnan80] and the phrase structure rules. For now we will have (o appeal to the
reader’s intuitions.
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(73) ‘I'his is the dog that chased the cat that ran mer the rat that atc the cheesc that you fefiin the trap
that Mary bought at the storc that ..,

-{74) 1considcr cvery candidate likely to be considered wpablc ufbemg comsidered somewhat less than
“honest toward the people who ...

‘The problem is that the machine will cvcmually ﬁll up wnh unﬁmshcd malnccs unablc to closc anything
because it hasn't reached the bottom nght-most cl.msc Hcmc it wnll Imd thcsc nghl bnmchmg scmcnccs just
as unacceptable as ccntcr-cmbcddmg Pcrhdps Klmball S suggcst{mn is prcmmurc but H‘ancr s is mcﬁ'cctlvc
“T'he compromise solution will strongly rcscmblc l<r1/|crs Iatc closurc stratcgy except thcrc wnll be onc

marked case of carly closure to handle right branching structurcs.

Our argument is like all complcxlty argumcnts lt cunsndcrs (hc hmmng ,bchavnor as thc numbcr of clauscs
increase. Ccrmmly there are numerous othcr f'xctors whlch dcctdc bgrdcrl!nc cascs (3 dccp Lcntcr-cmbcddcd
clauscs for cxamplc) We have spccnﬁcally avmdcd bordcrlmc cascs bcc.lusc judgmcnts arc w dlfﬁcult and
variable; the limiting behavior is much sharpcr ln thcsc hmmng cascs though thcrc can bc no doubt that
memory limitations are relevant to parsing strategics. In particular, alternatives cannot explain why there are
no acceptable scntences with 20-deep center embedded clauses. The only reason is that memory is limited;
sce [Chomsky59a,b), [Bar-Hillel61] and [L.angendoen7$) for the mathematical-arguments.

! PR S

24.2 Analogies from L1(k) and, LR(K) Alaormm

Tt would help to abstract lhc cToSurc problcm in terms of formal pgrsmg algpn;hme Amung detenministic
parsing algorithms, I,L(k) pmmg corrcsp:mdsm the mﬂm pmble closing whcreas LR¢K) corresponds to
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closing at the latest possible moment.*® In L.1.(k), the machinc dccides to close before any of the daughters
have been attached, whereas an [.R(k) parser decides to close after all of the daughters have been attached.
Kimball's scheme is not quite as ruthless as F.1.(k); his parser closes after all but the last daughter has been
attached. Frazier’s scheme is remarkably similar o 1.LR(k), where the closure decisions arc made at the last
possible moment. Early closing schemes tend to be premature; they cannot parse as many constructions as
later clostng schemes. i particular, 1.1.(k) cannot parse left recursive expressions. [ater closing schemes tend
to be ineffective, wasting memory. An LR(k) parser will push all the input onto the stack in the worst case
(right branching).¥’ Closing carly reducces the parser’s capabilities whereas closing late increases the mentory
costs.*8

it might be noted here that Marcus® parser actually behaves very much like an [LR(k) parser in this rcspcct,49
and hence, like Frazier's scheme3® That is, it pushes the entire right-most branch (from the root to the most
recently read word) onto the stack, so that it never prematurely closes a nodce as an 1.1.(k) parser docs; on the

other hand, it will often waste stack spacc like an LLR(k) parser.

46, Recall that both T1(k) and 1 R(k) parse CF grammars on a deterministic stack machine (DPDA). L1(k) is purcly
top-down: the machine decides which praduction to expand (push onto (he stack) given the mother and the next & input
ssmbols. The stuck 1s popped when the next input symbol niatches the top of the stack. This discovers the left-most
derivation (for ambiguous grammars). LR(k) is the dual; the machine decides which production o reduce (pop off the
stack) given the next & input symbols and the previous state. Input symbols are pushed onto the stack when there are no
productions to reduce. LR(k) finds the right-most derivaiion,  11(k) is a predictive parser because it predicts expansions
top-downz LR(k) ts o shifi-reduce parser because it decides whether to shift (push an input symbol) or 1o reduce (pop a
production off the stack).

I (k) are optimal for purcely right branching structures: the stack grows infinitely on left branching structures (doesn’t
halt). wund hincarty with the depth for center embedding, but is bounded on right branching. 1R(k) parsing is the dual; it is
optimal for purcly left branching structures where the stack depth is bounded. On center and right branching, the stack
depth grows hincarly. LE(K) is not as general as LR(K). but it is more space etficicnt when it works. In our terms, LL(k)
parsers suffer from premature closure whereas 1R(k) parsers may require more memory (ineffective closure).

47 W mamory is cheap then TR(kY s very attractive. Currentdy several computer programming languages are parsed
with T R(k) techniques because the memory demands are tolerable, We are assuming that human short term memory
Imutations are far too severe for such extravagances,

8. [Kimbalf7S] makes a similar pomnt. e offers two comipromise points between LLkY and 1.R(k) and shows that the
corresponding kmguages are all properly nested. (Both compromises appear o be premature; the arguments are nol very

interesting.)

49, Marcus himself has argued this point on many occasions (personal communication),

500 Marcus had not been thinking about the closure issue. Nevertheless, his work forms an interesting data point among
the possible closure strategics.
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2.5 A Compromise

We have designed YAP to close late by id:cfaqh (like I;R(k). [qucr79] ;{nq {Marcus79}) with onc marked
exception to alleviate the mcmury.-k)ad,(in,ﬁic'rigtl:branchjng gase)?’: The marked case of carly closurc is
described by the A-over-A4 carly closure principle. 1t is very much like Knnhall s carly closure prlnuplc except
that'it waits for two nodes, hot jmt one. For examplé in (78, dur prmcnprc would close [} that Bill said 82]

just before the thatin S 3 whereas Kimball's scheme would closc it just before the rhar in Sz.v

(75) John sand [} that Iml said [2 that S.lm sald (3 that Jack ...

(76) 1he A-over-A SALIX g__um mw Given twy, pl)rgscs in, thc same catcgory (c:g. noun phrase,
verb phrase, clausc ete.), the higher closcs whcn ‘N‘ e, c!lglb;g f;pr K;mball closurc That is,
Q ) both nodes 2 arc in the samc catcgory (2) thc ncxt nndc p.lncd |s not an 1mnudmlc constltucnl

,,,,,,,,,

Ihls principle, which is more aggressive than Frazicr late clmurc cna‘blcs thc parscr to proccss unbounded
right recursion within a bounded stack by constantly closmg oﬂ' lluwcvcr it is not ncarly as ruthless as
Kimball's carly closurc, because it waits for two nodes, . which may alleviae the problems- that Frazer
observed with Kimball's strategy.

There are sumc qucstmns about thc bordcrlmc cascs whcrc Judgmcnts are cxtrcmcly v‘mablc Although the
A- ovcr-A carly closurc pnncnplc m.ukcs very sharp dlstmcuons, bo[dcrlmc qascs are oﬂcn qucsuonablc Sce
[C()wper76] for an ama/mg collcctmn of subtle judgmcnts that confound every proposal yet made. However,
we think that the A-over-A notion is a step in the right direction; it has thc dcsnrcd hmmng bchavnor.53

although the borderline cases are not yct understood. Chomsky comes to a similar conclusion:

S1. Farly closure is very simil.ﬁ to a compilgr eptimizatiyn called kil meyrsion. which converts right recursive
Cxpressions into iterative ones. thus upumvmg a.ud USIBC. (..llmplk.f\ would perfarny.optimizations only when they can
prove that the slruuurc is right recursive; the A -uvu‘-A clusurc pnqqpklﬁ somewhat heusistic because the structure may
turg out o be cenle r-c,mbcddcd. :

52. A node can’t chose until it knows who ils mnlhu is. Tlu.\ is mnpo;j.uu bemuaq Qlkls p(mblc in YAI’ 1o build nodcs
bottom-up. They mu,hl have Al lhcny daughters, but nol their mother,  Scoondly. we assume the oot docsn’t have a
mother and hence it cannot close, Tlm wnll have sonw mnpurt.ml implications as we will sce.

53. Notice that an A-over-A-over- -A pnnuplc would aloo have the siupe limiting behavior.  In general, if there are n
calegorics, an A-uvu-A principle . would limit the stack depth 10 2n (in. the. right: branching case) whereas an
A-over-A-gver-A prmuplc would limit the (h.plll 10 3. Ths. difference (between 2 i 3) is o conslanl which cannot be
distinguished by a complexity argument of this sort. 1t is an. copirical question which ispreferable.
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(77) "Obviously, acceptability will be a matter of degree, along various dimensions. Onc could go on
to propose various operational tests to spccnfy the notion more preciscly (for cxamplc rapidity,
correctness, and uniformity of recall and rccogn‘m(m niirm‘llcy of mmnamm) For prescnt
purposes, it is unnocessary to delimit it more carcfully.” [Chomsky65pp. 10]

We are still experimenting with the YAP system, looking for a more complete solution to the closure puzzle.>*
2.5.1 Predictions

Many of IFrazicr’s observations also apply here because YAP"cl'oscs late by default as in her model (except for
the A-over-A carly closure principlc). As long as A“overA éz’n‘ly closure dbé'mt apply, YAP behaves just like
Frazier's model. “In particular, both’ Friziér's fite closurc ‘and YAP arc not nr_qmgm_r_q unllkc Klmbnll s
scheme. Consider the * countcr~cxamplc“ tu Klmball s carly closurc

(78) 1 called the guy [who smashed my car ... up)]
(79) Icalled the guy [whq smashed my car] .. .a rottcn dnvcr

Kimball's scheme prematurely closes the root clause just before who which is not an immediate constituent of
the root. That is, it prematurely decides the root looks like [s I called NP] regardicss of what follows who. As
we have plcvmusly noted, when a rotten driver is finally rcachcd Klmball‘s schcmc wﬂl bc stuck. Frazier's
late closure is an lmpruvemcm because it kccps the root open unul a mlten dnver |s parscd YAP bchavcs just
like Frazier's modecl in this casc, because the A-over-A carly clusurc prmcuplc docs not apply chcc YAP is

not premature (at least in this case).

54. The A-over-A closurc principle is an incremental forgetting procedure. One could imagine another type of forgetting
procedure which waited until the systemy ranshort-om spactand only then it would scarch the stack for * garb.:gc (In
some sense. Frazier's PPP avoids "shunting” until it is ninhing short oh $paec. “Hence (¢ PPP is effective, lhuugh the SSS
is now stuck with -the problem.) In this framework: the forgetting pmudurc W as a background process which
"miterrupts” the parser whenever space runs short.  This interrupt approuch is quile plduslblc though it poscs a fow
problems.  First. like a 1ISP garbage collector which also waits” untit the computer is-out of CONS space, it is not
quasi-real-time (bounded amount of time between reading @y two' input symbols).” This is a particularly undesirable
property of LISP for real-time applications (tke airfine guidunce systems) betausé the airplanc might crash during a
garbuge collection.  Secondly, interrupt: driven systems aré extremcly (hﬂ'icull w0 debug and vmf) because it is very
ditficult 1o replicate (he same situation twice. Consequently, it would appear quite mmcuu to model real psychological
ditar within an interrupt framework. Thirdly, the interrupt muh.mism is )¢l ‘mu(hur dcvtcc which must be qupulaud
The incrementad approach avoids alk of these technical problems; -




Predictions ' -35- Section 2.5.1

(80) John said [ that Bill said [ that Sam said [:,\that

YAP's closure is more ¢ffective in the right bnnchmg case bccausc A- ovcr-A carly closure will apply. For
example, pure late closure will cventually fead toa mcmory ovcrﬂow in nght branchmg sentences like (80).
Purc tate closure will find vight branching just as’ bad as ccntcr-cmbcddmg On the other hand, YAP's carly
closurc will constantly close nodes éarly (bcfﬁ)rc rcadmg the cmlrc scntcnccf thus prcxcntmg a mcmory
ovetflow. For cxamplc it will close Sy ([l that Bill said §]) as smn as it .luachcs the last daughtcr sy In

sentences like (80), carly closure removes nodes j just as fust a$ new oncs are bcmg formcd In this case, YAP is

cffective (unlike Frazier's late closure).

(81) John said [} that Bill called the guy [2 that Sam said (3 that ... X
(82) #Juhn said ll m Bl" Laﬂcd thc guy [2 lhat Sam sa:d [3 lhdl ]] X

‘There are some empirical consequences of closing carly. FFor example, nothing can attach to‘a closed node.
Hence it should be possible to test the A-over-A carly closure principle by noting whether or not nodes closed
under the principle actually do block further attachments. For example, in (81) once s | is closcd it shouldn’t
be possible attach X to it as in (82). We will illustrate several types of X's: adjuncts, conjuncts and optional

arguments,

(83) John said [ that Bill called the guy .. yesterday. R adjunct
(84) John.said [ that Rilt.calied the guy ... and Sawcalled the girl. v conjunct
(85) John said [ that Bill caffed the gay .. artten’dhiver. © " optional argument

Closure principles merely state which attachments arc possile; they -do not spocify preferences. There is
considerable litcraturc noting that X's tend to attach as low as possible. A similar principle will be discussed
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in chapter 4. 1t will be qualified to favor attachments to the lowest poséiblc open no‘de.ls‘s

There is a sccond testable prediction: no*izn‘téi'prctivc rqlgﬁcgrg_ apply. into aﬁghqud)npdc. That is, linguistic
domains (command, c-command, f-command, élc it havé gaﬁing I;glcs where phrascs havchccn closed off.
Ihcsc holes arc opaque |sl.mds to rules of buund an.lphord (l:cﬂcch and. rccmr(x,al) ' Quantifier scopc.58
and reference (noncorcfcrcncc) Wc will show that the. preglctlon .appears to hold for lLasnik’s
mmcurcfcrcncc rule. We will not dISCU:s.s uthcr ml.crprctwc rulcs hcrc

2.5.2 Adjuncts

The underlined phrases in (86) and (87) arc cdllcd adjuncls l‘hcy qan gcncrally attach m any open nodc along

,,,,,

the right hand cdge, thus accounting for the muIUpIc mtcrprclauons (Admmcdly. there is a strong

preference for low attachments.) S G ey Lo

IS TR
Pl

55. This will attach to the lower matrix even if the-highet atlachaaent is the only grinmuuml pusﬂbiluy ‘For example,
(a) and (b) are m.nrgmdl bccausc the final phrase tends to dlwch jow. wmch is unggummwca; :

(a) 71 louked the guy who smashed my car up.
{b) Put the bluck -which is-on the box op the Lable.

It scems that this is the cotreet prediction in the unmarked case: the acceptability might improve if the parser could be
given some helpful hints (punctuation or intonation breaks) to block the low attachment.  Unfortunately, this account
incorrectly predicts that the sentence will become more acceptable if there is a second argument for the higher matrix as
in: #1 looked the guy fwho smushed my car up] up. The sccond up cannot attach 0 the embedded clause, so it should
attach Lo the higher matrix, fulfilling the grammaticality requirements.  Unfortunately, the sentence is much worse with
the second up. This is a serious problem for the current approuch.
50. Interpretive rules, such as Lasnik’s Noncoreference rule, apply over limited domains of the parse tree. We have
already defined command:. c-command and f~conumand are slight variations. Command is defined in terms of clauscs,
c-command in terms of constituents. and f~command in terms of functional structure (chapter S).
§7. reflexive: They hit themselves.

reciprocal: They hit euch other.
58. (a) Fvcryone in this room speaks at feast two kinguages.

(b) At lcast two languages arc spoken by everyone in this room.

Sentence (a) has so-called wide interpretation (for alf people there are two kanguages such that cach person speaks them);
sentence (b) has narrow scope (there are two languages such that everyone speaks them). See [Vaanl.chn78).
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(86) John said that Bill did it ycsterday. ; cd
John said [that Bill diditiycsmﬂay]““ Pl LN - low attachment

John said [thdl lﬁﬁd{d ittycstemy L " high attachment .
(87) John said that Blll didit o gg_{ghg_ad
John said [that Bill did it to get ahcad). low attachment
John said [that Bill did it} to get ahead. high attachment

"The interesting claim is that adjuncts cannot attach to closed nodes. For example, yesterday can not attach to
57 in sentences fike (88) because A-over-A early closure wotld apply first,
: . [ ji S N 7Y < JURNRT S PE S VRN

(88) John said [1 that Bill said that Sam said ... that Jack did it yesterday.

Although this scems to, be the case, it is yory. hagd 10 test the.constituengy, relations with tjmc adverbials like
yesterday. Purposc adjuncts (such as fo get ahead) suggest a much sharper test. Notice that (89) and (90) have
different understood subjccts feflectiig the difforenit consti’menéy rctatlbns

(89) John said [that Bill did it (for Bill) to get ahcad]
(90) John said [lhdl Ihll dnd it] (for Juhn){b gct ahcad

Itis possnblc to test the coqsmucncy rclauons mdlrcv.tly usmg wcll known tacts about subjccts [or cxample,
(9 l) (92) arc unamblguous thc altcmamc consmucncy rclauom (93) (94) arc ungrammatlcal since thcy

vmlatc bmdmg condm(ms on rcﬂ.cxlves

(91) "They said [that Bill did it (o get himself out of ot water].
(92) _l__nsand fthat BiH did it}toget W okt of hot water. -

' oy .’g-;. (‘; L

(93) *They sald [(hat Bill d|d it] to gct mmsg]fout of hot watcr
(94) *Thcey said [that Bill did it to get themsclves out of hot water].

Now, it should be possible to test whether a node is closed. The purpose adjunct in sentences (95)-(98) must
attach to s 2 But this will be unacceptable when s / is closed as in (98). As usual, the borderline cases (96)-(97)

arc somcwhat marginal,
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(95) Did you hear | they did it to get thcmsclvcs out of hot water? .

(96) ?Did you hear [ they said that Bill did it to get themsclves ouvof howater?

(97) 7Mid you hear [| they said that Bill said that Sam did it to get themselves out of hot water?

(98)  #1id you hear [} they said that Bill said that Sam said that Jack did it to gct thcmsclvcs out of hot
water? ' LR SRR I

2.5.3 Conjuncts

There is a similar argument using conjuncts instead uf,adjuucls.f Assuming that closed nodes cannot be
conjoined, conjunction should become more and more difficult in (99)- (IOI) since s, is more and more likely

to close carly.

(99) Isawa boy {| who dropped the delicatc modet .urplzmﬂ and’wh() prckcd itup and began to cry:

(100) ?1 saw a boy [} who droppcd the delicate modcl a:rplane(g hc hadsocarcfully bccn makmg at the
school]] and who picked it up and began to cry.

(101) 7 saw a boy [l who dropped the delicate modcl anpl.mc hc had so carcfully bccn makmg at
the school [3 where | went [y when | was young]Hl] and who plckcd itup and began tocry.

The claim that conjuncnon is lnmtcd to opcn nudcs IS alw uscful in Pamng. Suppmc that we had an
algorithm for deciding closure. l‘hcn we would know cxauly which conjunctlons arc po&s:blc because
conjunction is permitted between open nodes of the same catcgory“} I‘hls consndcrably reduces the
combinatoric explosion of possibilities that has made it so treublesame to parse conjunctions. [t is an
interesting fact that conjunctions, at least theit:-acgeptable mwmm;wmm never, more: than a“fcw ways
ambiguous, even though non-deterministic parscrs (such as A I'Ns) can oﬂcn ﬁnd quuc a number of absurd

T
1A RS

possibilities.

59. Some open nodes may nol penmit conjunction because they are stacked up and hence out of view until the lower
possibilitics fuil. The preference for the lowest apen node will be discussed in chapter 4.

60. There are some grammaticality constraints on conjunction which further restrict the pussibilitics which become
important 1o chapter 9.
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2.5.4 Optional Arguments

There is a third argument supporting carly closure. Unﬁmuhatély the data arc cxtremcly controversial®! and
there may be scveral alternative accounts for the facts. It would not be disastrous for the A-ovcr-A carly
closure principle if the facts happen to fall the other way. Nevertheless, we will give the argurﬁcnt because it
illustrates the approach, cven thpugh the cvidence is not as ql‘qa}lél"'as_fit pugm be. ;

(102)-(105) test whether s I open or closed. It is clmcd ‘the op(mn.nl argq!mcnt a rolten (Irn'er cannot attach
and hence the sentence should be unacccptablc IT'ns dCC()lIlﬂS for the judgmcnm in lhc cxtrcmc cascs; sy is
openin (102) and hence (102) is acceptable, whereas s ! is cluxcd in (105) and hence (IOS) is unacccpmblc As
usual, the borderline cases (103)-(104) arc margmal The A- ovcr-A car!y LIUSUI'C pnncnplc happcns to exclude

these marginal cases here; this should not be taken too litcrally.

4
¥

(102) Did you hear [l tlmt [ called thc guy [2 who sm(gshcd thc carna rqltcn drivc:”

(103) 713id you hear [l that | called the guy [, who smashed the car [3 that [ bought last ycar] a rotten-
driver?

(104) 77id you hcar that [ called the guy who smashed the car [3 that [ bought last ycar [4 just after the
old one needed a new transmission]] a rotten driver?

(105) #id you hear that I callod the guy who stiasfiod the car {3 that Fbodght tast year [ just after the
old onc nceded a new transmission [ which would: have cost $t00J)] u rotew driver? -

This account crucially depends on thc opti()nélity of thc aréumcm a rotlc'n dnver If it wrc}c obligatory, then it
wouldn’t be possible to close s, until a second. argument ta call is foupd. Andihenae, carly closuse would not
be an adequate account of the data beeause it catnotapply: to the crucial mwx?s):& ‘Phicre is-sothe evidence
that a rotten driver is optlonal our informants rcport that (lOS) is much bctter wnhout thc ﬁnal phrasc (This

judgment is controvcrsnal )

61. Berwick (personal communication) reports different judgments wht.n the LTUCM' anmplu were spokcn Our own
informants were given written texts. Buth cxpérimems were infomal; - o 07 s SRR
02. A very plausible alternative is that call is Iexically ambiguous; lherc is a verb call NP as in I called John and there is
another verb call NP NP as in [ called him a name. Assuming that a clause can’t be closed until its predicate has been
disambiguated, carly closure cannot apply o the crucial r:itrix containing the verb call, And hence, the data may not be
relevant to the closure issue. One could take this argument 10 an extreme and say that all verbs are lexically ambiguous
and cannot be disambiguated until the clause is completely parsed, and hence, carly closure would always be blocked.
Then it isn’t clear how right branching sentences could be parsed. The lexical ambiguity argument is very tricky.
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(106) Did you hcar that 1 called the guy who smashed the car that | bought last year just after the old
onc nceded a new transmission which would have cost $100?

255 Noncorcfcrchce

Lasnik’s noncoreference rule [lasrik76] is another source of cvidence. Previously we showcd that
noncoreference in sentences like (107)-(109) was Icss and less likely to upply In this subscction, we will claim
that noncorcferential links cannot be csmbhshcd into a closed nodc Ag.un the extreme cases are much
sharper than thc bordcrlmc Nuncorcfcrcncc is clearty csmhhshcd in (107) where the crucial clausc is open.

The judgments become less and less sharp as s is less and lcss likely to be open.

(107) *Did you hear [} that John, told the teacher that John; threw the first punch?

(108) 7Did you hear [ 1 that John told the tcachcr[ that Ilnll %.ud that John threw the first punch?

(109) Did you hear [ that John; u)ld the teachor [2 that Bill said [3 that Sam thought [, that John; threw
the first punch?

2.5.6 Root Clauses

'The A-over-A closure principle (unlike Kimball's account) predicts that root clauscs have a special status with
respect to closure. ‘The root clause will aever close bocause it can’t have a mother, In-particular, this suggests

that it is always possible to conjoin to the root no matter how many clauses intervene.

(110) 1 saw a boy who dropped: the dclicate model airplane he had so carcfully been making at the
_school where.| went when | was young and you:saw a girl do the same. »

Similarly, this predicts that root clauscs can always take adjuncts. However, it docs not predict that optional
arguments can attach to the root becausc they are dominated by a verb phrase which does have a mother.

Hence, the verb phrase could close carly, blocking optional arguments from attaching.

(111) #Joc [vp ﬁgurcd [that Susan wanted to take the train to New York] ... out.
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2.6 Summary

In conclusion, we have argued that a memory limitation reduges the overall time.and space requirements: (by
fiat); the compc_téncq model alone capnot achicve such tight bounds. . Although it is vcryd_i‘_fijcult,_to discover
the exact memory allocation procedy, it scems that, the clgsure, phgpomenpn.offrs an intercsting st of
evidence, “There arc basically two exigane closure modgls, i, the fiteraturg, Kimball's carly closure and
Fraw.iér‘s late closure. Wc.ha\'c_argucq ﬁ),r a %)mptutmsg pqéigiqn. the A-over-A carly closure.principle, which
sharcs many advanccé of both previous prupnsalg without sgme of the atiendany disadvantages, .Ous: principle
is not without its own problems; the borderline cases arc cxtremely diﬂ';cult. It scoms that there is
considerable work to be-done.
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3. Constituent Structure Implementation

YAP's scarches for a mapping from a string of words to  sct of gramﬁmtlcal rclatmns (subject, object, etc.) In
the Bresnan-Kaplan system [Kaplan and’ anan&ﬂ] the” rcviumng ‘gram‘mauc.nl rcl.mons form a functiopal

structure (Rtructurc). “Phere is aff intermediate” representition ‘cafled the constituient struciure (cstructure)
which captures structural relations (mother. dﬁu’gh'tcr =5|s‘t'¢f"étc)‘ “the System has an algorithmic pmccdurc
for building the fstructure from the cstrueture. *1*hid’ chapter' S wﬂl ddsérlbc how YAP docs this; this chapter is
mainly concerned with bmldi'ng the cstructurc in‘the first placc S

i

The cstructure has similar counterparts in most other linguistic representations. - For - ‘example,
transformational grammar starts with a sct of CF basc rules and then applics a number of transformations.
Similarly, A'I'Ns start with recursive transition nctworks (R'TNs) which are CF cquivalent and then add a
number of augmentations. Bresnan’s cstructure is a CF description. The mapping from the cstructure to the

fstructure is analogous to transformations in TG and augmentations in ATNs.

"There are interesting differences between all these systems; we have adopted the Bresnan-Kaplan framework
becausce it seems casier (to us) to map it into a practical FS detcrministic parser. Even if TG, ATNSs, and the
Bresnan-Kaplan framework are all notational variants of one another (which is unlikely), the Bresnan-Kaplan
framework might be morc uscful for our purposes since it is not obvious how to cncodc the other models into

a IS deterministic p:wscr.63

63. There have been many articles relating ATNs (o processing strategies [Kaplun72] [Wanner and Maratsos78]
[Bresnan78]. Al of these require more resoirees (memory and backup) than we are willing to allocate. Their approach
appears to be very difficult: although there was great hope in the carly papers. it is very difficult o make further progress.
McDonald (personal conumunication) has pointed out that traditional ATNs are analogous o PLANNER [Hewitt72);
both replace knowledpe with brute force automatic backup. More recent Al problem solving languages (c.g. TMS
[Doyle78]) replace notions like automatic biackup with dependency directed backup. We see the same trend in language
processing (c.g. GSP [Kaplan75)) though there are many details 0 be solved. We have avoided numy of these difficalt
problems by stipulating FS and Determinism. It seems that the Bresnan-Kaplan framework is more compatible with
these stipulations than more general frameworks (which permiit non-deterministic side-cffects), though it would be
difficult to formalize this intuition.
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{112) T am a boy.
(13) g - My Iy am1 - Ly Lger 21 Ly boy T

‘This chapter will discuss how YAP builds the cstructure. The problem is to map a sentence like (112) into a
structure like (113). The cstructure is a tree® of phrases (nodes). Phrases arc delimited by square
brackets ([ 1)65' labeled with a category (part of speech). A category has two parts: a major categorial feature
(n, v, a, p)66 and a "bar” level. YAP uscs a three-bar system; there are nouns (n), mmh bifrascs (np) and np
bars (np-). Similarly there are verbs (v), verb phrascs (vp). and participial phrasecs (vp-).m In idl. YAP has 4
major catcgorical features which have three bar levels, forming 12 categories. 'There are 6 other datcgorics: S,

s-, det, comp, conj and punct.68
3.1 The Machine State

YAP has four components taken almost directly from Mﬂancus" Par_sifal:

(114) the input strcam , thc mput strcam

(115) the upper buffer " the stack ‘

(116) the tower buffer " the lookahecad buffer’

(117) a deterministic F'S control device - a grammarof pri)ﬂuctidn rufes -

A sndpshot of the machine is shown in figure l I‘hc strlng WAI L=="is prmtcd between the upper

and lower buffers. Iluﬂ”cr cclls are filled wnth nodcs 'g)prsgd phrascs) which arc printed in . square
brackcts an. 6 Both buﬂ‘crs srow in toward thc WAl l.as thc machme  parses | toward the center (the WALL)
from both dlrccuons (both tqp-down from thc root apd bgttoyn up. from Lhc input). The upper buffer
contains mothers which arc building down to the WALL. and the lower buffer contains daughters building up

64. This condition will be weakened to ercode structural ambiguity (pscudo-attachment),

65. Thesc are ofien called phrase markers (or P-markers) in the linguistic literature,

66. n = noun; v = verb; a = adjective; p = prepuosition

67. The "bar” system was first introduced in [Chomsky70] to describe certain gencralitics between noun phrases and
clauses (i.c. John's having criticized the book and John has criticized the bogk). Sve [Jawkendoff77) for a more current
reference. The term projection refers 10 the next higher bar level. For example, ap- is a projection of ap and np is a
projection of n. The third bar level is the maximead projectionfin YAR). {There lewa:been propusals. fur five bar systems.)

68. s = senlence: s is U projection of s: dot = detenminer; conp = complomentizes (for thad. ...): conj = conjunction;

punct = punctuation. Thesecategories don’t fil.the but pulcrn yerywell. -

6Y. Printing is a very expensive; sk it requires scarching th. frmctuﬂw«pamd‘wbmcs o find the individual words.
The purser itself is not permitted Lo undertake such expensive tasks; . Teghmichlly ‘the.printer is not.part of the machine,
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Fig. 1. A Snapshot
sentence: [ am a boy. RE
input pointer: boy.

ub3

upl ~ [{] o Lo the upper buffer
==WALL== _ , R o .

downl [np- 1 ‘ 7 - the lower buffer

down2 [, am]
down3 - [4. ' : ' P

to the WALIL.. Nodes (parsed phrascs, i.c. nontcrminals) enter and cxit near the WAIL. in stack fashion (via
push and pop operations). "That is, upl and downl arc the ' top of thcnr rcspcctlvc buf‘f‘crs (stacks) New

words (terminals) enter the lower buffer from’ lhc “bottom"” (down3)

YAP is deterministic and FS for reasons dlscusscd prcvmusly ‘The control device (117) lq dcl‘ ncd o be
deterministic.  That is, from any machinc statc thcrc lS quctly onc applicable grammar rulg, backup is
absolutely excluded. The FS limitation has been lmplemcm,ed in YAP by truncating the buffers to.a fixed.
length and limiting the size of a bufer ell. ke bounds en the two buffers have not yct been defined. ‘The:
first three cells of cach buffer are referenced so frcquently that it is convcnicm to name them upl,

up2, ..., down3 as in figure 1. In fact, the buffers may be Iongcr l'hc comp|cx|ty argumcnts suggcs( that they
should be limited, but it is not clear what the llmlts should bc"o Scmng the exact Iumts (constams) would
mqulré considerable psychologudl expcnmcntanon “The lcngih of the upper buﬂ'cr measures the maxlmum

Ll

allowable dcpth of centér embeddi ng "The lowcr buffér n mcasurcs t’hc dcgrcc of Iookahcad n-

70. The-bound on cach buffer is a parumieter which can’be adjusted at runtime. '

7L Chomsky (personal communigation). points-out that” boundod  lakahend: might -be: equivalent to- seme sort of
bounded backtracking.  In which casc, the lower huffer conld be thoughtof as mcusiring (he degree of backtracking.
[Ullman65] discusses. lwo interesting: forimadizations :of beunded bm*ktmkmg ("Buuﬁded pifraﬂemm" is' pmtﬂbly very
similar 10 bounded backtracking and:bounded lookbdad ) . -0 oo e
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There are some interesting issucs associated with fixing the size of nodes. In Parsi_j‘al. a nodc is literally a
fminlcr to a subtree (parsed phrase). A YAP node is an abstraction of the rclcyﬁ;nt_ features, not the cﬁﬁre trce
itself7? I is important to bound the size of a node in order to prevent encoding unbotnded memory into the
nodes.”3 "This gudmntccs that any predicate can be lcs(cd in a ﬁxcd dmount of time. Parsifal storcs subtrces
in the stack cclls it could take an arbitrary .mmum of tnm t.o scarch a subtrec for soine property (such as the
value of a trace.)’ Slmllarly, the formal systcm outlined in [Kaphn and Tircsnan80] permits two unbounded
nodes to be unified which also requires unbounded time.” Although this is a d\corclicél puint, it docs brihg
up some very difficult questions regarding abstraction (inheritance). Which features does a mother inherit
from its daughters and which features are opaque to further inquiry? 'This question will be studied in

chapter 5.
3.2 Production Rules

Only onc morc component is nceded before the machine can run. Wc have to specify a procedure for
determining which actions to apply next. We will begin by describing a very gencral technique. The next few
sections will present some more specific techniques which should cover the: most common. mmtarkcd cascs.
The more general techniques will be used only in very marked cxéeptional situntions. 'We introduce them
first because it is relatively casy to see that they are sufficiently powerful; however, they are so powerful that it
is very difficult to combinc them effectively into a good structured program (grammar).

The general technique is to use a set of production rules (like Parsifal's grammar rules) which uniquely
determine the actions to perform. That is, the first applicable production rule is selected. We are strongly
depending on Marcus’ Determinism Hypothesis: the rules cannot backup or sprout new processes like a
non-deterministic machine. A sample rule might be:

72. Actually the tree structure is m.unl.uncd for the printer’s convenience: the [wv:r ftsclf does not look beyond i single
fevel of tree Structure., Thc pamr is 0 FS (r.msduur ‘whiich’ mhmt wordls md umputs tred stritcture. . These structural
tinks, which are maintained for the pﬁmu should fx viewed w8 parl OF thic ompht, fiot ﬂ\c Intermal stte.

73, 1f a node could be arbitrarily I.|rgc llu.n it could @ncmlc aﬁﬁmhg G‘oIM Mmdmg |s i p.lrticulaﬂs extreme lcchmquc
of mmnphslun;_, this undesirable umscqncncc

74. Traces are o formal linguistic object which will b discussed in Lh.lmt.l" 8. Pirsifal altows traces to be bound to olhcr
traces and hence it may reguire unbounded time Lo retnieve a value from a long chain of traces.

75. This prupcrl) provides mnstdcrablc computational pnwcr ’fh.ll wswm is L.maMc of 1 p‘usmg s Idngu.lgcs of thc.
form: b [Kaplan (personal mminication).
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(118) (defrule attach-subj
(pattern (=s) (=np- =vp))
{action (ateach)))

This rule would v.ay if there is an s(scntcncc) nodc _]lIS( abovc the wall (upl) and there is an np- followed by a
¥p just below the wall (in downl and duwn2) thcn allach thc np- (downl) to Lhc s(upl) Itis very sumlar toa
CF rule of the form:®

(119) s-> np-vp ...

‘The pattern has a limited window; it can only reference the first three cells in cach buffer and features

immediately attached to them. (120) lists the syntax for a pattern. ‘There are six predicates

<up ), ..., <down3> associated with upl, ..., down3, rcspcctivcly." If the predicates and the fisp cxprcst;ion"8

return true, then the pattern "matches”. L

(120) (pattern
(€up3> <up2> <upD>)
(<down1> <down2> <downd))
<lisp cxpression>))

76. CF rewrite rules are ofien viewed as op-down (generative). This aSymmetry: is purcly a matter of convention; they
could have been formulated in a boltom-up fashion. Our representation is neutral with respect to top-down and
bottom-up.
77. 1f the pattern contains less thun three predicates, the specified predicates apply to the cells closest to the WALL. For
example. (118) applics to upl. downl and down2 because upl is the closest o e WALL fromi the upper buffer, and.
downl & down2 are the clusest fram the lower buffer,.
78. This lisp cxpression must be sldc-eﬂt,d-fm (Ldnnol Lh.mgc lh¢. wlc of thc ma(.hlm. Jn any way). Tt is also
constrained to the fisst three cells in cach bufter ynd their lmmtdmtc d§ cnidanl.s (b ’conycmwn) '
79. Although it is uscful 1 think of the pattern m.nls.hm;, asa lm(..,qr warch lhc.y ‘m.,.ulu.ull) mv&.md (h.nshul) on <upl>
and <downl>. In practice, npprnxun.aluly seven patlerns are tested before ﬁmlmb amalch, Thu 1csl/m.nlch l"dll() had been
4:1 before certain rules were added. Theorctically it should be pussibl du gnuh buur ﬂlc test/maich rmo should be
2:1 or better.

The matching  procedure deserves much more aucnuun This m.uy be the proper place to mmrpomc fekical
expectation and extremely subtle preference data, which are ofien taken as evidence for a backup mechanism. Since
fookahcad is analogous 1o backup, it ought o be pussible o encode these facisin a fookitieud fraiework. ‘
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actions. Ihls scction wnll discuss three pnmmvc acu(ms anggh m_gdm and g_lgsg I’hcsc basnc ()pcrau(ms
appear in most parsers in one way or another. In an AN the cosresponding bporations teaverse:an-arc, push
to a new network, and; pop from a getwork,, In Gazley s alguridam.[Farley#0} the gorresponding operations are.
scan, predict and complete. Basically, any tree traversal algorithm will-haveitiriee corrospunding operatiens: -

SRy Lol et ot

(121) move across from one slslcr tu the next ' o ‘, . (i!_,l.lﬂ?.h traverse arg, scan).

(122) move down from ' mother to the first daughter ) o N (predict, push)
(123) move up from the fast daughter o' e mother 77 (clusc pop. complctc)

AR

‘These actions are implemented in terms of buffer operations. Recall that both buffers arc building toward the
WALL; the upper buffer holds mothers fooking top-duwdi for daughitérs (or e other Sde of the WATL)
whereas the lower buffer-holds-daughters looking Bottom upJor mothers. ‘(THE giass Ts diways grdener on the
other side of the WALL, so to speak.)®® When a daughter and & mother filtty {Hd cath other (attach), the
daughter is popped from the lower buffer because it is no longer k)okmg fo; ‘;!Tgfhcr l;t ’lgiwc::ndi)usl?cd onto

the upper buffer, to cnable it to find some of its own daughtcrs As we will sce, upl will inherit certain
featyres (c.g. person, number, gcndcr, ) ,fr_ggn downl to. reflect the attachment. : Figally, the. mother angd: -

i ke A P RS Y S TR PP FERLE o
. * " it 7

Tt T

Fig. & The Attack Action . ' e
Attach pops downl from the lower buffcr and pushcs it into thc uppcr bufFer.

scntcnce. 1 am a boy.

input pointer: boy.

before after

] L1
==WALL== [np- 1l

[ﬁp— 1] ==WALL==
[y am] [y am) 4
lget 2l lee )

80. In GSP tenninology [Kaplin75], the upper buffer holds producers abd the lower buffer holds consumers.
81. Daughters can be attached before they themselves are complete. Fhig is crucial for carly closure.
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daughtcr arc linked together in the output structure. This link is also available to the printer, and hence, upl
prints differently after the attachment. For cxamplc in ﬁgure 2, upl is prmtcd as [sI bcfurc the attachmcnt
because it dominates no wurds but aﬂcrwards, lt n prmtctf as[s l] bccausc lt dnmmatcs thc word I

The machine procceds in a middic out fashion away from te WALL: First, it tries to attach downl to up!l as
we have just scen. If that fails it starts a new node between-upl: and'downl. “This i’ the predict operation.
For example; suppose that YAP finishes pavsing the subjeet 'in “figure 2'by ‘some yet unspecificd means,
leaving the machine state ready for the predict action as in figure 3. Upl conuuns a clause ([s l]) qukmg for a
vp daugtiter and down1 contains a verb [y am] looking for a P mPlhcr l‘hc prcdlcl action s(arts a vp node
between upl and downl to bridge the gap. 'Ihe machine can nuw cqnunuc by attachmg upl to downl justas
it did in ﬁgurc 2.

YAP will continuc predicting and attaching until, it reaches the.state specified in figurc 4, At this point, uplis
complete. The machmc will cluse upl by, papping it. from, the. wpper: buﬂ‘c&,&hus remaving it from memory.
It cannot take on any more daughtcrs. i o

3.4 The Phrase Structure Compén‘en.tb

Marcus' miachving has a number of production rules fike (121) to decide which actions o perform. It would be
possible to write a complete grammar-in this form. fwe did so; YAP-would fook very much like his machine.
The problem with writing a grammar in production rules is that the performance and the campetence

Fig. 3. 'The Predict Action
Predict will start a new node between upl and downl.

sentcnce: 1 am a boy.

input pointer: .

before after

1l 1]
==WAlLL== ==WALL== _
[, am] lyp]

[n boy}
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Fig. 4. The Close Action
Close pops the upper buffer, thus removing upl from memory. Nothing more can attach to this np.

scntence: | am a boy.

input pointer:

belore ' afier

[; 1 ama boy] : ‘[ lamaboy] -
[vp am a boy} [y p am abay) .
[pp- 2 b0yl =WAlL==
==WAlLL== : (pnnct J

[pu_nct ]

components tend to bcunnc mnglcd it is vcry dlf'ﬁcult to wrltc a good struuurcd program (gmmmar) with
such clementary bulldmg blmks [Swartuul78] [Shlpman78] and JMarcus?9 chaptcr 4] havc observed that
Llu.rc arc phrasc structure (PS) rules hlddcn inside Marcus graxpmar Shlpman mcn wrote a PS machine
which used phrase structurc rules to decide when to activate rulcsﬁ It woufd bc desitable if we could add
phrase structure rules to YAP so that it could sclect the next.action in an orderly way. The phrase structure
componeat should cover most;ingrmal unmarked cases; production rules arg geserved for smglrkcg: éxccxlﬁoﬂs-
A typical YAP:phrasc structurc rule is as follows (omitting details):

(124) (def-ps-rule finite-s s
{csubj obl (s- np-))
(chcad obt (vp)))

This ps-rule is similar to the two CF rules:3

82. Marcus has a notion of active rules. For technicat n.mm(wmﬁé not nwmom(xd lhlsadca uphull) in YAP The
notion is in fact implicitly encoded in nodes. (Fach wode kivowsswhnt 31 isdavking o) .
83. Technically, it -is Lk)SLI‘ R Rilk»wmg CF: rules, - 1wm.‘va'. lht m.mmtmmls (Lsubj Lhde ..) are .|lways
non-branching. : .

s -> csubj chead

“csubj > ¢

“csubj -> np--

chead -> vp
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(125) s-> np-vp
(126) s->s-vp

In English the rule says that a finite s has two obligatory daughters; the first is the surface subject (csubj) and
the second is the head (chead). The first can be cither an s- or np-, and the second, a vp. "This rule c;)‘llld have
been written as a large number of marked production rulcs; the ps rules are more perspicuous. For example,
a single ps-rule replaces ten of Marcus’ rules for parsing auxiliarics.8% Sce [Shipman78] for a translation

procedure from ps-rules to Marcus’ production rules.

i

There is a PS pointer associated with cach node to indicate what the node is "looking for". A PS pointer is
written in dotted rule notation where the dot (.) marks which terms have been parsed (sce figure 5). 'the PS
peinter is automatically advanced when a daughter is attached.as in the ﬁgurc.“ :

YAP will use the PS rulcs to selcct the next action. thn thcrc are no apphcablc marked rulcs, the
in tcrprctcr trics to apply the PS rules. l’herc arc three possnblc PS actlons ps atmch ps predict, and ps-close.
In YAP Lhcy arc implemented as follows:3”

(127) ps-attach: If down1 can attach to upl, then do so. | * ' : (figure 5)
(128) ps-predict: 1f'the category of upl's next éaugheer can be determined; then predict a node of that

catcgory. ‘ TR : AR (figurc 6 top)
(129) ps-close: If up1 can be closed, then do so. (figure 6 bottom)

84. A finite clause is \cnsed, as opposed 1o an infinitive or participial phrase.

finite: 1 am a boy.
infinite: To be a boy is tough.
participial: Being a boy. | know how he must feel.

Raged past 1he burn. the hosse felt Hike-getting even, -

85. Auxiliary verbs are "helping” verbssuth us: be.huve: will can, do...

86. Parcntheses () denote optional teems,: brickets 4 }-denole exclusive dnsguncuun md * is the Kleene star for arbitrary
repetition.  Brackets have very restrictive distribution since they are difficult 10 express within the. determinism
framework.

87. ps-predict has a top-down asymmetry which is very unfortunate. To compensate for this dLﬁCICIl(.)’ thu‘t .u'c quite a
number of production rules to predict botom-up. The grammar would be much simpler if the ps-predict. | Iule were more
symmietric.
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Fig. S. PS Attach
scntence: 1 am a boy.
input pointer: boy.

) finite-s -> . csubj chead
==WALlL==

Inp- 1] normal-x -> cword .

[, am] normal-x -> cword .
ldet a) normal-x -> cword .

Because downl is a possible csubj for upl’s finite-s, the default I’S;s;tiach rule will attach downl to upl,
leaving the machine in the following state, Nutic. that the IS painter associated with the s node is
automatically advanced. ”

[s 1] finite-s -> csubj . chead

[np- ] normal-x -> cword .

==WALL== Coy
[y am] normal-x -> cword .

[dct a] normal-x -> cword .

All these rules are depended upon the ps pointers; the conditionals {can attach, can predict, and can close) are
functions of the ps pointers. These rules are the defaults which can be over-ruled in the marked case by a
production rule. By introducing these ps rules we have greatly reduced the number of marked: productions
rules. The current grammar has 12 ps-rules and 69 production rules. In practice, the ps-rules and productlon ’
rules are cxecuted about cqually often. The PS rules were designed 4o strengly-resomble Br'csnanxl(adan‘s,
constituent structurc component just as the production:res:regesble: Marcus’ grammar.,

3.5 Ordering PS Actions

(130) attach
(131) predict
(132) close

The ps rules have an ynmarked order (130)-(132) whieh-can he over-nuled by.a-marked production rule. In
the unmarked casc, first try to attach downl to up]  If that docsn't work out. then try to predict. Finafly, try
closing up. Empirically, this order scems to require a minimum number of marked rulcs. It favors attaching

carly (low) and closing late. [.atc closure was discussed in chapter 2; carly attachment is the subject of
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Fig. 6. PS Predict & PS Close
PS Predict

sentence: | am a boy.

input pointer: .

1 finitc-s -> csubj . chead

==WAlLL==

[, am] normal-x -> cword .
lgee @l normal-x -> cword .
[n boy] normal-x -> cword .

Since the category upl's next daughter is unique (it must be a vp), the PS-predict rule will start a vp node in
downl, as illustrated below.

1 finite-s -> csubj . chead
==WAllL==

[vp] normal-vp -> . chead (cobj) (cxcomp)
[y am] normal-x -> cword .

[dcl a) normal-x -> cword .

[, boy] normal-x -> cword .

PS Closc

scatence: [.am a boy.
input pointer:

[ Tam a boy] finitc-s -> csubj chead .
[vp am a boy} normad-vp.-> chead (cobj) . (cxeomp) - - - .
[np- aboy) normal-np- -> (cspec) chead .
=WALL==
[punct J normal-x -> cword .

Since upl can close, the PS close of-cration would pop it from the upper buffer, thus rcmovmg it from
memory, so no further attachments can be considered.

[ 1am a boy] finite-s -> csubj chead .
[vp am a boy} normal-vp -> chead: (cobj) . (cxcomp)
==WALL==

[puncL 1 normal-x - cword
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chapter 4. The rule ordering would attach X as low as possible in structurcs like (133) bccausc ps-attach
precedes ps-close. (134)-(136) illustrate this for adjuncts, conjuncts and opuonal argumcnts rcspcctlvcly The
next chapter will compare this approach with alternatives in the literature, -

(133) John called the guy who called the girl who called ... X

(134).John called the, guy who calied the girl who called.... yesterday. adjunct
- John called. the guy; who called the girl _wlm?canc,d ... to. make {hnmclf hersclf} feel better.

(135) John called the guy who called the girl who called ... and said "hello™. conjunct

(136) John called the guy who called the girl who called ... arotten driver. optional arguments
John called the guy who called the gifl who called ..up. = '
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4. Attachment Strategies

it

What types of information should drive the attachment: process? ~Yharg. are. four . basic  strategics in the

[N

literature: 58

(137) Structura] Bias [Kimball73, 75, [Frazicr and Fodor78], [Marcus79], YAP
(138) Lexical Expectaion/Arc-Ordering - [Fodor 18} | fitestiantTey: [K aptan 72} [Warincr 78, 79)
(139) Length Bias * [FraziéeTOi (Fiicr nod Podor18]/{1edor and Frazicr80]
(140) Scmqntic Bias . ‘ o o [Crain79]

Although there arc valid arguments for cach of (hesc pusmons we will conccntratc on the structural biases in
this chapter. YAP can encode the olhcr bmscs usmg rpdfked rulcs.” ]‘hc structural blas is provndcd (‘m the
unmarked casc) by the proposed rule ordering (attach, predict, and thcn closc) ll appcars very similar results
are produced by Frazier's two principles: minimal attachment and Jate closure. 'This idea was inspired by
[Wanner79 pp. 12] which relates Frazier's principles to certain ATN actions (traverse arc, push and pop)

which arc similar to our three primitive actions (attach, predict and close.)

88. Few pupers fit the categorics perfectly. For example, we have listed the Sausage Machine in two places because it has
some structural components (minimal attachment and late closure) and some Iength biases (Preliminary Phrase Packager).
Similarly, we could have listed the arc-ordering papers under several headings because arc-ordering can encude many
typus of biascs. as [Wanner?9] quite correctly notes.

89. We have very little 1o say about length biases. Frazier's machine has a front end called the Preliminary Phrase
Puckager (PPP) which scgments the input stream into manageable chunks that are "shunted off” 10 the next higher stage
(S885). The PPP has severely limited memory (about six words) and it has little or no ability to communicate with the SSS
exeept w "shunt” segmented phrases which it will (almost) never see again. This model makes the interesting prediction
that preliminary segmentation is subject to length biases.

There are a few problems with this proposal.  First off, it is not clear how to build a PPP.  Purcly bottom-up
scgmentation is extremely difficult in general, unless one is will to form all possible scgments (which is probably not
Frazier's intent.) Sccondly, although the length biases are certainly real at some fevel. Frazier's suggestion that they play a
mgjor role in parsing is extremely controversiad. For oxample, [Wanner79] observes that the length factor does not appear
10 alter the preferred interpretation in the following sentences.

Tom said that Bill had taken it out yesterday.
Tom said that Bitl had taken it yesterday.
Tom said that Bill took it yesterday.

Tom said that Bill dicd yesterday.

We will accept Wanner's criticisms of the PPP and his alternative proposal (ordering the actions: attach, predict and then
close).  The interested reader should investigate his paper for more discussion of the PPP and how it relates to his
proposal.
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(141) Minimal Attachment: Attach incoming material into the phrasc marker being constructed using
~ the fewest nodes consistent with the well-formedness rules of the language.

(142) Late Closure: When possible, attach incoming material into the clause or phrase currently being
parsed. [Frazier79 pp. 76]

(143) Minimal attachment = attach before predict
(144) | atc.closure = close after predicting and attaching

If the two analogics, (143) and (144) are correct, then the proposed unnmrkcd ordc.mg of ps rulcs is a vahd
implementation of Frazier’s pnnuplcs Her pnncnplcs were dcsngncd to capluru a large number of
performance phenomena, from a psychological point of view. We will address their feasibility from a

practical enginecring point of view,
4.1 Minimal Attachment
Minimal attachment prefers (146) and (149) because they have fower brackets (hodcs).‘go

(145) 'T'he horse raced past the barn (fell). v (fFrazier19 pp. 27D
(146) +[ Inp ‘The horsc] [vp raced past the barn]} ... fell
( 147) —s [np [np The horse] [ [vp« raced past the barn][} [vpfell]l o

(148) 'T'om heard the latest gossip about the now. neighbors(wasa't true). (Similas to [Frazier?9 pp. 155])
(149) +Tom heard [the latest gossip about the new neighbors),
(150) —Tom heard [[the latest gossip about the new ncighbors] wasn't truc).

4.1.1 Sensitivity to Phrase Structure Rules

There is a technical problem with this formulation; minimal attachment is extremely sensitive to slight
modifications in phrasc structure ruics; it- weuld bc more robust if it: counted. limising growth (like a
cbmplcxi(y argument), not individual nodes. It s not clear, for cxample, that her.counting. argument can be
uscd (o distinguish the following [Frazicr79 pp. 24).

90. Itis uscful to further distinguish the acceptable/unaceeptable continuum. The plus symbol (+) is uscd 1o indicate a
more acceplable sentence; minus (- ) indicates a fess acceptable one, :
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(151) Sam hit [the girl] [with a book] o | A high attachment
(152) Sam hit [the girl with a book] -  low attachment

The first has one fewer node using her bhfils:c‘ structurd rules: they have the :s_amc number in our analysis.
These borderline cases are notoriously difficult; human judgments tend to be unrcliable and indecisive. For
cxample, [Wales and Toner76] have found that certain ambiguous structures have Jittle or no bias;: both
possibilities are about equally probable. This fact is:not captured by mest attachiment strategics which draw
very shamp dlStIl'I(.lI()IH Ccnamly. both Frazier's mlmm.ll atm«.hmcm and our mdcrmg cmcrm arc guilty of

this criticism. later in thls clmptcu we wnll dlscms a markcd rule (pscudo-atmd)mcnt) lo cover. the

ambiguous case,

(153) [np the girl] [pp with a book] Frazier's analysis ‘ high

(154) [llp [np the girl] [pp with a book]] | ‘I?,W,
(155) [n -y np the girl]] [pp- with a book] YAP's analysis high

(156) [np- [np the glrI}v{pp_ with a book]] , e low

4.1.2 Explanations for Minimal Attachment

Intuitively, the principle appears to conserve' Cbmputatidnzil rcS()umés.' although the argument has not been
completely formalized. '[Wanner79] argues that it is generally morc efficient to “attach before prcdicting
because predictions postulate an additional node whibh prcsum:thy involves a ccrﬁm dddl[l()lldl Cost. chce
it is generally cheaper to order attach before prcdlct lhls ordcnng hapﬁcns to bc consnslcnt (more or Icss)

with Frazicr’s minimal attachment strategy.

[t is very difficult to formalize this argument. Although it is generally cheaper to attach before predicting,
attaching first isn’t always cheakper. ' For example, there are structurafly: ambiguous sentences such as
(151)-(152) where attaching' first is' no more cfficient: Even if therd were n  discrepancics ‘bétween the
ordering criteria and  Frazier’s principles, it isn't clear which explainis: which.  Docs the ordering criteria
explain (he minimal attachment principle or the other way afound? 'Neévertheless, theic is'an interesting
correlation.  Despite its problems, we will accept Wanner's account as an implementation of minimal

attachment (and leave the explanation question unresolved).
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[Fodor and Frazicr80] suggest another cxplanation. Suppose the parser builds "several” paths in parallel.
The first one to finish "dominates subsequent processing”. This provides a nice motivation of minimal
qttﬁchmcm: presumably the most minimal path would finish theracc™ first sincc it constructed -the fewest
number of nodes. Similarly, they could account for the ambiguous case' as "a double finish” (although

Frazier happens to arguc that this particular case is unambiguous [Frazice79 pp. 143)).

One has o be carcfut- with the parallel processing account.  1F it is taken too literally (cach derivation has its
own processor), it would trivialize the attempts to limit backup/Aogkahcad. (by substituting hardware for
backup/lovkahcad). ‘There ought to be a mechanism for bounding parallelism just as there is a mechanism
for bounding lookahcad in Marcus-style parsers. (In some sensc, backup, lookahcad and parallelism are all
very similar.) Fodor and Frazier's account would be much more satisfying if they afso discussed the

limitations of the parallclism.

It has been very difficult to find a deep cxplanation for the principle because it is heuristic (in our
framework).” ‘There arc scveral cascs where the principle can-be overridden.  For cxample, there are the
“ambiguous cascs just mentioned. Also; it has boen argued-that sembitic and pragmatic biases can influence
the judgments. Furthermore, there appear to be some cmpirical comstructions wherc the most minimal
attachment is exctuded (by competence constraints) pernitting a less: minimal attachment. 'Thesc (rare) cases
constitute yet another class of exceptions, at least in our framework.?! It is a heuristic to-be applicd when
there arc no reliable clues (semantics, pragmatics, or grammatical constraints). Minimal attachment is not like
center-embedding, for example, which is universally unacceptable. "C"c'nlci"-‘éiﬁbc'dd'mg ‘can be explained by
the FS hypothesis; we are not likely to find a similar explanation for mmlmal anachmcm. It is a "lcast cffort”
heuristic (in linguistic terminology, it is a "markcdness” prmcxplc) chnsucs arc gcncrally more difficult to

cxplain than universals like center-ecmbedding.

9. Actually Frazier (personal communication) dispules lhm polm. Since her michine js non-dcterministic, these
"exceplional” cuses ure kess problematic: her maching simip'v takes the st minimal path fll‘bl and then backs up whcn it
encounters a dead end. - Hence it wilt eventuadly find the most minimal grammiticab mlupruauon In our duummmnc
framework, we have marked rules o look- abead for the probleniic cases.. In cither fwmwurk though. these exceptional
cases pose a difficulty for an explanation because it is not cleir how gne can constrain the b.;ckup/hx)k.uhu.ud mechanism,
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4.1.3 left Branching Structures

There are some cases where the heuristic is crucial. For example, cxtreme non-minimal attachment
(predicting before attaching) fails on a left branching structure such as (157), whcrci:‘ it would predict infinitely
many noun'phrascs.” Although the most extreme nan-minimal position is theorctically inadequate, there are
many compromisce positions which may suffice. For example, a parser could make a few predictions before
attaching, thus creating stightly noa-minimal structures without the theoreticl inadequacics. 'There is no

cexplanation for the most minimal strategy.

(157) up->up’sn
(158) John's father’s ... brother’s friend

4.2 Garden Paths

l.cft branching is an extreme case; Frazier's cxperiments were nore concerned with the well-known garden
path (GP) phenomena such as (159)€162). These are called- GP senteaces becausc the reader is led down the
garden path so to speak. It would appear that the performance model has optimized the, process of
recognizing the vast majority of seatences which do not.contain garden paths so that these GP sentences are
no longer acceptable.

(159) #'The horse raced past the barn fell.

(160) #The ship floated on the water sank.

(161) # John lifted a hundred pound bags.

(162) #1 told the boy the dog bit Suc would hetp tim.

92. Some parsing models in the literature wctually have this problem. For example, the LE(K) algorithm, which predicts
hefore attaching. will infinitely predict on left branching structures.  Also. the Harvard Predictive Analyzer (1IPA)
[Kuna6o] ran into difficultics because it predicted i, They invested: the shaper heuristic to prevent the machine from
predicting more !érniinulS than there were input syinbols.  Needless o say. it is: pussibie to do much betler by atlaching
sooner as in Farley's Algorithm [Farley70] ‘A welt-formed substring (WFSS)-table [Kuno ind Octtinger63] would. also
solve the problem, lhuubh it requires unbounded spuce. (1o could be argued that- the: WFSS pmwdcs the necessary
bottom-up information by constraining the scarch space as it does)) .
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The GP interpretations result from attaching at the critical point instead of predicting. For cxample, the
machine will prefer to attach in (163), thus taking the first fatal step down thc garden path. The grammatical
(but unlikely) interpretation requires predicting a clause node instcad of attaching.

A

(163) [ | told the boy the dog bit]
[ the dog bit]
[vp bit]
==WAlLlL==
[np- Suc]
[y would]
[y help]

The "non-minimal” intcrpretation can be forced in the presence of positive.evidence.? For example, (165) is
acceptable because there is sufficient positive informatian: (an unambiguous + erf morphological feature) to
predict a reduced relative clause® whenithe machine is in state (166). On thé other band. scntence (164) does
not have the same reliable evidence for a reduced relative, and hom shere:is insufficicnt motivation to
predict the additional node.® Since the vp can’t aftach to [np- the horsc] without the reduced relative node,
and the reduced relative node ¢an't be p_mdmd the maching wilt ps;gmsg the only ps—acuon left. In this

33

93. In our formulation the positive information will be in the limited lookahead buffer; in Francrs model, it will be

discovered by the limited backup mechanism.
94. The terminology, reduced relutive, comes from an old dclclmn analysns whnh dLﬂVLd (b) from (.n) by dclcuug who

S CTROIRY. fedliced pislire, COes Trom an of GeTI0N AEYRS WX
(a) the horse who was taken past the barn
(b) the hogse Laken past the barp

This construction hus atso been calfeéd whiz deletion (short for wio #s’ ddcuun) Instcad of ddumg, YAP basc generiles
the construction directly as follows: [np- the horse [vp- mkcn p.m lﬁc bum]] In this .malws prulnlmg the relative clause

amounts Lo'predicting the vp- node.
957 {f YAP lobked sufficiently far 4hwd it would find sufﬁuuu wudcnu: for the rcduccd rehative, Wc are assuming that

one geticrally doesn't luok that far ahcad.
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casc, closing is the first fatal step down the garden path.96

(164) #'The horse raced past the barn fell.
(165) The horsc taken past the barn fell.

(166) [s ‘The horse]
[np- The horse]
==WALL==
[v taken past the barn]
fell]

p——

v
[punct 1

It would be possible to parse garden paths if onc looked sufficiently far ahcad. Figure 7 illustrates a very
marked rule to do so. We assume that most people do not {ook so far ahead because they have not seen

cnough cvidence to justify the cffort. Perhaps, psycholinguists; withitheir unusual b'nckground have acquired
a rule like the "horse-racing” rulodn figure 7.9

These garden paths should be distinguished from center-embedding because we believe no one (not cven the
best psycholinguist) can learn to parse deeply center-embedded sentences in real time. Although it would be

possible to add a marked rule to parsc garden paths, the machine is fundamentally incapable of parsing

96. Frazicr's account differs slightly because she uses altcrnative phrase structure rules.

np -> np vp (Frazicr)
[npl [npz the horsc] [vp raced past the barn]]

np- > np vp- (YAP)

[np- lnp the horsc] [vp- [vp

We have altributed the problem w0 pnduung the reduced relative node (vp-) in her framework. the problem is to prediet
the npl. The accounts are very similar (modulo the phrase structure rules). In bolh umes. lhc m.nhmt fails to prcdlu lhe
reduced relative because there is insuflicient evidence.
97. Similarly, it is possible to write marked production rules in YAP which violate wcll;knuwn grammatical constraints
such as Ross” Complex Noun Phrase Constraint (CNPC).. Although maost nermal.-people. have extreme difficully pursing
viokations of CNPC, there are some experienced linguists who canpot trust their- own intuitions. becuuise they can.parse
certain viofations with relative case.  Since there are some people (cg. c.xpuu.nwd linguists) who can parse certain
violations, a parser should also have this capability although it may n,qum: some very hlghl) murkcd rules, : This position:
is somewhat different from [Marcus79), where it is assumied that the parser should be incapable of vnolaung certain
gramatical constraints,

raced past the barn]]}
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Fig. 7. A Marked Rule to Parse a GP

If YAP had'a rule like the ad'hoe “horse-racing” rule bclow it could parsc The horse raced past the barn feII
Of course, therc is no evidence that such a rule exists. (This rule also has quitc a nimber of other problems
which will not be discussed.)

sentence: "Ihe horse raced past the barn fell.”
input pointer:

[ The horsc]

[np- ‘The horse]
==WAlLL==

[vp raced past the barn}
[, fetl]

[punct 1

(defrule horse-racing
(pattern (=s =np-) (=vp =V))
(action (predict 'vp-) (attach)))

arbitrarily deep ccmér-embcdding; ‘The allowablc depth iskdc;tlcrmhl’éd by the limitcd melimr)_".98
4.2.1 Semantic Bias

There is some additional cvidence distinguishing the GP casc from the center-cmbedding case. Unlike the
center-cmbedding case, it is possible to reverse. the judgments with priming (167) or strong semantic clucs
[Crain and Cokcr78] [Crain79} (168)-(173).. Non-minimal attachuncnts arc gencrally, possible: if there is
sufficient positive evidence (linguistic training, priming, or semantic clues) t. exclude. the more minimal

intcrprctations.99

98. It is pussible to add some marked rules which would occasionaly alow anextra level of cmbedding.
Correspundingly, it is p«x»snblu that a person could learn to recognize an extra level of uulxddmg in many situations. For
example. certam cxperienced psycholinguists have mémorized certain ¥deep constrictions such as: #The woman the
man the girl loved met died.  However, it is impossible 10 add. cnough, awarked rules to allow arbitrarily decp
unlcr-ambcddlng

99. There is one qualification: the non-minimal dlld(,hm(.llls are limited 1o open nodes. Hence semantic biases cannot
influence the attachment  decisions once a node iias  been  closed. For cxample, in structurces like:
{1 said [} you said he said ...X.... X cannot attach (o s) once it is closed, under any semantic context.  (Some semantic

contexts might block s, from closing, and hence indircetly influence attachmient decisions.)
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(167) There were two horses being raccd onc out in thc ficld and the chcr past thc barn. The horse
raced past the barn fell. R . : priming

(168) The tcnant_dclivcrcd junk mail threw it in the trash. ' semantic bias
(169) #The postman delivered junk mail threw it in the trash. ‘ ‘ /

(170) 'The cheater furnished the answers passed the test.
(171) #The genius furnished the answers passed the test.

(172) "T'he performer sent the flowers was thrilled.
(173) # T'he florist sent the flowers was thrilled.

4.2.2 Marcus' Account

‘This account differs slightly from [Marcus79), where it would be very difficult to state a. rule which correctly
resolves garden paths, and consequently, his machine will guess which path t take when it cahnot correctly
resolve the ambiguity. In the garden path case, the machine will take the wrong path. ‘The semantic priming
can be cxplained i in thc model as reversing the heuristics. Accordmgly we would prcdlct that (174) should be

out since the pnmmg has reversed the two paths The prcdlctlon is probably correct.

(174) 74 There were two horses being raced, one out in the ficld and the other past the barn. The horse
raced past the barn.

It is more difficult for Marcus to explain why trained psycholingulsts can parse garden paths Unlike the
priming case, the psycholinguist is aware of both paths. IF the dlsambiguaung fule cannot be stated, then how
is it that psycholingurists scem to parse both of themy cﬂi'rettly? 4{i possible’ that learning psycholmgulsucs |
increases the lookahead buffer, and hence, they can parse certain GPs cven though most normal people
cannot. However, we have adopted another account. Instead of saying that the GP cannot be resolved by a
marked rule, we take the much weaker position that there must be positive ~vidence to justify the rule.
Marcus’ position is more restrictive than our own, andhence ﬁmrc dicorb”tii:aﬂy attracttvc Un fortunately, in
YAP, it was found nccessary to cnlarg;: the class of defi nable, mlcs. and henge, we had t0 abandon Marcus’
position that the "horse-racing” rule (figure 7) cannot be-stated, i favor of the weaker position that such a

rule is highly marked.
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4.2.3 Related Work

'This account is somewhat similar to [Bever76§: where thore was a parsing steategy (175) to account for some of
the same cmpirical facts. We have two shight vbjcctions wish his strategy? (a) it is not as.genctal as Frazier's
formulation, and (b} it conflates performance and competence. -+

(175) Stragegy B: ‘The first N..V.(N)., clausc (isolated by Sjtramgy,AVLwhjcn scgments clauscs]) is the
main clause unless the verb is markﬁcd‘ as subordinate.

Irazicr's minimal attachment also overlaps with [Chomsky and §.asnik77}] where some of the same
phenomena are described in terms of filters. Frazier's account involves pcrfonn.mcc whereas filters

would xmply that it is .llso unacccptable.

(176) * # 'I'hc girl saw you is here.

It is very tempting to suggest an explanation. A functionalist might argue that it is ungrammatical because it is
unacceptablc, 100y s cqually mistaken to deduce that unacccp(ablllty jbllmvs from urfgrammatlcality A
mere overlap between performance and competence does not consmute an cxplanamm (in cither

B

direction).’®! On the other hand, the overlap is probably worth studying in more dcgall For cxample, one

might look for an explanation in terms of evolution as in [Bever and Inngcndocnﬂ] Itis unhkcly to be pure

chance.

100. A functionalist argues that a phenomenon P is the way it is because P is a necéssiiry by-product of coniputing Seme
function. In this case, a functionalist might conclude that minimal attafive®nl exphuas Sertain ungrammaticality facts
because certain ill-formed sentences cannot be parsed. This position is taken in [Ades79).

101. Chomsky and Lasnik specifically warn us about certain tempting although incorrect functiopal "explanations.”
According (o [Chomsky and Lasnik77 pp. 437} Similar conclusions are conventional in ull('nipl.s a ﬁmcmmul explanations
Jor properties of physical organs. for example. Thus we can no doubt account for propenties (of the hea#1 by considering the
Junction of pumping blood. but no one assumes that th-- embryo decides Jo.develop@ heurt because il would be, useful to have
this function filled. (Most reasonable functional explanations are at the level of evolution. Even if functionalism does not
provide an explanation, it is ofien uscful as a motivating force. It may suggest where to concentrate the investigation,
Although we are not advocating an extremie funclional pusition, it can be a profitable approuch.)
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Similarly YAP, which cncodes minimal attachment, does not explain minimal attachment or any facts which
follow from that-(e.g. certain GP. phenomena) but merely: prévides a description. We agree with Frazier's
intuition that minimal attachment is'a' conscguence -of limitod -gesources. Eyen if the connection between
minimal attachment and limited resources could:be proven, we would not have an cxplanation. . It would
remain to be scen why people adopt the proposed strategy in favor of some inferior onc. Is minimal
attachment learned or is it innate as Frazier sliggcsts?{”f‘ﬁésé”ﬁi‘ci;cxtr’chéty hard questions; we have only

attempted to model (describe) the facts. ‘This work should not be interpreted as an explanation.
43 Non-MininmI Attachment

There are a few exceptional cases where the default order (attach, predict, and then close) would produce
incorrect results. These exceptional cases should also bea problem for Frazier's principles (which she solves
with a backup mechanism.) In our framework, there will be a fow marked rules to cover the following

exceptions;

(177) carly closure (chapter 2)

(178) transformations (chapters 6-9)
(179) non-minimal attachment
(180) pscudo-attachment

Sentences (181)-(186) show that non-minimal attachment is occasionally appropriate. The first sentence in
cach group is morc minimal than the others. It would appear that the parser should not blindly attach

without looking ahcad at the ncxt constitucnt for one of these exceptional cascs.

(181) [ know [the boy].
I know [[the boy] went home). null complementizer

-(182) John saw Tom and [Mary}. ‘
John saw Tom and f[Mary} saw Sue}. ; : conjunction

(183) T told the boy [that).
1 told the boy [[that] story}.
I told the boy {{that] you liked the story]. lexical ambiguity
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YAP has marked rulcs to cover cach of these cases. The last group arc disambiguated by the that-diag, a
marked rule to distinguished the various senscs of that.'? The first two paits ar¢ disambiguated by a marked
rulc which predicts an s when there is a node looking top-down for an s and‘therce is an subject-tense pattern

in the lower buffer. For cxample, an s would be predicted in (184).

(184) [ 1] -

' [, v knew] know-1-> head . {obj, scomp}
=WALL==

[pp- the boy]

[y went]

[ hunic]

All of these examples appear to be counter-cxamples 10 Frazier's: minimal attachiment which are casily solved
though a bounded lookahcad/backup/paralicl. mechasism: There are some more difficidt - examples
(involving lexical preferences) which appear to support the/arc-ordering hypothcSis. Sentences (185)-(186) are
a typical minimal pair illustrating the diffcrence between see and know, which cannot be distinguished in
purcly structural terms. Although we have not implemented a solutmn we sce no reason why (hcsc facts

favor backup over lookahcad (or parallclism). 103

(185) | gy_[s the horse raced past the barn).
(186) | knecw [np the horse raced past the barn).

4.4 Pscudo-attachment

‘There arc structurally ambiguous: scntences, ‘violating: any. welt orderod sct‘of principles; these should be
recognized as ambiguous (or perhaps, vague). These present:a problemy for both Frazie¥'s principles and our
ordering heuristic. YAP detects the ambiguity with a marked rule. Frazier's two principles secm to conflict in
lhlS case. In the sentences below, minimal attachment would attach the pp hlgh and latc closure would scem
to attach it low. : et

102. Martin (personal communication) has mfunm.d us that certain ccmcs of that were mpn umfunn in.older forms of.
English. It is quite possible that we are missing a generali ~ion in the various lexical fe s of that,

103. In a paraticl model. one could imagine that unusual lexicyl: entries; would, ke longer 1o fetch from numury. and
hence, an unusual sense would lose the "race”. I o lookahead sysigm, it is pqsu,bl:. (o state the marked rules so they will
trigger very rarely (only in the marked unse) , . v ‘
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(187) Sam hit the girl with a book.
(188) Sam hit [the gigh} with a book. : : ‘ - = high attachment
(189) Sam hit:[the girl with a. book}. . S R low attachment

'I'here are several possible ways to deal with this apparent conflict.

(190) Define one of the two principles to avoid the problcm ’ .. (Frazicr's solu.;ion)m
(191) Cope with the possibility of conflict. o (the "double finish” ﬂGCQ}JI]t)mS

(192) Add an additional rule to cover the conflicting cases. (YAP's approach)

YAP has a marked rule to pscudo-attach (attach both ways)'06 when it secs both alternatives and decides that
it cannot decide which is correct. ‘his approach is completely consistent with Marcus® determinism
hypothesis, ' YAP makes a single loft- to right pass over,. the input -stream. without backup. Once it
pscudo-attaches, it will. not retsact the decision at.a Jater datei - 1n:this-way::Masrcus’ determinism hypothesis
allows ambiguity, cven though a deterministic PDA cxcludes ‘anbtgu&y the following scntences illustrate

pscudo-attachment: 107

(193) Put the block in thc box on Lhc table i
(194) He carricd nothing to indicate that he was onc of the group
(195) We sighted the man with the binoculars,

(196) We never fought a bull with real courage.

(197) He hit the man with the stick.

(198) Hc scemed nice to her.

"The cstructure representation of these sentences in not a tree but rather a directed acyclic graph (I)A(}).m8

For:example, [pp- to her] in (198) would have two, mothers:. éhe pasticipial-phrase {vp- scemed ...} and the
adjectival phrase {ap- nice ...J. The multiple mothess should-be intespreted as éxclusive possibilities. This is a

104, Frazier [Frazicr79 pp.143] argucs that het kate closire principle does not apply here because the girl with a book is a
single puckage. As she defines late closure. it works on packages which are roughly six words long.

103, Suppose that the parser consisted of several parallel processes which were all competing against cach other. The
first process Lo finish would be the "winner” and its output would be iken as the preferred interpretation. When two
processes finish at the same time, the sentence might be wnsidcrcd ambiguous/vague.

106. This idea” was ' first ‘siggested by Miuh Marcus Tt is' simitar 1o Sagef“lind Grishman’s notion of permanent
prediciable ambiguities. [Grishman?3] T R ) ‘

107 Many of these sentences are from fWales and Toner 76}

108. A DAG is a general graph (of nodes and refations) with' @ condition cxdudmg cmuhr Ioop§ Allurnauvcly aDAG
is a generalization of tree where daughters may have multiple mothers.
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convenicnt way to represent certain common structural ambngumcs that vecur m natural languagc The
. R SO R T o
cstructure of (198) would have the following represcntation:

(199) [ He [, , scemed [, nice PP PP}

where PP to her]

= lpp-
There arc three interesting cases of pscudo-attachment illustrated by (2(1)}(202). [n all three cascs, downl
can attach to cither upl or up2. (Scc figurc 8.) In (200), up2 optionally sclects another daughter, whereas in
(201) and (202), up2 obligatorily requires anothcr daughter. In (201).{u‘nl‘i!kcm(2‘92). there is another
constituent, so pscudo-attachment is possible. There is a marked rule which considers the three possibilities.

(200) He [up2 scems [upl nice [down jtoher... | pseudo-attach
(201) [y Put [, the block [, in the box on the table ... - ~ pseudo-atiach
(202) 5 Put [, the block [4,n in the box. don't pseudo-attach

Pscudo-attachment is not limited to just prepositional phitases; the YAP implementation gencfalizcs the
technique to work for any kind of xp- (pp- ap-, or vp-), ot just pp-. Conigider the following examples:

R Y
RTINS

Fig. 8. ’seudo-attachment

sentence: He seems nice to her.
input pointer:

[ he scems nice]
[Vp scems nice]
[-ap_ nice}
==WALL==
[pp- to her]

[pp to her]

[punct 1

The marked pscudo-attachment rule attaches downl to both upl andffupz. YAP knows that it cannot
dnsamblguab: between the twupmbnlm : e
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(203) Put the block [ _in the box on the table,
(204) I considered cvery candidate [ap- likely to win.

(205) He carricd nothing [vp- to indicate that he was one of the group,

YAP uscs a very similar technique to process certain well-known cases of ambiguous wh-movement'® such as
(206). These will be discussed when we consider wh-movement in chapter 8. (206) has two interpretations:
(207) and (208). Both of these are represented within a single structure (209) where the trace NP-; has two

mothers.

(206) Who(m) do you want to sec?
( 207)'Wh()(m)i do you want to sce li? ’
(208) Who(m); do you want 4to see?

(209) Who do you want NP-. to sce NP-i?

where NP-; = [np,]

b_msimg The basic idea |s to avmd makmg ;;rbltrz;ry dccnsmns untll lhcrc 1s cnough mformanon l‘hls_
approach can be contrastcd with an arc ordcrmg t.cchmquc (such as [Kaplan72]). In Kaplan’s scheme, the
possible decisions arc ordered so the most plausible decisions are made first. In a delayed binding scheme,
the system tries to avoid discriminating between possibilities as fong as possuble In some cascs, the system

may never really distinguish between certain possnbnhuw g

109. Wh-movement refers to a class of constructions including relative clauses and wh-questions. These constructions |
relate 4 wh-word with a gap which is represented by a 1 (for trace). Traces are represented in YAP as. phrases which
dontinate no words,

relative clause: | saw a boy whoi you know b
wh-question: Who, did you sec t;?

This will be discussed inmore detailin chapter 8. . z : ' i
110. [Vanl.chn78] observed that informants sometimes claim th) undcrshlmt @ seence with multiple: quanuﬁcrs until-
they arce asked questions regarding quantifier scope. The subjects will often admit they hadn’t considered the scope issue.
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‘There are limitations to the particular implementation of delayed binding in YAP. It may be impossible to
cncode all grammatical ambiguous intcrprctatims;, Wc claim that pscudo-attachment can work for acceptable
interpretations; the other grammatical interpretations are unacceptable. Unfortunatcly. it is very hard to test

this claim.

It appears that pscudo-attachment cannot represent all CF interpretations because the device docs not have
CF gencrative capacity. One could view. pseudo-attachment as amnaotating: one of the: attachments (the
canonical attachment) with several alternatives. ‘The weak generative capacity will be the same as the
canonical structure; pscudo-attachment does not affect the weak gencrative capacuy. only the s_qg_ng
capacity.!"! Assuming that YAP is cquivalent t a deterministic PIA 112 it has the weak gencrative capacity
of a deterministic language (i.c. I.R(k)). Since LR(k) Ianguagcs do not include all CF Ianguagcs, there are
some CF languages which cannot be described using pseudg—amphx_ncm,“i We claim that acceptable
sentences can be described with pscudo-attachmcnt.114

Pscudo-attachments should not be undone at a later date. ‘There are certain probicmatic cascs where the
simple scheme described above will run into trouble. There are scveral possible replies. Some of the
interpretations arc probably unacceptable. Perhaps the rest could be processed with more lookahead. There
are some problems with pscudo-attachment: nevertheless it is an interesting alternative to purcly

non-deterministic stratcgies.

111, The weak gencrative capacity is the set of scnienges gencrated by a particular grammar. The strong capacily is the
sct of derivatiuns. In gencral, the strong capacity is much larger since an ambiguous sentence corresponds to several
clements in (he strong generative capacity, bul only one in the weak gencrative capacity. (Since the class of the machine
(FS. CF. CS. TM}) is ticd to the weak generative capacity, pseudo-attachment can be implemented without moving to a
higher computational class.)

112, 1tis conjectured that YAP would be a deterministic PDA if the stack bound were removed.

H3. For example, there is no LLR(K) grammar for an inherently ambiguous language.

114. This assumes that acceptable sentences form an LR(K) language.  Even stronger, this result should follow from
Marcus™ Determinism Hypothesis and not from our FS hypothesis. (1t trivially follows from the FS hypothesis since all
FS languages are also 1.R(k).) Otherwise, it isn’t clear how ambiguous parses could be found short of exploding the state
space as suggested in chapter 1 when Marcus” Hypothesis was first mentioned. * Th other words, we are assuming that
acceplable sentences (even with arbitrary center-embedding) are still weakly equivalent 1o an LR(k) language.
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(210) Put the block in the box on the table PP* mmmgmm
(211) L-consider every candidate likely to seem XP-* m:mp_;.m

Sentences (210)-(211) iltustrate a problcm w1th pscudo -attachment; the final constituent, which is arbitrarily
far from the decision point, selects the higher attachment as in (212)-(213). But without the final underlined
constituent, the cxamples arc highly ambiguous as (214)<(215) ilkistrate. "Phe problem is that YAP has to-look
at the final constituent before it can determine whcther or notto #%cudﬁ‘awu.h "The final constituent might

be arbitrarily far away.,

(212) Put [the block in the box on the table PP*] [into the basket).. = - unambiguous
(213) I consider [every candidate likely to scem XP*] corrupt.

(214) Put fthe block] {in the box on the table PP*); ' highly ambiguous
Put [the block in the box on the table] PP*. | o

(215) 1 consider [every candidatc] [likely to scem XP*).
I consider [every candidate likely to seem XP*].

Wc will make a simplifying aésumption that the intermediate phrases all attach the same ways. Only the first
and last few phrascs in a sequence (XP‘) can be pscudo-attached; it is assumced that the intermediate phrases
all attach the same way. Conscquently, the pscudo-attachment decision depends on just a few phrases (dowal

and down3 of (216)), not on an unbounded number.

(216) [s put the block}
[Vp_ put the block]
[np- the block]

==WALL== ‘ ]

[pp- in the box] the first xp-
ppP* : - » the middle xp-*
[pp- into the basket] | _ - - the last xp-

115. This example was suggested by Joan Bresnan.
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.1‘,

example, there are an unbounded number of grammatical mtcrprctauons th:s mcchamsm only consulels a

bounded number:!!

(217) | put [the block pp*] pp
(218) I put [the block pp1] pp*
219y I put fthe block] pp*

We claim that the others are unacceptable (in the absence of positive cvidence such as semantic bias). There

could be marked rules to consider semantic or pragmatic clucs.
4.5 Summary

‘The cstructure implementation has been outlined. Unless there is an applicable marked rule, the interpreter
runs the phrase structure rules in an unmarked order. The unmarked order was chosen to be compatible with
Frazicr's two principles: late closure and minimal attachment. We have disgusseet several classes of marked:
exceptions (220)-(223). 'The description would be more auracnvc if the rolc of thcsc m.nrkcd exceptions could

be mmmmcd This is an arca for future research.

(220) carly closure (the A-over-A closuree pnnc;plc)
(221) uansformations

(222) non-minimal attachment

(223) pscudo-attachment ’

In the next chapter we will show how fstructure can be built from cstricture without violating memory and
backup limitations.

16. There would be one other interpretation if pur dldnt suhmlcgontc for an. obligatory su:ond object:
1 stw frhe block pp*]. ‘
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5. Functional Structure Implementation

The previous chapter sketched out YAP's basic machinery for constructing the constituent structurce
(cstructurc), based solely upon catcgory (n, v, np, vp, s, ...) information. The csiruc_turc is’ an intermediate
representation toward obtaining the predicate/argument relations (fstructure). Computing the fstructure
involves a number of syntactic features (propertics). It is casy to find minimal pairs such as (224)-(229)

illustrating the necessity of certain syntactic features.

(224) 'I'hat ball is round. ‘ ~ number
(225) 'That balls are round is a fact,

(226) Havce we caten? case
(227) Havc ys caten!

(228) Have the boys take the cxam! ‘ ' tense
(229) Have the boys taken the exam? : A .

Each node (phrase) has a number of syntactic features (cg. person, number, gender, casc, tense and mood)
and a number of grammatical roles (cg. subject, object, ctc.) This chapter will outline a procedure for
assigning features and roles. ‘The problem is interesting because feature dépendencies can cross seemingly
unboundcd distances. Nevertheless YAP has a procedure for manipulating features that doesn’t violate the
scvere resource limitations (memory and backup). The feature manipulation problem is similar the
inheritance problem [Fahlman77] [Martin79, 80). which is known to be very hard Fortunately, the
Bresnan-Kaplan linguistic theory provides us with just the necessary simplifyiag constraints.

Many parsers compile the feature information into the parts of speech (category), conflating constituent
information (n, v,...) with functional information. Perhaps thc most cxtremc example is the Harvard
Predictive Analyzer (HPA) [Kuno66)] which used about 180 parts of speech to distinguish cverything from
number to subcategorization frames. We accept the proposal that the two structures should be
indcpcndcnt.”7 In addition to her linguistic motivations, there are some computational advantages for

dividing the problem in this way. It is often uscful to delay certain decisions as long as possible. The HPA,

117. The independence property is central to the Bresnan-Kaplan' framework though it has appeared in carlicr models
including ATNs.
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with its 180 parts of specch, couldn’t scparate. the distinctions which require immediate resolution from the
oncs that should be delayed. Consequently, it found many more ambiguitics than most people consider. For
cxample, the HPA finds three interpretations of (230) where most people notice only two, if that many. Some
of these distinctions should be delayed (perhaps indefinitely). The multipfe intérprétations of flying planes

arc far more striking than the possible senscs of are.

(230) 'They arc flying plancs.

(231) ‘They are,, [vp ﬂying planes]
(232) 'Ihey arCeooula lnp flying plancs]
(233) They are flying plancs]

cop‘ula [vp

YAP, as opposed to HPA, carrics along multiple functional possibilitics until there is some feliable
information to resolve the various alternatives. In this way, YAP can manipulate feature dependencics over

unbounded distances without violating Marcus’ Determinism hypothesis. -
5.1 Secmingly Unbounded Dependencics

We will illustrate a typical "unbounded™ dependency in the featuros between two aodes and then show how
the dependency can be capturcd with only finite memory. The method is in fact fairly general since it is based

on the Bresnan-Kaplan linguistic theory.

(234) There is a problem.
(235) There are problems.

(236) *There are a problem.
(237) *I'hcre is problems.

Therc-insertion sentences such as (234)-(237) have two dependencies:

(238) subjcct-vcrb118 agreement
(239) there agreces with its object

113, Grammatical oles (subject, object; predicate, cte.) will be undefined for the time being.  The intuitive nolions
should suffice for the current discussion.
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These dependencics can cross an uibounded ‘amount of material as the following sentences illustrate:

(240) There scems likely to scem likely to seem likely-... 40 be a problem,. . -
(241) There scem likely to scem likcly to seem likely ... to.be problems,

(242) *I'here scem likely to seem likely to seem likely ... to bea pru'lﬂcm.
(243) *1'here scems likely to seem likely to scem likely ... to be problems.

In these raising''? sentences, cach embedded phrase takes an understood subject. ‘The dependencics can now
be stated locally, although they have unbounded consequences. ‘That i is, Llhc hnghcst subjcct agrees with the
tensed verb and the most deeply embedded subject agrees with the oby:g;, hmhclmorc all the understood
subjects arc related, so they inherit cach other’s constraints. Much of this chaptcr is conccrncd with the

inheritance mechanism.

(244) 'There, scems x4 likely x¢ to seem ...x, tabe a problem. .

We will use a variable x as a place marker to represent the undérsuxxj subjects. Now. the two dependencies
arc local; there, agrees with seems and x,, agrees with a problem. Since the subjects arc related, the procedure

has unbounded conscquences. Nevertheless the procedure does not require inordinate resources.
5.1.1 Grammatical Roles

The notion of subject is crucial to this formulation. The Bresnan-Kaplan analyses usc a number .of
grammatical roles including subject, object, 0bj2 (second object), xcomp (adjectival, verbal, or prepesitional
complement), scomp (sentential complement) and predicate. Grammatical roles are assngncd by structural

and lexical constraints. For now, we will give an cxample to illustrate the intuitive nouom

(245) subj 1saw a boy.

(246) obj I saw a boy.

(247) obj2 I gave a boy g ball

(248) xcomp He seemed likely to be nice.
He scemed (o be nice.
I gave a ball to a boy.

119. Raising is a particular linguistic construction which has reccived considerable attention in the Imgmsuc mcrature'
(see [Pustal 74] for a long list of references).
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(249) scomp It scemed that he was pice.
(250) pred Isaw it.!?®

These arc all slots in the fstructure. Grammatical relations are extremely uscful for describing many linguistic

phenomena (scc [Bresnan8oj). 2!
5.2 Constraint Propagation Solation

This feature manipulation procedure can be vicwed as a constraint propagation p_rpblcm [McAllester80]
[Mackworth77] [Waltz75). ‘The problem is to propagate the agrccmcm'dcpcndcncics Lhr(mgh the fstructure (5
graph of grammatical roles). (Sce figurc 9). Initially, all possible valucs arc assigned; the pumber values are
{singular, plural}.]22 Extrancous values arc first weeded away by the lexicon and then by agreement
constraints. [n this way, multiple possibilitics are carried along until there is sufficicnt information to
disambiguate. YAP docs not randomly try alternatives. (non-deterministic); heuristic guessing is avoided

whenever possible.

Figurc 9 shows an fstructurc after lexical specifications but before the constraint propagzltidn. For example,
the lexicon specifics that a problem is singular ({singular}) and there is cither singular or plural ({singular,
plural}). After propagating the two agreement constraints, X9, X4 and x¢ will all-be singular (their pumber
propertics will be {singular}). The sentence, There seemHikels to be problems, has a similar fstructure cxcept

X, X4, Xg and x4 arc plural instcad of singular.

120 ln the Imsn.m deLm tmmcwnrk pred isa fulurc nol ‘! gr.mmmucal mlc We have placcd it In.rc because it is
121. (?hmnsk) (pcrson.d uunmmmalum) lms Lnuun.d ;,r.nmm.uu.ll relations as an inadequate explanatory theory.,
Although it is possible to.describe the-fucts starling from- grammntical-relations: + truly explanatory theory would have to
derive gramnitical relations themselves. Chomsky argues that deriving grammiatical refations from structural notions is
the hardest part and consequently the hotion isn'e very asefif - a Hirdtistic theory.” Thi point is mrcmd) comrovcm.nl
Nevertheless, explanatory adeguacy is somewhat orthogonal 1 processing issues; for our purposes "mere” descriptive
adequacy is sufficient. (Descriptive adequacy is no simple task.)

122. We are assuming that featares are defined over small sets of possible vilues. There are some theoretical difficulties
associated with propagating grammatical roles since they have potentially unbounded ranges. The actual implementation
his a special symbol (*undefined®) for the universal set of grammutical roles,
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Fig. 9. Constraint Propagation
‘There seems likely to be a problem.
There, sccmsl X4 hkcly3 X6 to bcs a problem—,

. .

The l‘stl ucture graph (hcfurc propagating the agreement comtrdmts) is given bchm(mmttmg certain details);
The two agreement constraints arc subject-verb agrecment (x4 with x) and there-insertion ("6 with x-,) The
constraints are sufficient to uniquely determine the number features ({singulag})..

before after
Xy pred: scems -
tns: {pres}
subj: x5
_Xcomp: X3

X9 form: there
num: {singular, plural} <~ {singular}

X3 pred: likely
subj: x4
xcomp: xg

x4 is-bound-to: x9 o SERSERY
num: {singular, plural} .. {singular} .

Xs pred: there-be
subj: xg
obj: Xq

X6 is-bound-to: x4
num: {singular, plural} {singular}

Xq pred: a-problem
num: {singular} . {singular}

The two constraints arc subject-verb ‘agrcement apd, mcrcmscmun ;llqg;;hi,s framework, subject-verb
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agrecment is enforced by intersecting the agreement features of a iensed node with its su,bjcct.‘23 In figure 9,
the number featurcs of the tense npde Xy arc intersected with its subject X4, making X9's number {singular}.
Similarly, there-insertion. constraing xg to agree with xy. making. X' nuinber featurc {singular}.:: By
is-bound-to cdges, the agrecinent constraints propagate all the.way through the: graph, making all the number

featurcs {singular}.

If the constraints were inconsistent, some slot would havc no p(mlblc valucs. and thc sentence should be
mlcd out. For cxdmplc the ungrammaucal sentences, ‘There seem l:kely to be a prublem and ‘7herc seems
Izkcly {o be problems, arc bad because their fstructurcs have no pos.slblc valucq (i. . {}) for thc numbcr slots;
onc agreement constraint weeds out the value gingular and thc other removes p,]_uml The ungrammaltcal

scatences are functionally inconsistent,

If thc consumms uﬂdgcdgg_u_ug thc solution, some slms wnll havc scvcral powblc valucs. and the sentence is
cunsndcrcd vaguc (or pcrhaps amblguous) b The numbcr fcaturcs in (251) and (252) are all {smgular
plural} indicating a number ambiguity. In (251) there may be one or more “deer”; in (252), there is an
ambiguity between the inner and the outer mtcrprctauon.lzs Sentence (253) has underdetermined tense
({pres, past}) since put is lexically ambiguous. The underdetermined cases illustrate that the evaluator can be

s0 lazy'it may ncver get around to making a decision.”

(251) The deer might be nice.
{252) The family might be nice.
(253) I put it down. L

123. Actually, tensed verbs don't have number features themselves, but rather assign aumber featurcs-(o their subjects.
For example, seems assigns singular features to its subject, although it is not singular itsclf. This point is important in
cxamples like That they seem to be nice is a fodt’ whue (he ﬂnbcddcd ehuse @ﬁgldbr‘cw.h lhwgh its imain vcrb(seem) '
assigns plural features to its subject (thepy. EEAE ‘ i

124, An ATN modet can distinguish between: mgm-rmi .md umbﬁguﬁy heéimiic it hess:twey mechanisis: underconstrained

valies (vague) and non-deterministic assignments (.nmhugin?!y) W our ’R‘imﬂ: w&‘&m‘l huve lhc second methzmlsm
and henee we cannot (currently) distinguish the two cases.s "

128, Collections-can be viewed us- iy dndiv rduul emm« (mlver) and heace: plur-d or lhc.y cun bc vu.wcd as a smglc
conglomerate (uter), and hence singular,’
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5.2.1 Representation Issues -

Feiturc values are represented in' bit vectors'26 so that each set (i.c..{singular, plural}) requircs‘a constant
amount of memory (independent of its'size.) ‘That is, the set {singtilar} and the set {singutar, plural} require
the same amount of memory. Unlike most non-deterministic systems, the ambiguity dees not consume
additional resources (time or space); the number feature requires cxactly onc bit vector in any case. ‘These
representation issucs can ave a fairly important ilnpuét on the overall performance of the system: it is often
worthwhile to take advantage of the pamcul.lr pamllcl constructlon of thc machine at hand in order to avoid

potentially cxpcnswc non- dctcrmmlsuc scarching

The features in figure L0 have been implcmcmed.m Each possible wilue is represented by a single bit;
= possible, 0 = mpossnblc Por cxdmple if the gen and dai bits are set, then the casc is cither genitive or
dative ({gen, dat}) In this rcprcscntauon n is pamcuiarly casy tu mcrgc nodeS' wc simply mterscct the two

Fig. 10. Features

featyre possible values

case gen dat nom acc

gender mnf

pnc sl s2s3 pl p2p3

def + -

pro + -

tns tnsless pres past +ing +en

mood decl wh-q yes-no-q imperative exclamation subjunctive

126. A bit vector is an array of binary vasiables, 1t is very similar to-standard set of binary valucd features. . We have
chosen this representation for efficiency reasons: it requires minimum space angd-certain operations (store, fetch and
merge) can be done in paralel because 1ASP has:operations for wﬁ;rmmg Jogical operations .in pasallel on a single
machine word (32 or 36 bits depending on.the particulur hardware)..

127, Category (s, n, v, ...} is not implemented in this way bct.ugsc c.ucgnry fealurcs are nol percolated through the
fstracture like the ulhm For example, although there is good evidence thil i eun phrasc inherits a number value from
its determiner (this boy. these boys), it is much harder to argue that it inhcrits a category value. Category is defined to be
part of the cstructure.
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bit vectors.!2® We are crucially depending on the fact that features range over a small finite set of possibilities.
5.2.2 No Disjunctive Constraints

There is a crucial linguistic assumption that enables the constramt pmpagatmn tcchmquc to work: thcrc are
no disjunctive constraints. It would not be po&sublc to cnforcc a rulc for cxdmplc th.u |cqmrcd the first
daughtcr o agree with ch_c_[ the sccond or thlrd daughlcr Dl\jlmC[IVC dcpcndcnclcs arc known to be
compuumomlly difficult bcaausc they mvulvc postulatmg scvcml pusslblc wnrlds which may have to be

considered non- ducmnnlstlcall y: lortunatcly they don tnﬂcn appear in lldtlll‘dl I.mguagc syntax 129

128. Person and number huve been combined (pac = person/number code) becausé ‘there are often ‘disjunctive
constraints between the two.  For LXdﬂlplL‘ the,noun block can. lake any. persin valug and any number value, but the
values are not independent (it cannot be s3°="third person Smgul.nr) This Lmodmg trick is taken from Parsifal. Kaplan
(personal communication) mentioned that his ATN: parser used the: sume-trick. €0ne condd argue that tns and pnc are
somewhat analogous; there are some words which have cither ras features or pae features. but not both. For examiple, the
lexically dlllhlgll()lﬁ word blocks is cither pres or 53, but not both, This |dm has not been |mplcmcmed )

129! Martin- “gpersonal cmnmunwaﬁ(m} Knows of only ome ‘syntaic constriltion * which suggests  disjunctive
dependencies. . The pdﬂlllvc noun, phmse ¥ind-of dugs might be cither singular or plural. It seems to inherit its foatures
from one or Lhc other of if§ parts (bul not nectssanly both)

saisgd
EEFN

What kmd ‘of dogs are those?
What kind of dogs is the most popular?

Perhaps kind is not {singular}. but rather it is vague ({singular, plural}) between the inner and outer plural. The
following pairs illustrate similar ambiguities.

The bellows are coming apart.
The bellows is being repaired.

The committee are fighting among thcmiselves.
The committec is fighting the regulation,

This approach avoids disjunctive constraints, which arc, compulallunally pmbkmmc lnslud of poslulaung an arbitrary
number of possible worlds, there is only oné posf.lbl; world which cnuxlas’ the .tmblguuy (i.c. {singular. plural}). The
system will not hypothesize whuh possibifity is wrrccl until there is sufﬁut.nl mfonﬁ.nﬁm to be surc. In truly ambiguous
sentences, the distinction will m.vu be made

The deer might have done it
The fish shouldn’t have.

This is consistent with the wait and sce approach, (Thx, set uf possibilitics (i.c, {singular, plurall) are stored in bit vectors;
the infrmation associated with a set it mdupcndmt of the number of pmsnblllues)

Kapln (personal uunmunu.umn) has sug),uud that Texical ambiguity .md lulc.nl redundancy rules arc a vcry serious
source of disjunctive constraints.  His point is well taken, though prouu" is bcgm made. Robert Milne is currently
working on the fexical dmblbllll) problem [Milne78a, 78b, 79,80, We' w:ll dlsc,u&s Ouf OWh soluu(m W opuoml
transformations (and lexical redundancy) in chapters 6-7.
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5.2.3 Bind* is an Feuivalonce Relation

There is another uscful simplifying assumption: the is-bound-to relation®® forms naturat g_guﬁmm
classcs. B we will rcplacc the relation wnh |ts reflexive, symmetric, tranqluvc closurc bind*. In ﬁgurc lO
the cmbcddcd subjccts are all bound to” oné anotﬁcr fu{l“lﬁ;ng”; smglc cqulvalcncc class (undcr bmd*)
F.qulxalcncc cldsses can be rcprcscmcd vcry cff cncntfy. msléad "of stormg Cd(.h clcmcnt mdj_j_d_gm]lx it is
p(MIblc to store thcm g_l]_qgum]x as a class oﬂcn savmg consndcmblc mcmory Ihc cqunalcncc rclauon
’rcprcscnt.mon cnnt.um fir 1ss information Lhan an arbltrary rclalmn l'hls |s vcry lmpurt.mt for YAP smcc

there may be a _(_)_mumd number of cl.mcs even though thcrc aré an unm;;m_dgd numbcn of clcmcnts

The cquivalence property is a stipulation. We cannot currently cxplain-why-it fits the cmpirical data as welt as
it docs. 'T'he theory womld,be more attractive if this assumption did #ot have t be stipulated.'>2 It may be
pmsublc m cxpfam it in tcrms of uthcr ?ndcpcﬁdcmly mmw'\;cd ’ : """piions chcnhclcss lt sccms to be
cons:stcm with the facls and it euablcs acmnputmonal opummlioml”

“k .

i

YAP dogs not assngn fcaturcs to nodcs mdmﬂunm, but ra(hct: ~lp ,qu,vplcncc,glasscs ggljggmn All the
co-indexed subjects in-figuire:10:would share a single bagof features ’mat* *x2 5 x4'and x x6 in figure 10 are

MG G aE ! 3T
represented collectively in the optimized fstructure (256) under Xy ln many pancrs (mcludmg Marcus

Parsifal), cach embedded subject would be represented individually. 135, T

BT

130. Our use of is-bound-to is very similar 1o transformational movements in (Jbém;kg s fmmemk thn we bmd two
positions, he would move a constituent from onc position to the other. S REI C 1

131. This property is |mpl|ull) assumed in IK.anm and Bresn.m80]. .
132, Thefe are sonie very mlurcslmg lhcun.uca,!‘ issii'cs hc ’ﬁ\e '( mn-kpp}an fmmework supul.slcs that bmdmg isan
cquivaleiice rélation: C’lmmsk)*n% idkes o wmfiuunuu uther Wi §"11“’)nqjsl bﬁucr" Supposc there were no cmpmcul

evidence (b dcide the matter. (Convincing evidénee i very hard to come by.} the

‘On'the um' hand. the c.quwalcnu relation
is an additional stipulation and hence it is undesirable.  But on the other hand lﬁc cqmvalcnu: relation requires less
information 1o represent (than a more general relution) and henee it is to be pruﬁ:rrcd. Thercds.4. certain advantage in
having a more restrictive theory. It is not clear whether it is theoretically more desirable 10 have fewer: stipukations or a
more restrictive rt.prc'icnl.lllun

133 Afthough o processing argument .||(mc is not .ldcqualc Jusltﬁu!
(movement is equivalent (o hlnd‘) it should B¢ Ruffcunl mom.mon (4] slu
134 Chonisky (personal munmum.umn) has pmptud that case mlgh(fxf' _Hg,nul 10 cich'in
class), not to individual noun phmws s & fict thal m—mdcxul noun hmscs n.célvc Cils au'ly once

135 This is inefficient in both Space divd time. In Phrsifal, for anmp{; ll‘c.m mh unbuundcd umc 10 trace the binding.
pointers back to the fexical subject.

uon;“for adoplm,g lhc‘pmpuscd .nssumpuon

dex (i.c. L‘.K.h cqulv.clence
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(254) 'There scems likely to be a problem,
(255) There, scems; x4 likelyy x¢ to beg a problems.

(256) x 1 pred: scems
tns: {pres}
subj: x,
xcomp: X3
“ X9 X4. Xg form: thcrg{
num: {singular, plural}
X3 pred: likely
subj: x4
xcomp: xg
Xg pred: there-be
subj: xg
obj: X7
Xq pred: a-problem
_num; {singular}

Co-indexing is a unification procedure. Whenever ytwo nodes are co-indexed, their featurcs are merged
(intersected) and placed in shared mcmoryl.y Updating onc node’s fcziturcé would affect the other because
their features arc being shared. In this way, an.unbounded -number of nodps ¢auld be affected with a single
update, since they might all be sharing the same features. This is how the "unbounded” dependency in(254)
can be realized with only limited working memory.

Allth‘ough the dependency is "unbounded” in cstructure, it is bounded in fstructurc, which usecs the more
cfficient cquivalcncc'class rc.prcscntationy. A grammaticél roic (i.c. su’bjéct)x refers to an ;cntirc' class (with
potentially unbounded membcership) such as {xz, X4 x6}, not to an individual member. Conscquently, it is
possible for YAP to enforce these agreement constraints very cfficiently in the fstructure since they mention

only a bounded number of classes (grammatical rok:s).136

136. Ia the Bresnan-Kaplan - framework, agreement dependencies are not allowed io reference more than four
grammatical roles in a single rule.
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Another attractive computational property of cquivalence relations is-aggaciativity; they can be constructed in
any order. Xy could be unified with X4 and then with X6 orithe:other way atound. “Fhe:fstracture will turn out
the same whether constraints are propagated cycllcallym (bottom to top), mvcrsc cychcally (top to botlom),
or inside out. The results are invariant with the order of application. lnvarmme ls vcgy convemcnl a pamer

can then enforce constraints in the most natural order (left to right).

Invariance does not follow from most definitions of movement becausc a lexical ubjccl cannot be movcd until
it has rcached the source of the movement. Conscquently it makcs a dlﬂ"crcncc whcthcr movcmcms arc
computed cyclically or not. Perhaps movement should be redefined w bcﬂ :mouauvc 138 Similarly, the ATN
SENDR opcration (which manipulates feature registers) is non-associative. 'l'ins o _cumd be redefined.
Actually, part of the mativation for defining the Bresnan-Kaplan merge operator wa§ W l‘ld ;thc asymmetry of

the AT'N SENDR [Kaplan (personal communication)).
5.3 ‘The Bresnan-Kaplan Analysis of There-inscrtion

We will compare our analysis with the Bresnan-Kaplan analysis; YAP wasdgsigned so that it could .casily
incorporatc many of their ideas. Consequently, we were able to borrdwsimany: analyscs, such as the

formulation of there-insertion, saving us consndcrablc time and encrgy. We are not mtcrcstcd in rcmventmg
It vt’ v ’

A REFIANIS

all of lmgunsucs thns thesis is m.unly u)nccrncd wnth pruccéSmg cOnstramts.

St . Literdeyg 3 A

The problem s to build a fitructtire from the cstiucture.’ The cottstrairits'on the' fétructare come'from the
cstructure (e.g. the subject is the first ap undor'tenisc) and the lexion. 'N-typiéA strtietandl deperidefity rélates’
a noun phrase in "subject position” (immediately dominated Dy 4 ténsed clitse) With' the tructure slot: fiubj.
Similarly, there are lexical constraints mdlcatmg, for cxamplc that pmblem is {qmgular} pmblems is {plural}

4t L

and deer is {smgular pluml} (257)-(258) hnk cstructurc posmons wnth gmmmatlcal rolcs Lhe rcmammg

e . TRy 5

51

functional slots will bc fi Ilcd in by thc lexlcon

137. [Freidin78] has obscrved that cyclicity is derivable from independently motivated assumptions. In this framework,
the cyclic order generates the same results as any other order. We could interpret Freiden's results to say that order is
irrelevant: the facts that were once explained using ordering constraints are covered under more general binding
Condilions‘ [ — JP e e
138. A movement could for example leave a sink behind 1o swallow up the lexical phrase when it finally docs arrive,
There could be a well-formedness condition. blocking final:struciyres. contajuing apfiied- sinks: ([hm,ls snml«i to a free
indexing scheme [Koster78).) SRR Co
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5.3.1 Structural Constraints

(257) up:s-> dl:np d2:vp
dl = subj{up)
d2 = up

(258) up:vp -> d1:v (d2:np)(d3:xp-)1¥
dl = up
d2 = obj(up)
d3 = xcomp(up)

Examples (257)-(258) arc a slightly modified form of Bresnan-Kaplan's notation. It Ims bccn changcd to more
closely resembie YAP's notation and to be casier to type. 190 3oth (257) and (258) shuw a phrasc structurc rule
followed by a number of gonstraint cquations. For cxample, (257) gives an expansion for s; it has two:
daughters, the first is an np and the sccond is a vp. There are two constraint equations bélow:the ps rule which
fill in functional slots by a unification (co-index) operation. For cxample, the first equation, dI = éubj(up),
defines the np under s to be the subjcct,l4l by unifying the first daughter (an ap) with th.c& 'sulgj‘slot. of up (an s).
After the two nodes have been unificd, they share the same memory so that further ums’tréihts oxi cither node
will affect the other. Hence the unification operator is the bind* cquivaknce rclatmn. the classes are

represented collectively in shared memory.

The sccond constraint cquation d2 = up unifics the head of a phrase with IlS molhcr Ihls follows from x-bar
theory [Jackendoff77] {Chomsky70] where phrases are defined as a prujcctlon of a hcad I or cxamplc a noun
phrasc, such.as the the boy, is a projection of its head noun boy. Similarly, an sis a projection of its head, a vp.
Again, from x-bar theory, it follows that all. featurcs percalate. up -from the head. For cxample, the noun
phrase the boy is singular becausc its head is singular. Similarly, [ 1saw him) has past;tense because jts head

vp has past tense.  Functionally, onc cannot distinguish a mother from its head, and consequently, they are

139. The pu.ud()-c.mgory xp- stands for owc of the fulluwmg ap-. vp- of pp-.
140. YAP uscs more mnemonic names: names Tike df. 2. .. dn’are replaced wit _csubj, cobj. cxcomp. .... The letter ¢
indicates a cstructural relation, as opposed 1o an ffor a functional’ ole. ‘thﬂ‘ ¢ have used wp and d, Brcsn.m and
.[pl m would use upArrows und down’ arrows, respectively’, Atso; ifistoud’ uf"mnmbcﬁnpﬁc Wairghters a8 we have, shé
writes the constraint cquations underiieath the appropriaie duughier. Certaif tofstrnt’ v.hu.ftm can b«. un&rstood a8
the unmarked cuse. so they need not be restated for cach ps mile. See [Knﬂ&‘m tnd’ Brdswon80}: E
141, Technically, the subject is the fitructire of the np lmdcws:’hol thc ﬂp nwf Thé S(rbjéct dom not mt‘l‘udt lhe
estructure of the np (category &ind surface duughters).




Strugtural Constraints -84 - Section 5.3.1

represented as a single unified node in fstructure.

5.3.2 lexical Constraints

‘The remaining constraints come from the lexicon. A lexical entry looks very similar to a phrhsc sructuse rule,
It defines a functional frame (instead of a constituent frame) with constraint cquations between slots. We
have used the dumimy variables af, .... an instead of di. .... dn to dlslmghish Rowétional- argumcms from

constituent daughters. The fullowmg lexical entrics arc relevant to the example at hand: 142

(259) scem -> al:{vp-, ap-}143

o al= xcomp(up)
‘ subj(up) = subj(al)

(m) M > a{:vp. e . 'f";i'.:,’.;'.»
- al = xcomnpup) - i
subj(up) = subj(al)

(261) there-be -> al:np-

1 = objlup)*
numsubj(up)) = num(al) . . : : L e e o
form(subj(up)) = there T

533 Wen-Fomcdness Conditions

Thc furictional structuré is completely constrained by the constraint ‘“auations in the ps rules and'thé lexical
critrics. ¥ e ‘functional striicture ‘must ‘meet’ thrde mm&m.w mhuiﬁmis mﬁm mhgmm
and ¢ QMQ Bach lcxical‘chlry dcﬁnes: functmﬁal fm‘hvwhéfé st

ARG T

142. We will not discuss the internal strucjure ¢ of noun phr'm at lhlsi unu. For now we. w:ll use the .nd hoa prcdlcalc
a-1nob7¢ 1 lu errcsLnl the Slmclurc of [npv 4 probﬁml ’ oy

143. Tu.hnu. ;le lexical prs.daulcs .m, npt allowed o n..ferucy. lhc Lﬂ'ril{l}a{c (wm; and su;faq d.ugghtcrs) The
Bresnun-Kaplin formulaion replaces, our ycamp with a yomp (4. :yr;‘mnplmu.m), aucomp (,s - cumplgm(.nl) a.pt‘omp

(a pp- complement) and a ncawp. (a ap-complement); ,
144. .Subject-verb agreement. wits not gescribed. Thcu n; A lc.m.nlf cnlr) [or c;.\gh fuml of lhc verh: cach asscmng a
different constraint equation on the subject. For example, seems would,luggg jule lgh nua,(.wb]up)) fsmgular}




Well-Formedness Conditions -85- : Section 5.3.3

(262) cach slot must be filled (completencss)
(263) and only those slots may be filled (coherence)
(264) and multiplc assignments to a:particylarslot must becansstcnt

Sentences failing o meet these conditions ase ungrammatical as (265)-(267) illustrate.

(265) *There is. | N incomplete

(2(5(») *1t sccms John to be a nice guy. v incoherent

(267) *Ihere arc a problem. : N inconsistent

[Kaplan and Bresnan80] give an algorithm for instantiating lexical éntrics; we will not revicw it here since
they were not concerned with the same resource imitations.

5.4 Implementation of Functional Structure

Examples (268) and (269) illustrate a typical phrasc structure rule and a typi(zal-‘—Iexi;:ill,.mcdicate.145

(268) YAP's Notation Bresnan-Kaplan-like Notation
(dcf-ps-rule finite-ss s -> dl:{s-, np-} d2:vp psrule
(csubj obl (s- np-) d1 = subj(up) '
(action (merge down (get-fsubj up))))  d2 = up
‘(chead obl (vp)

(action (merge down up)))

(dcf-pred scem-1 scem scem -> al:{vp-, ap-} lexical predicate
(fxcomp obl (vp- ap-) al = xcomp{up)
(action (subj-control up down)))) subj(up) = subj(al)

YAP's ps-rules and lexical predicates share similar syntax, (269) and (270). Both of them are CF rules with
Bresnan-Kaplan constraint equations cncoded into the nonterminals (i.c. <tcrm>). A <{tcrm) is defined as
(271) below.

145. By convention, all functional slot names will begin with an £ whereas all constituent slot names will-being with a-c.
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(269) (dcf-pred <predicate named {stem> <tcrm>*) £ T pmficme rule

(270) (def-ps-rule <ps-rulc name> <{category> <term>®*) ° Ol o psrule
(271) (<role> <OBL.igatory, OP Tional, or STARY <possibly catoguriesd (action (iisp coded)) - lerm

Recall that YAP's attuch operation awtomatically ‘advances tho “det™ in 2 ps-rule pointer past & noiterminal.
In addition to updating the ps-rule, advancing the "dot" also invokes the constraints associated with the
nonterminal. ‘That is, when YAP attaches a daughter to a mother, the daughtcr is given. the <rolc> in the
mother’s fmmc and sccondly, the <action> ficld is evaluated with wp and dmvn bm,n;d to 1hc mulhcr and(
daughter, rcspccnvcly.146 For example, when YAP attaches downl to upl in (272), downl bcu)mcs the csubj
of up] because the "dot” passes the csubj term.! Fuethermore, downd becomos the fiudy of upl bocause the

action ficld specify that down (bound to down/) be merged wish-up(boandite epf). = b
21 5] finitc-s -> . csubj chead s beforeaitaching
fsubj: empty
b epry S e T e ) e
==WAlLL== '
[np-'] SR AU R cow sl
[, am]
{get detl
@)1 finites -> csubj . chead R " after attaching
fsubj: [ 1] |
csubj: [, 1}
-1 |
=WALL==
[y am]
(gt ded

146. The action ficld could contain an arbitrary LISP expression o be cevaluated during an attachment, although by
convention, the action ficlds merely update functional roles and syntactic features inumediately connected to.nodes. in the.
buffers. 1t is not allowed 1o violate the FS hypolhcsn (ll would bL an lmpmvcmun to climinate the ucmm slol by
classifying to-possible uctions) -; i o e it e : c




Implementation of Functional Structure -87- ‘ Section 5.4

The fstr uuurc parallcls the cstructure in many ways. Just as we assocnatcd a ps pointer with cvery node, we
will associate a prcdlcatc pumlcr with cvcry prcdlcatc ‘When ‘a daughtcr is attiched to a’predicate, the
plCdlCdlC pointer is advanced very much hkc the ps pointer is adv:mccd ‘Advancing the pointer over a tcrh
invokes the relevant constraint cquauons For cxamplc atlachmg d ﬁm»np t seents; as i figure 11, ‘invokes
subject-control. ‘That is, the daughter's understood subject is its mother's subject. | ' o

Fig. 11. IS Attach (revisited)

sentence: John scems to have left.

input pointer!
g John scems} finite-s -> csubj chcad
scem-1 -> . fxcomp
“fsubj: [ S John
[vp scems] normal- vp -> chead . (cobj) (cxcomp)
seem-1 -> . fxcomp
fsubj: [np- John]
=WAlLL==
[vp_ to have left] normal-vp- -> ccomp chead .
have-1-> fxcomp .
fsubj: empty
[punct J normal-x -> cword .

After attaching, upl’s ps and pred pointers will advance invoking the constraint cquations: down!/ becomes
upl’s excomp and fxcomp, and downI's fiubjis controlicd by upl.

[ John scems] finite-s -> csubj chead .
scem-1 -> fxcomp .
fsubj: [np- John]

[vp scems) normal-vp -> chead (cobj) (cxcomp) .
seem-l -> fucomp .. o
FSUbj: ‘np. Jd’nl i i

fxt.omp [,y to have left] e g
, ~ cxcomp: [vp'- to have'leff} " - b
[vp- to have lcfi] normal-vpr, -)cwmpdtead
' ' have:1 - fxcomp:.

fsubj: [

np- John] | : JSrom subject control

=WALL==

(punct '] normal-x -> cword .
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For another cxample, there-inscrtion constramts are cnforccd whcn the fobj is attachcd using the followmg
lexical cntry for the verb 0 be. When YAP attachcs the jbb], |t chccks the ﬁubj. |f it is the form there, YAP
.enforces number agreement, by mcrgmg tbc num fcaturc of thc subjcct and ochch Ihn rulc can have
unbounded consequences since the fsubj can be passcd down though dn arbnmry numbcr uf rmsmg verbals

(likc seem and likely).

(274) (def-pred be-1 be
(fobj obl (np-) P
(action (if'*® (=*there (get-fsubj up)) (mergef (get-fsubj up) down num)))f) (

Bresnan-Kaplan's completencss, coherence, and consistency conditions are impldhcntcd using the prcdicate
pointers. Completeness is a condition on closing: a node cannot close unul all of its ubhgalury roles have
been attached. Coherence is a condition on atltaching; a daughlcr éénm)t atlach unlcss it is an ‘argumcnl of i ns
mother (or controlled by an argument of its mothcr) 19 Conmcy B a, cundmon on unification;

inconsistent slots cannot be unified.

L S S TR

147. Note the difference between the mergef and merge functions. The! former incrges - ‘particular feature (say num)
whereas the latter merges all features.  An equation like up = down murgtﬁ nmfc.uummmrc..s only the num feature is
murged by an equution like mun(up) = num{down). snf o Vi

148. The lisp macro ifis a simple conditional: it evaluates its 1m@ﬂa;gumgm |Mc ﬁm argumcnt returns true,

149, Argument is a linguistic notion which distinguishes p(mlmhs sclecting lxﬁxﬂ iems (John. Mary. the table. ...) from
forms (there. it. idiom chunks. ...). The subject of seem is no R grg%tﬂ Spusion bbeause it can ke forms: as in (a).
Lexical items which appear in that position are not arguments of seem, but: rateer:of the xcomp. For example, in (b) John
IS am argument of nice, not seem. bl

(a) There seems 10 be a problem. ) '
(b) John scems 10 be a nice guy.
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5.5 An Example

The cstructure and fstructure for (275) are listed below. This example is. very similar to Appendix 2 which
traces the derivation more carcfully, -

(275) 'The boy was likely to sit?

(276) CSUBJ: [(NP-)'the boy] ' ' ’ cstructure
CHEAD: [(NP) the boy] ' ' ' '
CSPEC: [(DET) the] -
CHEAD: [(N) boy}
CHEAD: [(VP) was likely to sit)
CHEAD: {[(V) was]
CXCOMP: [(AP-) tikely to sit]
CHEAD: [{AP) likely to sit]
CHEAD: [(A) likely]
CXCOMP: [(VP-) to sit]
CCOMP: [(COMP} to}
CHEAD: [(VP)sit}
CHEAD: [(V) sit}

(277) FSUBJ: [(NP-) the boy) ‘ . ftructure
FSPEC: [(DET) the] | | -
FXCOMP: [(AP-) likely to sit]

FSUBJ: [(NP-) the boy]

FSPEC: [(DET) the]
FXCOMP: [(VP-) to sif]

FSUBJ: [(NP-) the boy]

FSPEC: [(DET) the}
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6. Lexical Transformations

The traditional -arguments for cotplex models (c.g. T nd ATNG §&g§ést ' ihat ‘simpler ‘mechianisms (like
YAP) cannot capturc the full range of linguistic generalizations. This chaptér will addbess thistfiticism.!%® -

(278) "It is well known (cf. [Chomsky64]) that the strict context-free grammar modet i’ not an adequiate
mechanisin for characterizing the subtlctics of natural languages. Many of the gopdijtions; which.
must be satisfied by well-formed English sentences require soine dcgrqq;gif aAgrecement; between
different parts of the sentence which may or may not be adjacent (indeed wfyggl{ngy e separated
by a theoretically unbounded number of intervening words). Comcxt-scnsﬁxg grammays ould
take care of the weak generation of many of these constructions. bug anly:atghg costi of dosing: the
linguistic significance of the ‘phrase structurc’ assigned by the gr'ammg.r_» Aof; {Postalgd]).
Morcover, the unaided context-free grammar madel is unable to shoy;the sysl'enwtic‘relationship
that exists between a declarative sentence and its corresponding qumun form. Joctween an active
sentence and its passive, etc.” Coeditis T

Dleo o o

'There has always been some controversy over these arguments; currcnllygigiq(‘iar 3IC!illaﬂklr,',l?a.tz.c] leads the
i SR RNV ; ;

opposition. The confusion stems from two very different interpretations of complexity., .

Ay oF

(279) ugu;mg gmp_lg_gm the size of the grammar itself '
(280) chmi complexity: the time and spacc bounds for an idcal processor o

;E\,‘{_ ‘.

In general, there is a trade-off between the two types of complexity; ‘ihic sive ‘oft 4' progtam (linguistic
complexity) is typically inverscly related to the power of the interpreter (compd(;m’oﬁai comﬂéﬁity) Woods
has adopted Chomsky's view that (279) should be optimized at the expense of (2&0) 131 Ga;da; s pqsmon is

Voo

150. The following quotation is taken froon [Woods70).  He is wrying to justify augmenting his ATN model. An
un-augmented ATN (a Recursive Transition Network RTN) has CF complexity.

151. Chomsky {personal communications) has said on many occasions that weak generative capacity (computational
complexity) is completely irrclevant 1o the study of grammar. However, weak constraints can be used (o limit the space of
possible grammars.  For example, if language (weak) is actually FS, then no strictly CF grammar (strong) can correctly
describe the facts.
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just the reverse.'? Bresnan and Kaplan claim that it is possible to optimizt H6th (to have ydur cake and cat it,
so to speak). YAP was dcsngncd along these lines. It has very mmlmal com}pumt‘lunal complcxlly without
sacnﬁcmg Imgmsnc gcncrahmtmns This chaptcr wnll shuw how Y;\P cinptufcé many linguistic
gcncrah/atwns greatly snmphl‘ymg the grammar 153’ Chaptcrs 6-9 dlscuss thc fullowmg t()plCS WhICh are oﬂcn

used o "refute” a position like Ga/dars.

(281) .cxical Transformations (passive, raising, therc-inserion, ...)
(282) l.ocal Structural ‘transformations (aux-inversion, deletions, ...)
(283) Wh-movement ‘ : (wh=-questions, relative clauscs, ...)
(284) Conjunction -~ (vp doletion, gappmg éhpscs. )

T hlS chapter wnll consndcr the followmg four cunstrucuons othcr lc)ucal rulcs arc very similar.

(285) raising

(286) it-cxtraposition
(287) passive

(288) rcanalysis

There is considerable contmvcrsy over Lhcsc rulcs we have adoplcd thc Icmcahst posmon which ’ compilcs"
the effect of these rules into the chlcon That is, there are dlﬂ‘crcnt Icmcal cntncs for see and seen; see is a
transitive verb whereas seen is intransitive. Chamsky advecates a transformigional pasition where passive and
raising arc subcascs of move-np. Marcus has encoded Chomsky's analysis in a deterministic framework. This

chapter will discuss a formulation of Bresnan-Kaplan lexical rules in YAP's framework.

152. Itis widely believed that CF rules are inherently inadequate (in principlc) (o describe the facts. Gurdar (and others)
give very good evidence to the contrary. 1t is theoretically possible 10 describe both sctive and pisisive scatences with two
different CF rules. Similarly. it is possible 1o describe yes-no questions with yet another set of CF rules. Since there are
only a finite number of transformations and only a finite number of base CF rules. one could apply alf the transformations
Lo the base. forming a large inclegant (but finite) set of CF rules which describe the ficts. Gazdar's derivation could be
viewed as a constructive "proof™ that gramnar has unly CF (computational) complexity. (There are some apparently CS
constructions to be considered: “respectively™ in English, wh-movement in Swedish, subject-verb agreement in Duich
verbs, and Postal's Mohawk puzzie.)

153. Gardar's system has meta-rules to achieve the same goals, though his solution tends (0 mubtiply the number of
grammar rules by a rather substantial constant.  Unfortunately, all known general CF parsing ulgorithms consume time

propertional 10 the size of the grammar, and hence Guadar's soletion wilhsow! dwn p;mmg time b} @ rather mbsmmml'
constant,
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6.1 The Lexical/ Transformational Debate

The last chapter demonstrated a lexical formulation of there-insertion (coupled with raising). The understood
subjects were related to cach other in the fstructure by lexical constraint equations. Chomsky would achicve a
similar result by representing the understood subjects as traces (cmpty noun phrases) in the cstructure.
Instcad of using lexical constraint cquations to bind the traces, he uses a syntactic transformation called

move-np.

The differences between these two positions are very subtle. We will review one argument for cach side to
illustrate the flavor of the debate. Neither of these arguments is definitive; there is a targe literature of replies
and counter-replics.  The arguments should demonstrate that competence issues (lexical  versus
transformational) are orthogonal to performance.  ‘The state of performance models is not sufficiently
sophisticated to distinguish subtle competence issues. It is doubtful whether performance models can ever
distinguish certain matters of compctcnce.]54 Both the lexical and transformational positions arc internally
consistent (for the most part) and equally parsable (Marcus used a transformational approach). We chose the
lexical position for its very attractive representation of features (described in the last chapter).  Although it
may be possible to devisc a similar scheme in a transformational framework, the lexical represcentation was

availablc when YAP was being designed. The debate has concentrated on two points:

(289) Do move-np rules (passive, therc-insertion, raising, ctc.) leave a trace?

John was scen. lexical
Johni was seen t;. transformational

(290) Do infinitives take lexical subjects?

I believe [np- John] [vp- to be a nice guy] lexical
I belicve [S John to be a nice guy] transformational

154. An extreme functionalist position might suggest that all competence issues are ultimately specified by processing
considerations. This scems most unlikely.
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The following two arguments debate point (289).
6.1.1 The Wanna Argument

‘T'he Wanna argument [Bresnan78] demonstrates that there-insertion "must” be a lexical rule since it does not
leave a trace (an cmpty noun phrasc in cstructure). In English, certain verbals {c.g. want, going) can

optionally contract with the word fo as in (291) and (292).

(291) | want to go home.
1 wanna go home.

(292) I'm going to go home.
I'm gonna go home.

Want + to cannot contract over a trace. Hence contraction is blocked in (293)-by. the trace of wh-movement,
but permitted in (294) where the trace docs not intervene,

(293) Whoi do you want t; to sce Bill?
*Who do you wanna sec Bill?

(294) Who, do you want to sce ti?
Whoi do you wanna s¢e ti?

The question is: does move-np leave a trace? Is therc-inscrtion a lexical rule as.in (295).or a transformation as
in (296)? If therc-insertion Ieaves a trace, then contraction should be blocked as in wh-movement. But

contraction is permitted, so there-insertion "cannot” leave a trace.

(295) 'there is going to be a movic about us. , Ce . Sonon lexical
€296) There; is going ; to be a movieabout us. : o . transfornational

(297) There's gonna be a movie about us.
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6.1.2 The Away Argument

[Williams80} argues that the durative particle away occurs only with intransitive verbs. as demonstrated by
(298)-(301). |

(298) 'Thc dial is spinning away. e g
(299) *John is spinning the dial away. (wrong mcanmg)
(300) John is hitting away at Bill.

(301) *John is hitting Bill away.

He then observes that away can occur with lexically derived intransitives (where there is no trace), but not

with syntactically derived intransitives (where there is a trace).

(302) John is cating away. lexically derived
(303) *Whoyis Bilt hitting't, away.. - = Ll s;mmucallydmvad

1f passive is a lexical rule, then it should allow away by analogy with (302) lf it IS syntactlc (lcavmg a trace), it
should block away as in (303). In fact, away cannot occur with passives, sa move:np "must” lcave a trace.

(304) "Blll was being hit t; away by Fred.

Ncither position is conclusive. Having adopted the lexicalist position, we should show how. lpnguast:c
gencralizations can be encoded within the lexicalist framcwork Punhennorc the encoding is subject to the
processing fi Tmntatlons(ﬂhitéstatband dctcrminism) (IR R

6.2 Raising i ’ IR

The last chapter illustrated a lexical analysis of raising; we will summaeize the analysis here. There are two
types of raising -ritled’ raising-to-subject (305) and raising-to-objcet¢306). - #fi both-¢ases, there is ‘a raising
verbal in the higher matrix (c.g. seem, promise, likely, persuade) whlch dctcrmmcs thc type of raising. In the
seenm casc (raising-to-subject), the embedded subject is bound to (hc hlghcr s_u_bjg;[ in thc persuade case
(raising-to-objcct), the embedded subject is bound to the higher gbject. Bresnan-Kaplan constraint equations

clegantly capture both cases.!%

155. The term ruising conies from the old analysis where transformations literally mised the embedded subject up to the
higher matrix. See [Postal74] for a defense of the traditional analysis.
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(305) subj(up) = subj(xcomp(up)) raising-to-subject

John scems to be a nice guy.

John promised Mike to be a nice guy.

John is likely to be a nice guy.

John struck Mike as likely to be a nice guy.

(306) obj{up) = subj(xcomp(up)) .- paising-{o-object

John persuaded Mike to be a nice guy.
. John forced Mikc Lobcg ug:cguy
_John convinced Mike to be a nice guy.

6,3 Auxiliaries

YAP analyzes auxiliarics as raising-to-subject verbs; they all scloct a verbal fxcomp and subject control.
Unlike raising verbs, auxiliarics sclect participial ms'>® features whereas raising - verbals- generally sclest

infinitival zas features.

“(307Y1 was [xcomp going]. ' ‘ o AR © auxiliaries
dhave bycomy Bone).
(308) I scem [xcomp to go). raising

Modals (can, may, will, ...) and do select (nsless complements, have takes + en, and be assigns either + ing or
en’ For example, the predicate for be would look something like:

156. The tns feature takes either tense or participle valucs (since the two have cmrplcmmwy dlﬂnbuutms.) The
pussubk vitlues are: pres, past, nsless, +cn and +ing.

157. Many analyses separate the two forms of be into an active and a passive entry. Our funnululum is more consistent
with the wait and sce philosophy. We claim there is only one copula be which sclects an xcomp marked with cither active
or.passive iaflection (§ +ing. - egl). . The wewive and pussive: inlcrproksiions: ase: detcaningd m the ; mmmple s prcdlcate.
not by the copula. ¥
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(309) aux-be -> al:vp- _ SRR S
al = xcomp(up)
tns{al) = {+ing, +en} “
subj(al) = subj(up) S

Auxiliaries can nest freely to form sentences like the following: -

(310) I'would have been taken.
(311) I would have been taking the ball.

IR U SR T

There are a few constraints which limit the possibilitics. *!dals and’ dd“hhvie’ﬁo pamc:pnal fdrms (in their
auxiliary senses)'*® so they must appear in positions requiri.iz prescit ot past mﬂectlon In other words, they
must be dircctly dominated by a tensed clause because that i+ the only tensed position. For example, (312) is
ungrammatical because will does not have a insless form whicih would normally be required after wosdd: (313)

is out for similar reasons.
R TN R ' : A ' ; v et - LN

'(312) *I would will have ... o ' BRI : .
(313) *1 would do have ... R S ST

Even with these constraints, the raising analysis seriously over-gencrates. One coulyq,ﬁgg.mis‘ problct_p jusing a
small sct of motivated features as in [Akamajian79]. Curr..:tly, YAP will accept senhgcgs _Vli:k:,c, BKM). Itis
possible that these should be excluded on semantic or pra::atic grounds like (315)'which are syatactically

158. Certain modals are easily mistaken with main verb forms, whi.h have very different morphology and distributions.

Ihadthcboyslake lheexam SR RBIRT el on
|Jld:lt. T P ol B Bt

NIRRT O

It isnt clcar Rowa parser can d:slinguislvthc twm V*P Do .ncmMed rtikes todmbaguatt & ﬁzw édcs. Leueal
ambiguity is a very hard problem.
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wcll-formed, though scmantically qucstionable.159

(314) *1 have been having been having ...
*I have had had ...

(315) Nt seemed to seem to scem ...
Nt is likely to be likely ...

Except for this problem, the raising analysis is extremely simple and efficient. Sce [Akmajian79] for a critical

review of these proposals and some alternatives.
6.4 It-extraposition

The raising analysis has a number of manifestations; it has played a crucial role in there-insertion and
auxiliaries. It also turns out to be impertant in it-extraposition, illustratéd by (316)-(318) below.

(316) It was belicved that | would go.
(317) It was promiscd that [ would ge:
(318) It sccmed likely that [ would go.

It-extraposition is similar to there-insertion; both cases illustrate a dependency between asubject and a decply
embedded constituent. In thcre-mscmon the "dummy" form lhere dcpcnds upon a decply cmbcddcd mm_n
phrase such as a problem; in it- extraposmon the "dummy" it depends upon a chpIy cmbcddcd g]ausg

159. We could suggest some more filters to exclude some of the additional cases. For example, Have docsn’t take +ing
in its auxiliary form.

| have taken it.
*] wus having taken it.

A sccond condition blocks two adjucent verbs with + ing inflection.

*... +ing +ing ..}
*| am being being ...

These filters are merely descriplive; a trug theory would explain these facts,
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(319) There scemed likely to scem likely ... to be g nmﬂgm
(320) It scemed likely to scem likely ... that [ would go.

YAP uses a similar mechanism in both cascs: just as there arc lexical entries which check tﬁcil; fsubj slot for
the form there, there are lexical entrics which check for i, Since subjoets:can :be raisod arbitrdrily ifar,

it-cxtraposition can have unbounded cunscqucm:es.m0

“(321) (def-pred be-1 be

(fobj obl (np-)
(action (if (= *there (get-fsubj up)) (mergef (get-fsubj up) down num)))))

(322) (def-pred likely-1 likely
voi(fscompobl (s) - - ‘ ’ ol
(action (if (= *it (get-fsubj- up»(&mc(sm-fsubnmmm< i

The form it in (323) is co-indcxed with the scomp (sentential comp‘lpmcng fo, dlswlgmsh it from -the
pronominal it in (324). The two interpretations have different semantics. ¢ RS

(323) 1t scemed that we were nice. - (meaningless il)
£324) It scomed to:be nices. . . Craen (pmnomnahﬂ)-

'S|mllar commcnts apply to there (325)-(326) dcmonstratc thc dlffcrcnt scmantlcs of lhem

BN

(325) There was a problem. (mcaninglcss there)
(326) | went there. (pronomial there)
6.5 Passive

Our passive analysis depends on the formulation of auxiliarics as raising verbs. Passive participles do not
stipulate the auxiliary. It happens that /o be is the only auxiliary that can take a passive panicipké.“l‘. This

160. Note that it-extraposition merges every feature associated with the subject whereas there-inseriion only merges the
num feature. Henee, it-extraposition uscs the merge function whercas lhuc-mscrtxm uses the mergef function.
161. Except for have, all other auxiliarics block 4 en pirliCipiés.’ (e’ mergé somé bihér 1n§ feature with their ficomp )

For some unexplained reason. have blocks passive interpretation of its fxcomp.
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purcly accidental; passive participles are found in many other constructions without the verb o be. 12 ‘The
verb fo be is identical in both (327) and (328); the difference is restricted to the participial phrases seeing me

and seen.

(327) John was secing me.
(328) John was scen.

There arc two lexical cntrics, one for seeing (329) and one for seen (330), which are rclated by a lexical

redundancy rule to capture the passive generalization.

(329) active-sce -> al:np- a2:np-
al = subj(up)
a2 = obj(up)

(330) passive-see -> al:np-
al = subj(up)
tns(up) = +en

In the Bresnan-Kaplan framework, all lexical entrics are "tried” non-deterministically; structures rhccting the
functional well-formedness conditions (coherence, completencss, and consistency) are considered valid
interpretations. This is a perfectly reasonable competence medd; However, it may have two problems as a

modet of performance:

(331) very large lexicon
(332) non-determinism

162. Here are three constructions involving passive participles:

a fullen leaf
He scemed persuaded to Teave.
I saw a horse tuken past the barn,

There is a considerable fiterature discussing passive gencralizations: our formulation is consistent with the lexical .m.llysa
although many of the dietails have not been lmpicmt.mcd '
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YAP uses a virtual lexicon to alleviate problem (331). Instead of stormg all the lexical entries literally in a
' huge array, YAP stores only the core entrics; other cntrics are gcncratcd upon demand. Viewing the lexicon
as a black box, it shouldn’t be possible to distinguish the real entries from the virtual ones. The virtual lexicon
is very analogous to virtual memory systems which page address locations into real memory upon demand.

‘These schemes take advantage of a space/time trade-off.163

Determinism is more difficult to arrange. How can YAP decide which Iexical entry to use? The lexical
ambiguity problem is extremely difficult. In this case, there arc. some fairly good heuristics. 'The unmarked
casc is triggered by a + en morphological feature, though there are several marked rules to disambiguate some
of the more difficult cases. 'These rules may seem ad hoc, but they do have to be stated in one way or another.

Perhaps we will find an explanation someday; for now, we will make do with a descriptive theory.

(333) John was scen. (the unmarked case)
(334) John has scen Bill, (perfect construction)

(335) The horse raced past the barn, (+ en/ + ed ambiguity)
The horse raced past the barn fell. | -

There arc two cxceptional cases: the perfoct construction (333) and the + en/ + ed morphological ambiguity.
The perfect construction blocks the passive rule from applying to its complement. ‘This fact is stated in the
lexical entry for save. The morphological problem in (335) is disambiguated by the unification procedure.
The two senses of raced ({ +cn, past}) are merged (intersected) with the two senses of a tensed clause ({pres,

past}) producing a unique result (sce figure 12).

YAP has a production rule to gencrate a passive predicate pointer when it is nceded. It looks something like

the following, although a number of dctails have been omitted for clarity.164

163. Page faults (gencrating lexical entries on the fly) become less and less probable as more and more lexical entrics are
added to the core fexicon, 1t may be more efficient to inchude redundant information in the Texicon which is frcquenlly
accessed, thus reducing the chance of a page fault. In other words, it may be worthwhile to sacrifice some linguistic
complexity to achicve improved computational complexity.

164. For example, there has 1o be a mechanism 10 prevent the rle f{om re-.npplymg arbitrarily ofien to the same
predicate. There is an uninteresting lisp expression in the pattern to accomplish this.
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Fig. 12. Disambiguating +en/+¢d
sentence: The horse raced past the ...

[ the horsc] tns: {pres, past}
==WAlL==

[vp mc’:‘gd] tns: {past, +ecn}
I past]

[ get thel

There is a constraint cquation which unifies a clausc with its head {the vp). When the head is attached the
constraint cquation is cvaluated, disambiguating the tns features. ‘The two senscs of raced ({ +cn, past}) are
merged (interseeted) with the two senses of upl ({pres, past}) producing a unique result.

[ the horseraced]  tns: {past}
lyp raced] tns: {past}
==WALL==

[p pastl

(336) (dcfrule passive trans
(pattern () (= +¢n))
(action (passivize-pred downl)))

The function passivize-pred transforms downl’s active predicatc pointer into a passive one. (It simply
replaces the fsubj slot with the fobj slot.)"’s This should have the same externat-appearance as though there
were passive predicates stored in the lexicon. It is merely a gpace/time trade-off.

6.6 Reanalysis

In gencral, prepositional objects do not passivize. For example:

165. Unfortunately, this docs require copying the predicate pointer.
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(337) *I'hc ball was gone to.
*The river was seen at.
*I'he boy was taken the ball from.

However, there are some marked cases where passive is possible. To account for these facts, it has beea
proposed that certain verb-particle combinations (¢.g. arrive ar and look ar) can rcanalyze into a smglevcrb
complex. The reanalyzed form (338) can passivize, unlike (339), because the solution is a verbat object

whereas rthe station is prepositional object.

(338) They [, arrived at} [np_'thc solution}.
The solution was arrived at.

(339) They arrived [pp- at the station).
*The station was arrived at.

Since YAP is not capable of distinguishing the scmantic difference between the solution and the Station, it
cannot distinguish-(338) from (339). - When syntactic clues arc sufficint as in (340)-(341), YAP correctly

performs the reanalysis.

(340) I looked at the picture.
The picture was looked at.

(341) I'went to the ball,
*The ball was gone to.

The difference between look and go is stated in the lexicon; Jook reanalyzes with ar, but go docs not reanalyze
with r0. The lexical entry for look at is listed below. Notice that it takes a direct object, not a prepositional
object.

(342) (def-pred look-at-1 look
(fsubj obl (np-))
(fcasc obl (p)
(fobj obl (np-)))
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We have scen how a number of Iexical rules (raising, it-extraposition, there-insertion, auxiliary formation,

passive, and reanalysis) are formulated in YAP. This shows that many of the generalizations can be captured

by a relatively simple device.
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7. Local Structural Transformations

‘The last chapter demonstrated several rules which operate on predicate pointers (fstructure). This chapter
will discuss structural transformations which operate on constituent structure (cstructure). There are some

important differences between lexical and structural rules.

(343) Lexical rules are local in fstructure; structural rules are local in estructure.
(344) Structural rules have no lexically marked cxceptions.
(345) 1 exical rules are structure prcscrving."’(’

By these criteria (which arc admittedly very pro-fexicalist), it is very hard to find suitable candidates for a
structural rule. (343) is not very discriminating; as we have scen, it is generally possible to state many rules in
cither the fstructure or the cstructure. (344) is very pro-lexicalist, since almost every linguistic gencralization

has an exception. Only (345) establishes a class of structural rules; some rules (c.g. root transformations) are

not structure prcscrving.l(’7 This section will analyze two root transformations: aux-inversion and imperative.

The structure preserving property [Emonds76] is analogous to side-cffect'%® free (applicativc) programming;
both moves attempt to establish an invariant representation which remains intact after an arbitrary number of
transformations (function calls). lLinguists have found the invariance notion to be useful for describing
grammar; computer scientists have discovered invariance important in program verification. It is gencrally

agreed in both ficlds that structure prescrving (applicative) formulations are desirable.

160. [Fmonds76] postulates that transformations divide into two categorics: Structure- Preserving Transformations and
Root Transformations. The former introduce or substitute a constituent C into a position in & phrasc marker held by a
node 7 root transformations move, copy and insert a constituent in root clauscs.

167, Actually the case is not so clear: there may be ways 1o reformulate these transformations to be structure preserving.
For example, [Kaplan and Bresnan 80] present a structure preserving analysis of imperative.

168. A progrant is said (o cause side-effects i 10 modifics data structures in a non-inverlible fashion. In general, it is
possible to avoid side-effects; there is w school of computer scientists who advocate completely side-cffect free
programming.  This position is somewhat analogous to the lexicalist school of linguists who advocate side-cffect free
analyses.
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7.1 Aux-inversion

Perhaps the best example of a structural transformation is the so-callcd;gu;_imggm rule which has applicd
to (346)-(350).16° |

(346) Have I taken the ball?

(347) Whlch balls have 1 taken?

(348) Never have | taken so many balls!

(349) Under no circumstances am | permitted to release these documents.
(350) Nowhere gould he find an alpaca carpet. '

YAP's aux-inversion rule undocs the inversion by switching the buffcr cells containing thc auxiliary and the
subjcct noun phrase, thus capturing the linguistic gcncmhzatmn without mcrcasmg the computauonal
complexity (memory is still severely bounded). The aux-inversion rule mvcrts downl dnd down2 as
iltustrated in (351). It also labels upl with the mood feature {wh q ycs-no-q} to dlstmgulsh the scntence

from its declarative form.!0

(351) sentence: Have [ taken the ball?
input pointer; the ball?

before after

[ ] )
=WALL== ==WALL==

[v havc] [np- 1]

[np- i} [v have]

I, ;akcn] [, taken]

A simple form of the aux-inversion rule is shown below.!”!

169. Only yes-no and wh-guestions have been implemented: the other cases shouldn’t be too much more difficult.

170. This docsn't work in the preposed adverbial case. Never have I seen so many balls!  Bob Berwick (personal
communications) has suggested that the inverted forms share a common LF (logical form) intcrpretation which
distinguishes them from declarative sentences. ‘
171. The last term of the pattern could be an arbitrary lisp predicate which must be true in order for the rule to match.
In practice. the predicates tend 1o test features of nodes in (he buffer. In this case, the predicale crole-can-advance? is
testing if upl is looking for a subject.  Some details have been suppressed for danly For example, there are some
agreement constraints which will be discussed later in this chapler.
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N

(352) (defrulc aux-inversion trans
(pattern (=root) (=auxverb =np- )(crolc-can-advancc" upl csubj))
(action (invert) (sctfeat up! (yes-no-q wh-g) mood)))

Aux-inversion is possible when upl contains a root clause' 2 looking for a subject, and the lower buffer holds

the inverted auxiliary/np- patlcm.m "This rule was taken almost directly from MaréuS' Pélrsifal. :
7.2 hmperative

Imperative is a delction rule which applics to root clauses.'™ "Thé' parser Shnply téstores the deleted clements
and finishes thc sentence as if nnthmg had been missing,  Given a sentence like (353), YAP will insert, the
words you wrll into thc lower buﬂ'cr undmn& lhc lmpcrawc transﬁ)rmauqu. YAP will finish the scntence as
if it had bccn pdl'blng (354) Asi in aux- mvcrsnon thc qunsfoquauon gdds a moog feature to dlstmswshcsmc
tr'msfonncd sentence (353) from thc untransformcd sentenee (354). The rule is given as (356}bclow.

172. The highest clause is a root clause. There are some other instances of ;pol phenoms.nd whlch 'YAP does not
currently handle. For example, I said, "what gre we going 1o do?”

173. The following verbs act as auxiliaries in English: be. have. do, can, will. may, shall. main. and pethaps a fow others.
There is another marked rule (described in the next section) which blocks aux-inversiun when do and have (in American
English) are being used in their mainverb senses as below: .

Have the boys take the exams! (mainverb)
Who had the boys take the exams?

Do it!

Who did it?

Have the boys taken the exams? (auxverb)
What have Lthe boys taken?

Did it bother you?

Who does it bother?

It is an unexplained fact that be and the British use of Aave invert (even in lhc mamverb sense)

174. [Kaplan and Bresnan80] give a lexical analysis of imperative,

175. This rule was also taken from M‘nrcqs Parsifal. There lsunc}fllff erpnee: his nllc dmps the word you into.the buffer,
not the words you will. YAP wn"  parsé (u) mu: (B)‘ amf ) will parse. iLh 1,; (b)

(a) Be good!
(b) You will be good!
(©) *You bc good! (wrong mcanin'g)

YAP drops the will 1o absorb the tense constraint on root cl.mscs. mot cl.msqs arc tensed. except for imperatives which
have no overt tense marker.
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(353) Take the ball!
(354) You will take the ball!

(355) before * after
5] | Ll
==WAlL== ==WAlL==
[, take] lyp- youl
[dcl the] [v will]
'n ball] {, 1ake]
lgce thel
[n ball]

(356) (defrule imperative trans
(pattern (=s)(=v) (and (= tnsless!7® downl) (Lrolc-can-advancc" upl ‘csubj)))
{action (sctfeat upl imperative mood) (drop -words you wxll))) ‘

7.3 Differential Diagnosis

It happens that both aux-inversion and impcrative have very ‘simmilar patterns. In cxamples like (357)-(359),
there is some difficulty deciding which transformation should apply. Some cases, such as (359), are
grammatically ambiguous, and hence, it is nut possible to disambtguatc using just the rules of grammar

(compctence). 17

(357) Have the boys take the ball! imperative
(358) Have the boys taken the ball? inversion
(359) Have the cggs fried ... ambiguous?

A non-deterministic system could “try” both rules, accepting all analyses that happen to work aut. A
deterministic system is posed with a difficult problem; both transformations (aux-inversion and imperative)
cause sidc cffects which cannot be undone. A deterministic machine has tp.make the xightadbciéion the first
time; there will be no recovering if it selects the wrong transformation. ‘This section will discuss procedurcs

176. The predicate = tnsless tests for null inflection,
177. The ambiguity may not be realized in performance. Marcus claims there is a slrum, prufutna: for inversion in the
unmarked case, though the marked interpretation can be foreed by semantic and pragmatic biases.
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for deciding which transformation should apply.

Marcus belicves this problem results from a lexical amblgulty between the two senses of have!™® The
auxiliary have undergoces inversion as in (360) unlike the m.un \crb have (in Amcncan English). Hence, if we
could distinguish the two forms of have, we could dcmdc whfch transformation should apply MarLus invokes
a marked rule (360), called Have-diag, to dlsamblguatc dnf]'crclumllym between the two senses of have

(360) pattern:
downl: [ have]
down2: lnp- <any>]
down3: [<any> <any>]

If down3 is tnsless or dow? is piuml (f ﬁrst or sccond persop) " marked exception
then run imperative next. 1% o
Otherwisc, run aux-inversion next. unmarked default

. U |
B L1 R 4

"The default path (inversion) is taken, unless there is marked evidence to the contrary. Marcus clmms "ﬂiat the
marked information must appear. in the next three constifuenis. He h3s some empirical cvidonge indicating
that many pepple cannot disambjguate (361)-(362) because there is no.disambiguating information, within the
specificd lookahead. In (363)-(364), the default; interpretation {ipvarsion) is blocked locally by the: underlined
words, and hence, (363)-(364) reccive the exceptional interpretation (imperative). :

178. The ntain verb sense of have invetts more frcclym British aniish

American; Do you have 3 match?

British: Have you a match?
179. The wrm differentiod ditignosis wus derived from medical applications. “Itis belitved that doctors have precompiled
rules 1o differentiate. between medical ¢onditions which have similar symploms but require, very different diagnosgs,
[Davis77] refers 10 these rules as meta-rules because they reason "about rules. This is 4 very powcerful technigue, though
potentially expensive.
180. Actually. this rule has a slight flaw: it fails to distinguish Have { earen? fronii Have me eaien!. This suggests that case
features (in addition 1o person/number) should be used to dls.umbogu.au. Nguhc; YAP nor P.nrsnfal usc reflexive features
to disambiguate. For cxample, comparez T

Have )uurst.lfcompkldy lakm advant; wge of, forall | can:'

Have you completely taken advantage of every chance?
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(361) [1 Have] [2 the packages] [3 delivered] tomorrow. unmarked
(362) [1 Have] [2 the soldicrs] [3 given] their medals by their sweethearts.

(363) Have them delivered tomorrow. marked
(364) Have the soldiers take their sweethearts to the dance.

This approach works in a large number of cases. 1.ikc other marked rules, it suggests three important

questions:

(365) How arc diagnostics restricted?
(366) 1Is there any empirical support for this approach?
(367) How many diagnostics will be nceded?

Marcus’ lookahead buffer addresses question (365). The three constituent limit is consistent with the

181 Although Marcus’

cmpirical evidence mentioned above (361)-(364) and the garden path phenomena.
approach has these desirable characteristics, there is some concern that a complete grammar would require
too many diagnostics. Diagnostics arc used when there is a lexical ambiguity that would lead to multiple
cstructures.  ‘The number of diagnostics becomes troublesome when they compare two or more
transformations at a time, and hence, there may be a combinatoric number of diagnostics. [t is quite
reasonable to place conditions on a transformation one at a time; the problem comes when multiple
transformations must be compared differentially. 1t is possible that differential diagnosis may require an

inordinate number of rules. We will reformulate Marcus’ Have-diag as follows: 82

(368) Aux-inversion is blocked when any of the following conditions cannot be met: competence
downl has pres or past inflection
downl can take down?2 as subj (agrec in person, number, gender and case)
downl can take down3 as xcomp (agree in inflection)

(369) Imperative is blocked when aux-inversion can apply. performance

181. Like other performance limitations, the buffer fength is subject to a certain amount of individual variation.

182, We accept Marcus™ assumption that no rule can access beyond down3, although additionally, we allow rules to
access upl, up2 and up3. This is a performance limitation on backup/lookahead. 1t seems (0 be subject to the same
idiosyncratic bchavior that plague other performance constraints (¢.g. individual variation).
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Our formulation has three advamagcs over Marcus™;

(370) Clcar scparation of competence and performance
371) C()VCI‘S a wider range of cases
(372) Fewer differential rules

It is lmpurtant to scpar.utc compctcncc and performance; performance filters such as (369) arc gcncrally more
idiosyncratic than statements of competence (368).  Performance phenomena are often subject to scmanm
and pragmatic biases, garden path behavior and variation from one mﬁ)rm%qug o ,anqt!l_cr. For cxample, (369)
is subject to a certain amount of individual variation as Mascus has observed; it is unlikely that (368) can be

overruled in the same way.

Our statement is more genctal than Marcus’; His rule only applics to hdve; our formulation covers. all
auxiliarics, including did and was as ittustrated in (373)(376)." " '

(373) Who did it? - . ho inyersion

(374) Who did it bother? ‘ 7 inversion
(375) Who was it? ' 1o inversion

(376) Who wis it bothering? inversion

Thirdly, our formulation requires fcwgr d{ﬂ?remial - diagnostics o disambiguate bctwecn scvgral
transformations. These rules are particularly costly because the nuinbcr of ncccssafy rules grows very quickly
with the number of transformations. We have factored the asmcmcnt constraints. from the differesial
diagnostics. Modularity is a welcome step.

It would be desirable to completely climinate differential diagnostics, rules that mention multiple
tramfonn.mons We will proposc an alternative formulauon that achlcvcs many of thc same rcsulls wnhout
the undcsnrablc cost associated with mentioning muluplc transfonmmons in a smglc rule. lr.ldmonally,
transformational grammarians imposed ordering constraints to block onc rule when another can apply.

Marcus’ scheme is less restrictive than the traditional ordering constraint: he imposcs a partial order instcad of
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the more standard fotal order. 183

Unfortunately, ordering relations are very difficult to formulate, as standard transformational grammarians
have discovered. ‘There always scems to be an ordering paradox. An alternative formulation expresses the
ordering relation in terms of features.'84 Suppose that imperative requires more precisely determined
features than aux-inversion: it cannot trigger while the /s features (for example) are underdetermined.
Aux-inversion is less restrictive; it will trigger as long as the s features are compatible, whether or not the
other possibilitics have been excluded.  'This will assure that aux-inversion takes precedence, without

explicitly mentioning both rules in the same diagnostic.

The ordering mechanism is illustrated in (377)-(378). = 2tus tests for a pres or pust feature, disrcgarding the
other ns featurcs; = nsless tests for an uniquely determined rasless feature. A word like fiave, which is both
pres and tnsless ({pres, tnsless}), passes the aux-inversion pattern (377), but fails the impcerative pattern, and
conscquently, aux-inversion will be given first crack. If it should be explicitly blocked (by an agrecment

constraint), then imperative will be given a chance. 18

(377) (defrule aux-inversion trans
(pattern (=root) (=7tns =np-) ...)
(action ...))

(378) (defrule impcrative trans
(pattern (=root) (=tnsless =np-) ...)
(action ...))

In this way, YAP achicves the cffects of differential diagnoses without the associated disadvantages. There is
a natural scparation of performance and competence. The competence idcalizations specify agreement
constraints; the realistic performance model qualifics them with "ordering” relations. We have proposed a
statement of the "ordering” relations which may be more robust than conventional formulations.

Nevertheless, the rule ordering problem would completely cvaporate if YAP had lexical (side-cffect free)

183. A wotal order is transitive, reflexive, and antisymmetric; every clement is ordered with respect to every other.
Muarcus used o partiad ordering scheme (priorities). A partial ordering scheme is not antisyminetric; two clements may
have the same priority (unordered).

184, This idea is only partially implemented in the current version, which still contains some differential dingnostics.

185. The s feature is disambiguated when inversion is blocked.
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formulations of these transformations. Side-cffects should be avoided whenever possible, especially in a

deterministic framework.

‘This chapter:has outlined an approach for capturing local structural :uansfmmms. taken from Marcus’
~Parsifal. ' YAP undocs the wransformations by manipulating the lookahead buffer. . We haye discussed-two
structural transformations and their interactions;. Simce it: s possible -t implement. all of Marcus’
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8. Wh-movement

A number of long distance transformations are catcgorized under wh-movement including: wh-questions,

cmbedded questions, relative clauses and topicalization.186

(379) Whoi did you sce xi? wh-question
(380) I wonder who, you saw x;? embedded question
(381) I saw a boy who; you know x;. relative clause
(382) The ball, Bill took x;. topicalization

T'hese constructions are particularly interesting because the trace (x;) can be arbitrarily far from the operator

(Whoi).

(383) Who; did Bob say that Bill said that ... Mike said I saw x;?

(384) | wonder who, Bob said that Bill said that ... Mike said [ saw "i?
(385) I saw a boy who; Bob said that Bill said that ... Mike said I saw x

(386) 'The ball;, Bob said that Bill said that ... Mike said I saw;?

.7
i

Wh-movement illustratcs yct another dcpendency across scemingly unbounded distances.  Like
there-inscrtion, the solution is to find a representation (fstructurc) where the dependcencics arc local. YAP has

another grammatical role (fwh) to hold the wh-clcment.m

(387) There; seems x; likely x, to secm x; likely ... o move-np
(388) Whoi did Bob say that X{ Bill said that T ‘ . move-wh

There are understood Jfwh clements in (388) just as there arc undérstood fsubj clements in (387). The binding
relation forms cquivalence classes in both cascs. The eduivalence property is very convenient for
computational reasons discussed in chapter 5. All the co-indexed elements are represented gollectively as a
single node, not once for cach jndividual member. Conscquently, wh-movement is bounded in fstructure,

cven though it appcars to have unbounded consequences (see figure 13).

186. Many people object to the topicalization construction,

187. Our fivh role is like Bresnan-Kaplan's super-down register, Chomsky's comp node, Marcus® wh-comp feature,
Woods™ hold cell. Although these mechanisms are similar to one another, they do have slightly different propertics. For
example, YAP's fivh role is passed from phrase to phrase whereas the other meehatiismis pass the clement from clause to
clause. In this respect, YAP's approach is more like [Koster78] and [Gazdar79a.b.c] which treat all nodes cqually; there
are no special bounding propertics associated with clause noﬂés. ‘ :
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Fig. 13. Wh-movement
Whul did Bob say that x 1 Bill said ...

X1 pred: who

X9 pred: do
fwh: X1
tns: {past}
fsubj: X3
fxcomp: X4

X3 pred: Bob

X4 pred: say
fwh: X1
tns: {tnslcss}
fsubj: x 3
fscomp: Xg

Xg pred: say
fwh: X1
tns: {past}

- fsubj: Xg

X6 pred: Bill

There are some differences between move-np and move-wh; move-np uscs:lexical (predicate) rules to bind
the intermediate subjects whereas move-wh uses structural ¢ps) rules to bind the intermediate fwh slots.
Comparc (389) and (3_90);188 Move-wh is a structural rule because it is constrained by phrase structure rules
such as (390), whereas move-np is Iexica:lj because lt is constraincd by predicate rules as in (389).

188. it is possible to represent these rules much more Lﬂ'lctcmly usmg a markedness theory. For example, the head is
unificd with its mother (by x-bar theory) unless explicitly marked otherwise.
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(389) scem-1 -> cxcomp:{ap-, vp-}
cxcomp = fx_gomp(yp) N
fsubj(up) = fsubj{fxcomp(up)) move-np

(390) vp -> chead:v (cobj:np-) (cxcomp:xp-)
chead = up
cobj = fobj(up)
cxcomp = fxcomp(up)
fwh(up) = fwh(fxcomp(up)) : B : move-wh -

8.1 Island Phenomena

Wh-clements cannot be extracted from just any phrase; there arc certain “islands™ which arc opaque to
wh-movement. Islands arc be cxplained in terms of consistency and coherence in the Bresnan-Kaplan
framework. Some extractions are blocked betause ttie fivh stot is already filled (inconsistént) and some are

blocked because there isn't a slot to fill (incoherent).
8.1.1 Wh-islands

In general, there can only be onc extraction from a phrase because the fivh slot only has room for onc valuc;

.multiple values will be inconsisient. Hepce the following sentpnees are ungrammatical because, theee are

_inconsistent fwh clements ass«)cia;cgi with the bracketed exp;cgiq;};;.m) L

(391) *Who; docs John wonder [where Blllsaw 417
(392) *What, did you ask me [whre you could buy ¢]?
(393) *What, did [who sce t]?

(394) *1 wonder what, [who bought 4P

(395) *What; docs John wonder [where to put t;]?
(396) *Where; does John wonder [whz: to put tJ?
(397) *What; docs John wonder [to put t; where]?
(398) *Where; docs John wonder [to put what ¢]?

189. Thesc examples were giv'én in Ken Hale's 1979 fall class at MIT.
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There are some wh-islands which allow extraction. We have no cxplamation for this fact; YAP cannot
currently parsc wh-island violations. This is a very marked phcnomcnon wﬁich‘ thight be %:ovércd by a

Ay b
marked rule 1%

(399) ?What does John know how to do?

(400) IWhat did John ask how to cook?

(401) ?Here are the books that | don’t know what to do with?

(402) 71 just read a book which I can’t figure out why anyone would write.
(403) 71 like the girt that you wonder what John sees in.

(404) 71 found the book that John couldn’t remember what the title of was.

8.1.2 Ross’ Complex NP Constraint

[Ross67] obserypd th:atvextrac;ion is gencrally blocked by np- brackets as in (405)-(407). (This is an over

simplification.)

(405) *Who; do you know [np- the man that married ¢J?
(406) *Who, did you hear lnp- a rumor that john betrayed ti]‘!
(407) *Who; did you find [np- acopy of a photograph of (7

YAP expresses these facts in the' np- pS”nﬂc ‘Most ps-rulcs pass the fivh tTeiment though constraint equations.
For example, the vp ps-rule has a Constraint cquation” to” piss ‘the it element ifito its “xconip:
JSwh(up) = fwh(xcomp(up)). 'There is no such rulc assocna;gzq wuhh np-. chc% an attcmpt to move an fwh
clement over an np- bracket will be incoherent. This. aocounts for thc lmgml contrast bclwccn (4(3)-(410)

and the cxamples above. o

(408) Who do you know that John marricd? : o
(409) Who did you hear that John betrayed? ' ;
(410) Who did you find?

190. These sentences were given in a recent talk by George Hart al MIT, Som«. mform.mls ﬁnd these sentences pcrfeclly
acceptable while others (including the author) find them extremely:ntarginal. - -
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There are some more difficult cases. For cxarhplc. if extraction is blocked by np-, then why is (411)
grammatical? YAP has a marked rule to cover this casc. These picture noun phrases arc still problematic for

linguistic analysis. ‘The answer appears to involve the specificity of the np-.

-~

(411) Who did you sce [np- a picturc of t]?

(412) *Who did you sce [np- John's picturc of t]?

An account has been provided for both types of islands. We do not clainy that these facts follow from YAP's

design. Our position is much weaker; we merely claim that these facts are compatible with the design. Many

linguists are currently working on a more explanatory theory.
8.2 Gap Finding

The really hard problem with wh-movement is finding the “gap” where the wh-clement originated. 'This is
not particularly difficult for a nun-deterministic competence theory, but it is (probably) impossible for a
deterministic processing model. YAP has madc some: simplifying approximations to the competence
idcalization which may be valid in a realistic performance model. In an ideal non-deterministic framework,

there could b a phrase structure rule like:

(413) up:gap-np- -> dl:t
fwh(up) = dl

Unfortunately, it is very difficult to formulate this rule in a deterministic framework. YAP approximatcs the
ideal competence by looking for a gap afler the other default ps actions have failed. Find-gap is a new
default-ps action which is applicd after the other actions as in (414). "

(414) attach
predict
close
find-gap

This heuristic favors the latest possible gap. It corrcspohds to Fodd,r‘sl_[@sg;&ggm Modcl of Gap Finding
{Fodor78). As she correctly obscrves, there are some problems with:this model. - Like other marked
cxceptions (sce chapter 3), there-arc some marked rules to handle diéjproblcmatic cascs Before s&ggcs.l_ing
some modifications to save the lasjt'rcsort model, it would be useful to consider some alternatives. Fodor

proposcd three models of gap ﬁnding (415)-(417) and ultimatcly scttled on the third alternative.
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-(415) First-Resort ((Marcus79}])
(416) Last-Resort (YAP)
(417) Lexical Expectation/Arc-Ordering (K aplan72], [Fodor78})

The first-resort and last-resort models can be implemented by the. default ps actions. The first-resart model
orders find-gap first whereas the last-resort model orders it last. ‘ -

(418) Fist-Resort ~ Last-Resort

find-gap attach
attach predict
predict close
close find-gap

The first-resort and last-resort models do not exclude lexically marked, cases; they mercly suggest an
unmarked default. In some sensc, the qm-g{déring_,mmy%@nicsmtuml correlations; it explicitly, lists the
preferences for cach verb and heace it would be optimal just in case the vatious structural possibilities were
randomly™”! distributed throughout the lexicon.!% W belicve there is a;sirong, bias in favor.af(416),
although it may be overruled by lexical marking in certain cases. Let-us consider somc,cyiden,oc:m

8.3 Evidence for the Last-Resort Model

(419) I gave the boy who you wanted to give the books to three books.

Scntcnce (419) is unacceptable. 194 Grammaucally spcakmg, it ls extrcmely ambnguous there are no less than
four possible gaps as shown in (420).

191. A set is andom when the shortest description explicitly lists cach of its members.

192. Arc-ordering is often formulated within a depth first (DFS) control structure. The DFS is in fuct imposing a
structural constraint; it encourages low attachment. In Marcus’ noy u.mmmuc fr-.muwork lhcsc structlural corrcl.mons
Have to bestated elsewhere. The definflt psRtOnS seonii 1o be a féa L

193, Pussible gaps arc shown in pirenghesces.: Plus (+ ) and minus (—~)rindw mhiivc processing difficulty,  The mare
acceplable of the pair are marked with a plus.

“194. OF the 40 test sentencesin {MarctisT9. Appendix DJ; this is thie only one-tht* YAP canhol parse.” (Some informants
find the last gap acceplable us in: [ guve the boy fwho you wanted (o give the.books 10 If three books. This strategy is not
incompatible with the Last-Resort Modcl, although it would require a .’slight'qwdiﬁcalion.)

L T
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(420) #1 gave the boy who you wanted (1) to give (t) the books (t) to (t) three books.

Why is it so difficult to find to find the gaps? The last-resort model prefers to attach lcxlcal material over gap
finding and hence it misses all the gaps. This unacceptable sentence is vcry suppomvc of thc last-rcson
model but rather damaging to the first-resort model which can casily ("!) ﬁnd the first gap. The cxamples
don't nccd to be so extreme. We have already scen a garden palh sentence (421) also favoring the last-resort
‘model. (422 shows that these GPs arc fznrly productive. ' '

(421) # 1 told the boy the dog bit Sue would help him. N
(422) M called the guy who the car was smashcd up by a rotten dnver

Corollary (423)195 immediately follows from the last-resort model: np gaps arc extremely marked'® in
positions lmmcdlatcly bcforc lexical noun phrascs l’hc fFeason should be ()bVIOUS the last-resort model
prefers attaching the lcxncal noun phrase over creating the gap, unlcss thcrc is positive cvndcncc (1 ¢. semantic
clues) to overrule the default. "This corollary accounts for the badness off421) and (422). T'wo of the poss:ble
gaps in (420) are also extluded under this corollary to: ﬁhe last—rcsartsumegy ’

(423) The Trace-NP Corollary: In the unmarked case, #]... 4 NP ..]. where t; is bound to a noun
phrase.

This corollary correctly predicts preferences in double object constructions. The lexical noun phrase is
generally interpreted as the first object unless there is positive evidence to the contrary. Even then the

marked interpretation is generally less acceptable. 197

(424) + What did I give the boy t?
+ Who did I give the book to t?
—Who did 1 give t the book?

(425) + What did you call a drunken sailor ¢?
--Who did I call t a rotten driver?

195. The corollary has been stated as a processing filter quite analogous to the competence fitters of [Chomsky and
Lasnik77]. Filters are a convenient method of describing the fucts, but lhcy arc pmb‘ubl) inadequale as explananuns. In
this case, we cannol explain why IaSl-rwm seens (o be the unmarked case.

196. There are at least three productive * ‘counter-examples” (o the corollary where the filter is inoperative. We will turn
to these cases soon. ' '

197. The marked interpretation is excluded from certain dialects.
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(426) +What do [ consider John (7
— Who do [ consider t a fool?

(427) +What did I tell the boy 7
+Who did I tell the story tot?
—Who did 1 tell t the story"

T'he last-resort strategy is consistent with the Trace-X Filier (428) which is similar to.constraint (4,29).1??;: ;,fhe
constraint predicts that a trace of category X cannot appear just before lexical material of category X.
Scatences (424)-(427) are consistent with this gcncnluamnvof the Trace-NP Corollary, Unférwnatcly, there
is little cvidence in English to justify the move away from the "I'face-NP Corollary. ('I‘hc crucial evidence
comes from French.)

(428) The trace-X Filter: In the unmarked casc, #]... % G § where fisa trace of éétcgory X.

i

(429) The XX Extraction Constraint: 1f at:somc point in its derivation a sentence containg a soquence of
two constituents of the same. formal type, either of \which. eould be: moved. or deleted by a
transformation, the transformation may not apply to the first constituent in the sequence.

[Hankamer73}. ' ‘

Although the last-resort strategy has many of the right characteristics, there are also many problems which
-require marked rules. We will consider the following three probloms were: 1% .-

(430) Ambiguity
(431) I exical Marking
(432) Length

198. Hankamer proposed (hat the XX Extraction Constraint belongs i in cumpucncc Since it can be violated (in the
marked case), we prefer o place it in performance. [Fodor78] also views the consiryint as a processing matter. ,
199. 1t has been suggested that cleft sentences like, What I wanted that for 1 nobody could understand, form another cla;‘s
of marked exceptions o the performance filter.
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There arc some ambiguous . sentences which strongly. resemble the pseudo-attachment case. In the
pscudo-atiachment case, there is a lexical xp- with two, possible mothers. Pseudo-gap is exactly analogous

except the xp- is a trace,

(433) Put the block in the box on the table. pseudo-atlachment

(434) Who do you want (t) to cat (t)? pseudo-gap
(435) 'The duck is too old (1) to cat (t). ‘ |

(436) Who did Mary promisc (t) that she would marry ()7

€437) 'To whom did Father say (t) that he was planning to write (t)?-

(438) Where did he say (t) he wasgoing (1) =

(439) When did he say (t) he was going ()7 -

Only (434) has been implemented, though the others shouldn’t be much more difficult. Pscudo-gaps have
many of the same problems as pseudo-attachment. It is (probably) impossible to find all the gaps in sentences
like (440). YAP scttles for the first and last possible gaps as in (441), in the absence of disambiguating

information.

(440) Who do you want (t) to want (t) ... (t) to want (t) to eat (t)?
(441) Who do you want (t) to want ... to want to eat (t)?

8.3.2 Lexical Marking
The unmarked case can be overruled by the lexicon as in (443). These cases have not been.implemented.

(442) +Who did the teacher walk to the cafeteria with? unmarked
— Who did the teacher walk to uic cafeteria? -

(443) — Which book did the teacher read to the children from? - lexically marked
+ Which book did the teacher read to the children?




Lexical Murking <122- Section 83.2

Even though read and walk have the same subcatcgdrization featurcs (they both sclect an optional object and
a verbal complement), they have different preferences as illustrated by (442) and (443). This evidence is often
taken to support thé arc-ordering position. Although we accept fexicatty 'marked preferences, there are other
imptications associated with that pos:tion ‘which' are ‘incompatible with the framcwork prcscntcd here; in

particular, arc-ordering is crucially non-deterministic. 2%
8.3.3 Length

Notice that judgments arc less and less sharp as the second object mcrcascs in Icngth Tis is complctely
uncxplained by our account. There are other lcngth phcnomcna (such as h’c,wy np shlﬂ) Wthh arc more
widcly accepted. We seem to be mlssmg;a.gcncraluauon., However: it nsx\gplcar hew 10 capture the leagt.h
phenomena. [Frazier and Fodor78] used a front end filter (PPP) which divided chucks into: mughly six wonds.
Although this is an interesting proposal, it isn’t clear how it could b¢'implomented. - S

200. [Rich75] gives a critical review of the arc-ordering position. In his opinion:

Linguistic P c ational Mechani \
Center-embedding single-place HOLD list wrong

Preferred readings of - ordered tryingof ~ ifiadequate ©
Ambiguous Sentences alternatives (arcs)

GP sentences back-tracking L “sbchhat right ‘
Perccived Complexity HOL.D list costing inconclusive
Differences. arc counting - L :

His arguments are very convincing. One could view YAP as a DFS which only backs up after it takes a very scrious GP.
(We haven’t implemented a GP recovery procedure yet, but backup would be the casiest way (o do s0.) A sentence is
unacceptable just in case it causes YAP (as madified) to backup. This is a precise definition. The problem with the
arc-ordering position is that backup describes both crashingly unacceptable GPs and extremely subtle preferences of
ambiguous sentences. The shiarpness is not related to any measure of backup that has been proposed.  We suggest that
sublic preferences have a very different explanation from GPs,
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(444) # Who did you call t it?
77Who did you call t that?
7"Who did you call t a rotten driver?
7Who did you call t the worst driver that you ever ...

8.4 Summary

We have discussed four cases of wh-movement: wh-questions, embedded questions, relative clauses, and
topicalization. Movement constructions suggest some interesting” topics in both competence and

performance.

(445) Competence: locality principles & island phenomena
(446) Performance: gap finding

We have shown that "unbounded™ movement phenomena are local using an appropriate representation, such
as Bresnan-Kaplan's fstructure.?0! [.ocality is extremely convenient for processing because it cnables YAP to
apply movement rules without approximation. If the rules were truly non-local they would require
unbounded memory and hence we should expect to discover empirical discrepancics from the competence

idcalization. However, since the idealization is local, there need not be any empirical discrepancies.

The locality issucs are cxtremely complex; we have only addressed a few cases. Much of the linguistic
discussion deals with islands which are opaque to wh-movement. These islands should have a natural
formulation in our representation (fstructure or move-alpha*).  We have given an account (more or less) for
two types of islands: wh-islands and Ross’ Complex NP Constraint. 'This is still an active arca of linguistic

inquiry.

201, Tt also is possible to represent movement locally in Chomsky's framework, using cquivalence classes. We have
previoushy suggested that Bresnan-Kaplan's merge operator (=) is an equivalence relation.  All the nodes which have
been mierged together (co-indexed) form a single equivalence cluss (index). which is represented as a single node in
fsiructure. For example. in the raising case (move-np). all the understood subjects are co-indexed into a single node in
fstructure. Similarly co-indexed traces in comp (fivh in YAP) are also a single node in fstructure.

Using the samie basic approach, we could represent movement locally in Chomsky’s system.  [.et move-alpha be a
relation between two phrases, and let move-alpha® be the transiiive. symmetric and reflexive closure of move-alpha.
Move-alpha® is similar (o Bresnan-Kaplan's merge (=) operator: it oo defines equivalence classes corresponding o the
index.  The claim that movement is local in fstructure corresponds W a claim that movement is local on indexes
(equivalence classes under move-alpha®).
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'The most difficult problem is ﬁnding the gap. We have argucd for a Iastresort mod'cl It is consis‘tcm with
most scrious problem is lexical marking. It was suggested that markcd mlcﬁ gguld applx in the cmc:al cases,
although the proposal has not been implemented. There also appear to be some length cffects, which arc also
uncxplained. We outlined a partial solution to the pscudo-gap phenomena.

Despite these problems, we have implemented a simple device which capturcs many of the wh-movement
phcnomena.  This résult202’ consxdcrably weakens the traditional v:cw that processols ‘must be lunng
F'qunalcnt The next chaptcr will Mustrate a snmple" mechatiism For | parsmg many conjunctIon phcnomena,

which were also believed to require inordinate resources.

202. Many other rescarchérs have designed “simple” devicés to captire wh-movement.  Scc [Marcus79] and
[Gazdar79a.b.c] for two cxamplcs.
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9. Conjunction

Conjunction has been onc of the most difficult constructions. 40 -parse. hacause there scem. 10 be so many
pmsiblc alternatives. Conjunction is a very g()od tc‘st of thc FS hyputhc’sis How cah we appfoximatc the

.....

*

progress, although there is stilf ubstantial work (o b¢'ddhé.

9.1 Simplil‘ying Assumptions

important to consndgr as few alternatives _aggpossnb‘le,m.w;;; will imposc scveral very sprict limitations on

conjunction in order to limit the scope of the probicm. All of these restrictions are controversjal.
9.1.1 'The Constituent Assumption e

(447) A;mmgggg Conjunction applies 10 CONSKLUEDLS, NQt to arbitrary fragments.

(448) 'The scene [of the movie] and [of the play] was in Chicago.
Which [boys] and [girls] went?:
[WhICh buys] and [whlch gnrls] went?
Which boys [went to the Baﬁ] and ftook the jar]?

Y

Although (447) is generally accepted, there have been some objcctlons Scntences like (449)-(450) have been
uscd to argue that conjuncts may not always bé ‘constitiients,” W will atgue’ ‘that dcspltc appeﬁranccs both
(451) and (452) are constituents.

e
(449) John [drove through] and [completely demolished] a platé gliiss window. - [Woods73]
(450) Mary [expressed costs in dallarsj and [weights inpounds).. .:... ., i - [Martin80}
(451) [vp drove through [np- 1
(452) [vp [, ] weights in pounds)

The constituent assumption is very convenient for processing, as we will see.
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9.1.2 The Category Assumption

(453) Assumption: Each conjunct has the same category. -

This assumplidn is algoy fairly standard, thou‘gp, mczrcfhgv)g:t_t;gcn arguments to the contrary. [Martin80]
provides the following “counter-cxample™. (455) is his analysis; (456) is.our own.

{454) We expect difficulties now and jn the future. . .
(455) We expect difficulties [, e now] and (pp- in the future]. Martin

(456) We cquctdifﬁcgllticsy[pp_ now] _and{pp,in the future} ~  © , Yar

In this case, it sccms reasonable to call now a prcposnional phrase fhns is a small cost to pay to save the

category assumption.
9.1.3 The Across-the-Board Convention

(457) Assumption: Fach conjunct has the same number of wh-gaps. Furthermore, the gaps have the
same category.20?

The last three assumptions can be summarized in Gazdar-No(auonm‘ as (458)2('s (The comparative
construction illustrates the nced for some morc catcgoncs (q, qp anq qp) to reprcscnt quanuﬁers.

Comparatives have not been implemented.)
(458) Assumption: Fach conjunct has the same Gazdar-Notation.

(459) *John is easy [
John is easy [

to pleasc] and [ . to love Mary].
to love].

vp-/np-

to plcase] and [

vp-/np- vp-/np-

(460) *The man who [, Mary loves]and [ Sally hates George] coniputed my tax.

The man who | Mary loves] and [s/np- Sally hates] computed my tax.

s/np-
(461) The kennel which [s /np- Mary madc] and [s /np- Fido sleeps in) has been stolen.

The kennel in which [s /pp- Mary kceps drugs and [s/pp- Fido slceps] has been stolen.

203. 1t seems that the gaps have Lo be identical in every respect, not just category. That is, they have the same reference,
person, number, gender, case, inflection, etc.

204. In Guzdar-Notation, X/ refers (0 a node of category X containing a gap of category Y.

205. These examples are taken from [Gazdar79¢). Tough movement and comparative arc not currently implemented.
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*The keanel(in) which.[_ /... Mary madc]and {,, ... Fido:sleopsjhas been stolen.
/tip PP N

(462) John saw more horses than [s/np Bill saw] or [s /np- Pete talked to).

. John saw r more horscs than. [y - Bill SAW qpm 3'[M.,} Rage L Mg to thsl. _— o
*John saw more horses than [s/qp Bill saw cows} or [s/np- Petc talked h] ‘

9.2 Simple Cases
In the simple case, the conjuncts happen to be in upl and down?2 as below.

(463) Bob and Bill saw it.

(464) [ Bob] .
[pp- Bob]  first conjunct
==WALL== o =
'conj and]
lop- B
[, saw] o S e

* Second conjunct

Conjunction is possible in (464) because downl is a conjunction and upl and dgwgnZ‘afc‘j constituents of the
[ RN EYSE I T R S

samc catcgory with matching gaps. There is a marked rule which looks for this pattern. i

9.2.1 Attaching Conjuncts
AV
Attaching conjuncts is different from other types of attachmcnt there is a special slot in cstructuse hodes, fot

conjuncts. T Pt

(465) np- -> np- conj np- ; slan&b}d o
(466) [ - [np- Bobl and [ . Bill] . - i

(467) np- -> chead:np cxcomp:{vp-} cxcomp: {s-} cconjuncts:np- YAP

(468) [ [np_ Bob and [np- Bm]]

Using the standzwd appmach YAPeouldnt attach Bob to the root because dwrc mnghvbc ‘a conﬁmcmn node
in between.  Conscquently, attachmeng. wouldn;L be posglblc unul thc nglg cdgc hgs bccn rcad But this
would prévent carly closure (A-over-A ciosurc pnuciple} boc:mse nsinodé could be attached ‘until all of its

descendants have been completed. ‘This is vcry unfortunate. YAPs approacﬁ avoids this problcm becausc
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there arc no nodes between the. first- conjuntt Boh and. the weot, and ‘hence, 'attachment is possible before

conjunction is considerced.2%

A

Afer attaching the conjuncts, [np- Wfﬂ wm mlmeft‘cmyuncls slot of [ Iiob] and thc machmc statc will be:

(469) [ Bob and Bil}
[p- Bill
==WALL==
[ saw]
[np- i
[punct ]

The sentence will now be parsed as if [, . Bill] is the subject. 2’

np

9.2.2 Attention Shift

The approach just outlinced works on (470), but fails on (471) where minimal attachment is lnisleadjng.

Fig, 14. Attention Shift
sentence: | saw Bob and Bill saw me.
input pointer: me. '

before after

[ [ saw Bob} [ I saw Bob}

[vp saw Bob] . [\rp sawBob]

- B [np- Bob]
=WALL== [conj and]

[conj and] ==WALL==

[np- Bili] [np- Bill]

[, saw] [, sav]

206. Yct another alternative would use the standard phrase structure riles, It would attach the first conjunct as if there
were going o be o conjinution,, The sccond conjunct would thon be Choswky Adjolacd when it is discuvered. (This may
be a notational variant of the current implementation.) \ ' )

207. There is unly one difference; fp- Bob and Bill)is ‘plural whcrcas[ op- | Bty is singutar. YAP's solution assumes that

all of functional fewtures are mbemud An fact, number vidugs arc vatasherited in the usuak way. YAP actually replaces
the number value in this casc. There is a more attractive solution to be found.

i
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(470) 1 saw Bob and Bill.
(471) 1 saw Bob and Bill saw me.

‘The solution is to shift the attention?® of the machine past the and building Bill saw me bottom up. Then the
machine will rcturn its attention back to the conjunction and finish the sentence as if [s Bill saw mc] came

prepackaged as a single unit.

YAP shifts its attention by moving down1 into the upper buffer as in figure 14. Attention return is just the
inverse: YAP moves upl back into the lower buffer.2? The tcchmquc. is very general; it allows bottom-up

chunks to appear prepackaged. Attention shifting is heavily used: m parsc noun phrases.

There are some important: issues concerning the order of attchtion shift and return in the default ps rules.
Return is last. It isn’t clear'where shifi should be; Marcus ordered it first, 21 we've ordered it much later. The

issucs arc not well understood; we're not prepared to make a coherent argumcnt.211

attention return

(472) YAP __am.am&l
attach attention shift
predict find gap
attention shift attach
close predict
find gap close

attention return

208. The terminology is taken from [Marcus79] who used a similar technique to parse noun phrases.

209. There are two registers associated with cach node (as-status and as-rengrn-status). which! prevent infinite attention
shifts and returns, The details aren’t very interesting.

210. Marcus™ attention_ shift mechapism  wiss conditional on calcgwry type.,, Parsifal: would attention shift for noun
phrases. but not for verb phmscs or prepositional phm%cs Our mechanism dpplics to afl categorics.

211. The ordering of actions in Marci$® Parsifal is partly defined by the imerpreteh (attention shift and return) and partly
implicit in the grammar (atuach, predict, close and find gap). The implicit order may be incorrect; it is our own
interpretation of his grammar.
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9.2.3 Closing

After attention shifting to parse [s Bill saw mc], the machmc state is (473) (left sndc) ’l‘hc machine will Lhen

close up! repeatedly until conjuncﬁon is possible.

(473) before after closing once after closing twice -
[ 1 saw Bob] .
[vp saw Bob] [ I saw Bob]
["p_ Bob] ‘ [Vp saw Bob] I {5 1 saw Bob]
==WALL== ==WALL== .« : " ==WALL==
[conj and} [conj and] [conj and}
A ) S
[np- Bill] [np- Bill} - [np~ Bill]
[, saw] [y saw] [, saw]

Conjunction applies just as it did in the snmple case, l saw Bob and Bill. 1own?2 fills the cconjuncts slot of

upl, lcaving the machine in (474). The rest of the sentencc parscs just like the simple sentence, Bill saw me.

@74) (]
==WALL==

[np- Bill
[, saw]

9.2.4 Summary of the Simple Cases

[.et us summarize the simple conjunction rule. First, the machinc attention shifts for the non-minimal
attachment casc (476). In the non-minimal case, YAP will predict an s just before Bill saw me. Then YAP

will return attention to the and.

(475) 1 saw Bob and Bill.
(476) 1 saw Bob and Bill saw me.

Secondly, YAP tries to attach conjuncts, if pessiblc. Up!l and dOWnZ havc to bc consutuents and should
match in catcgory and gaps. Finally, if that docsn t work, YAP will. cloac upl




Summary of the Simple Cases -131 - Section 9.2.4

(477) Attention shift
(478) Attach-conjuncts
(479) Close

'This approach has some problems. It finds only the lowest attachment, not the full range of ambiguous
possibilities. YAP should pscudo-attach conjuncts in ambiguous cases such as (480). It should be possible to
' D L . L e R VN Drives A% oy i : : :

; implémcnt pscudo-atmcl;l:mcint in these cascs, but the details have not been worked out..
(480) Bill told Bob fthat Mike told Harry] and [Sam told Jack].

‘There are more difficult cases where pscudo-attachment is not a likely solution. It is not clear how (482) and
(483) could be represented in a single structure. Even worse, YAP prefers the unlikely interpretation (483)

because Bill left builds a clause bottom-up.

(481) 1 know Bob and Bill left.:
(482) I know [Bob and Bill] left
(483) [I know Bob] and [Bill left]

'The general approach has been very cffective although there are many problems: to be solved.
9.3 Deletions

It is possible for one of the conjuncts to contain a deleted clement. In the gapping case, the verb in the sccond

conjunct is deleted; in right node raising, an objcét in ﬁm first conjunct is missing.

(484) Bob saw Bill and Sue Mary. ' gapping
(485) Bob looked at and Bill took the jar. right node raising

Both of these constructions appear to violate the constituent assumiption. With a dclction analysis, though, it

is possible to save the constituent assumption. As we have suggested, (484)-(485) will be analyzed as;?12

i

212. Right nodc raising is usually analyzed as:
[Bob lovked at (] and [Bill ook y] [the jar;

Our unalysis is simpler to implement. Although this alone isn™t a valid reason to prefer one analysis over another, there is
sufficicnt controversy over right node raising that it didn 't seem worth the effort to implement it precisely.
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(486) [Bob saw Bill] and [ Sue [, ] Mary]

(487) [Bob looked at [np- ]} and [Bill took the jar}

9.3.1 Right Node Raising

YAP has a marked rule to parse right node raising. When there is a conjunction (c.g. and) in downl and upl
can't close, then YAP assumes right node raising. I'he analysis crucially depends on the constituent
assumption; if a conjunct is not a complete constituent, then by assumption the rest must have been deleted.
Having detected the deletion, YAP undocs the transformation, inscrting an cmpty noun phrasc back into the

buffer as in figure 15.

‘The analysis has some problems; it does not bind the empty noun phrase to an object in the second conjunct.

YAP would erroncously accept ill-formed scntences such as (488). There is some controversy over the

appropriate binding mechanism; it isn’t clear if it is movement as in [Gazdar79¢c] or anaphoric.213

Fig. 15. Right Node Raising
sentence: Bob looked at and Bill took the jar

before after
[ Bob looked at] [S Bob looked at)
[vp looked at] [Vp looked at]
[conj a.nd] [np-]
[np- Bill] Iconj and]
[, took] [np- Bill]

[, took]

213, His generally agreed that the subject of drink is anaphorically bound in the following cases.

Drinking gin can be fun,
It doesn’t require a glass to drink gin.
Having drunk gin all day, I was complctely wasted.

There are several important differences between anaphoric control and movement. This paper though will not discuss
bound anaphora.
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(488) *1 took and you went.

Optional arguments illustrate another problem. YAP will detect only obligatory clements which have been
deleted; optional clements are alsosubject to delction. YAP-will not.detect an object of ate in (489).

(489) 1 ate ([.,.,. ]) and you drank cverything they brought.

np-
9.3.2 Gapping
"Gapping" is the casc where the sccond conjunct’s verb has been deleted. (490) is a simple cxample.

(490) [Bob saw Bill] and [ Sue [, ] Mary]

YAP parscs these by undoing the transformation. When the lower buffcr conmri'nsi ‘a conjunction folylulw“éd‘ by
two noun phrascs, YAP inserts an ecmpty verb into the buffer. Toexclude intorpretitions such as(492). YAP

merges the predicates from both conjuncts. Sce ﬂgum 16.

Fig. 16. Gapping
sentence: Bob saw Bill and Sue Mary.

[ Bob saw Bill] before transformation
==WALL== :

[COTU and]

[np,- Suc]

[np- Mary]

[ Bob saw Bill) after transformation
==WALL==

lconj 2nd]

[np- Suc]

] sec-1 -> fsubj:np- fobj:np-

[np- Maryl
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(491) Bob persuaded Bill to leave and Suc Mary.
(492) *Bob pcrsuadcd Bill to leave and ( Bob persuaded) Sue Mary.

r\.

The implcimentation is not as gencral. as it should be; the verb gan be.deleted in many other contexts. YAP
can find a dcleted verb in any projection of v (in vp, vp-, s and s-). For example, YAP correctly parses (493).
Unfortunately, it finds only the lowest possible inteepretation: it wil it discover {494) unless there s some
positive reason (i.c. semantics) to reject (493). ‘The gapping pattern crucially depends on two noun phrascs; it
will not detect gapping when the second object is an xcomp as in (495)-(497). Aside from the ambiguity
problem, these problems shouldn’t be too difficult to correct. 'The simple cases of gapping were implemented

to show plausibility within our restricted-framework.

(493) Bob [gavc Bill a ball] and [vp Sam a jar].
(494) [Bob gave Billa ball] and [s Sam a jar ]

(495) Bob persuaded Bill terloave and Sam [vp- to stay}. -
(496) | expressed costs in dollars and weights [, ,_in pounds},.

(497) 1 considered Bill likcly to win and Sam [ap- likely to lose}.

9.4 Sunmary

In summary, we have presented a simple approach to parse many conjunction constructions including some
cases of right nodc raising and gapping. Although there arc many problems to be solved, these analyses
indicate that it is plausible for a FS deterministic processor to parse conjunctlon ThIS dlSCUSblOI’l rcsponds to

('
the traditional arguments that a IS processor cannot in principle capture thc conjunctlon gencrallzatnons

We have previously suggested that closure actually simplifics conjunction. YAP uses closure to find the first
conjunct;: it will continuously close off upl until the first conjunct is in upl. Furthermore, closure aseures that
all possible conjuncts will be in the uppcr bufTer; this makes it much casicr to pscudo-attach conjuncts smce it

is casy to find all the pOSbIbI]l[lCS

214. YAP docs not currently pscudo-attach conjuncts, although it was designed with this in mind.
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10. Conclusion

We have hypothcsi)cd that a compulationally Simplc dcvicc is suﬂ")cicnt for proccssing natural languégc By
mcorpuratmg two processing constraints, FS and Marcus Dgtcrmmlsm II. was posmblc to comtruct a parser
which approximates many compcetence |dealuat|ons YAP Was. dcsugpqd to fall pI‘CCISCIy whcrc the
idealizations require unrcalistic rcsources. YAP‘s success, as far as it goes, provndcs some cvndcncc for the

= hypothesis.
- 10.1 'The Traditional Position .

Traditionally there have been many arguments for coiffﬁdt‘at'ioinally complex models of natural language.
Much of the carly literature, though, docs not refute our hypothesis, but merely cast doubt on its feasibility.
Admittedly, it is casier to find descriptions using more powerful (complex) techniques, but is it necessary to
use more powcerful techniques? The traditional arguments are extremcly negative; if the problem is really as
hard as they suggest, then the only solution is to grin and bear it. 1t is easy to show how hard a problem might

be, but it is a real accomplishmcm.to find a simple clegant solution.

Chomsky’s carly arguments arc rightly cauuous they do not cxcludc lhc pnssmlhty of a FS proccssor He
criticizes contcmpurary FS approaches as melcgant, and thcn proposcs a computatmnally cumplcx altcrnauvc
as more revealing. Over the years, however, his position has been misinterpreted as a complete refutation of
FS approaches. 1t is merely a feasibility argument. To a certain extent he is correct, ‘[ggomsjgySG. pp. 113]
“the grammar of English is matcrially simplificd if phrase structure description is limited to a kernel of simple
sentences from which all other sentences are constructed by vepeatéd: irapsformations; and that this view of
linguistic structurc gives a certain insight into the use and understanding of language.” Hence, compctence
idcalizations should use powarfhl dcvtce& However lhis docs nol séy that languagc shouldbc prmemed by

exactly the same machmcry

Thisis a very common snuatmn in cngineering. anmccrs dcvc!op ldéal modcls to gam fruitful msnghts they
* do not cxpect:their model to pcrfec&y xgpimtc the real world. ‘Thoy; will uses the 1hcury as far as it gocs, and
then joke about "Murphy’s Law". ldcaluauons are vcry uscﬁﬁ but ﬂ\qy can t bé taken too’ scnously, they
simply don’t work in all cases. Physical machincsdo not behave: idcally. t
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[Chomsky56] provides a "counter-example” to FS models. It generates arbitrary center-embedding and
hence it is beyond the generative capacity of a FSM. Since his counter-examples arc grammatical (part of the
ideal competence model of language), this proves that a FSM ¢annol process competence.2!S However, it is
well-known that arbitrarily decp center-¢mbedding s Uhfvéréail§ ‘unacceptable, and hence, Chomsky's

arguments do nof apply to performance. ‘We have no reason to exclude the possibility of a FS parser.

He correctly suggests that a parser should encode a simple and "revealing” granumar. It is not clear how this
can be accomplished with a simple device. YAP introduces a number of approxlma(mns (i. c. boundcd stack,
finite lookahead, ...) in order to approximate an elegant (though complcx) compctcncc grammar with

reasonable resources. Chomsky has questioned this move for two reasor‘ls:216

215. "Turning now to anhsh we find that there are infinite sets of sentences lhdl h._wc dependency sets with more lhan
any fixed number of terms. For cxample, let $p- Sy, . . be diclarative sentences. “Then the fo“owmg are all English

semences:

(13) () IfSy.then S,
(ii) FitherS 3. of S4
(i) The man who said that S is arriving today.

Thesc sentences have dependencics between ‘if-"then’, “either’-'or”, ‘man’-"is". But we can choose S}.'S 3+ S¢ which appear
between the interdependent words, as (13i), (13ii), or (13iii) themsglves” [Chomsky56.pp, 115}

216. "Although we have found that no finite-state Markov process [YAP] that produces sentences from left to right can
scrve as an English grammar [competence], we might inquire into the possibility of constincting # sequence of such
devices that in some nontrivial way, come closer and closer 10 matching the output of a satisfuctory English grammar.
Suppuse, for example. that for fixed 7 we construct a finite-state grammar in Lhe following manner: one state of the
grammar is associated with each sequence of English words of |u|glh n [ordurcd by statistical frequency] ... as n increases,
the output of such gramniars: will come to 100k more and more like. Engliske ... This: ficChas occasionally [led: (o the
su&cslmn that a theory of linguistic structure might be fashioned on such amodel ...

Whatever the other interests of statistical approximation in this sene fiiay be, it is clear that it can shed no light off the
probiems of grammar. There is no general rektion between the: frequency of a string (oF its compunent parts) and its
grammaticalness ... there is no significant correlation between order of approximation and grammaticalness. 1f we order
the strings of a given length in terms of order of approximations (0 English, we shall find both grammatical and
ungrammatical strings scattered throughout the list, from top 1o bottom. Hence the notion of statistical approximation
appears Lo be irrclevant to grammar.” [Chomsky56 pp. 116]
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(498) Arc the approximations revealing?
(499) What arc rcasonable approximations?

We have attempted to respond to both points. First, they are revealing because they suggest a number of
crucial differences between competence and performance. For example, Lasnik’s Noncoreference Rule is an
impractical idecalization; a more realistic approximation (using the A-over-A carly closure principle) predicts
certain coreferential possibilitics which may actually reflect the real empirical facts more accurately than
Lasnik’s idealization. We have discussed many other constructions which are similar in this respect, such as:

center-embedding, crossed dependencies and garden paths.

Chomsky’s sccond criticism is also well-taken; it is very difficult to find independently motivated
approximations. He rightly criticizes a statistical approach for missing the relevant generalizations. In this
work, we have attempted to motivate effective approximations without sacrificing linguistic significance.
YAP captures many linguistic gencralizations such as: raising, passive, there-insertion (chapter 6), inversion,
imperative (chapter 7), wh-movement (chapter 8), and conjunction (chapter 9).217 These gencralizations are
basically orthogonal to the two processing approximations: FS and determinism. Hence, the approach taken

here may be a reasonable compromise between processing complexity and linguistic elegance.
10.2 Summary

We have been most concerned with two performance constraints: IS and determinism.  Both of these
constraints reduce the computational power, which is always a welcome step in computer science. ‘The
question is whether the machine retains cnough nower to parse language. We have demonstrated, by
implementing YAP, that it is sufficient to parse certain difficult constructions. Furthermore we have
defended a number of simplifying assumptions as morc accurate descriptions of the cmpirical facts.
Chapters 1 through 4 discussed some evidence involving center-embedding, crossing dependencies and
noncoreference. These constructions are provably complex (in competence), and as predicted, they do not
behave ideally, even at severely shallow depths. 'This is suggestive evidence in favor of our simplifying

assumptions. It appcars that a/l cxamples of complex behavior arc universally unacceptable.

217. One could rightly criticize these transformations as mere stipulations, A truly revealing theory would cxphain the
facts. We have deseribed (stipulated) many of Bresnan-Kaplan's analyses as they are. When deeper explanations are
found, it may be worthwhilce Lo redesign YAP,
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There are many difficult issues dcaling with a paﬁicular implementation of the approximations. Chapter 2
discussed scveral closure proposals. We finally scttied on a compromise (Hic A-over-A carly closure principle)
which has some of the right limiting properties (w.r.t prcmamrc/incﬂ'cctivc) but may have some problems in
certain borderline cases (three deep center-embedded scmcnccs) 'I'hc llmltmg cascs are far more important;
the ficld may not have progressed sufﬁclcntly far m make thc subtle dtsuncuons necessary for the borderline

Cascs.

Chapter 4 dealt with attachment strategies. We advocated a default mode of operation (attach, predict, and
then close) which covers most cascs although there are many execptions.” The exceptions falt into four classes:
carly closure (chapter2), non-minimal attachment (chapter4), pscudo-attachment (chapter4) and

transformations (chapters 6-9).

Pscudo-attachment illustratcs the delayed binding approach which is a recurrent theme in this work. The idea
is to avoid making decisions which may have to be taken back at a later time. ‘this is particularly crucial in a
deterministic framework which prevents the system from foverting previous commitments. Tn the
pscudo-attachment case, the system can decide that it cannot decide how to attach, and hence it attaches both

ways.

The delayed binding approach is also central to featurc manipulation (chapter 5). An alternative approach
would try cach feature value combination non-deterministically until it found a combination which doesn’t
violate any agreement constraints. This can be very timé consuming. YAP‘s approacﬁ is a constraint
propagation technique; it applics the constraints themselves to the fstmcturc ‘The difference bctwecn the two
approaches becomes apparent whcn the constraints underdetermine thc final outcome, such as (500)-(501).
YAP makes a smgle deterministic pass; it is no harder to search an underdetermined fstructure than any
other. A non-dctchninistic parscr; on thg other hand, has to scarch the &tmcturc once for cach combination
of values; the underdetermined case re(;uircs much more time because there are more combinations of values.

(500) 1 put it down. ' underdeternmined tense
(501) ‘The deer leht. underdetermined number

The lexicalist position is very compatible with a delayed binding approach. Although it is possible to write a
dctcrministjc transformational grammar (as Marcus did), we have found the lexicalist position more
sympathctic with the notion of cdaétraims, which is crucial in our formulation of dclayed binding. For
cxample, both approaches have a mechanism for "raising” understood subjects as in (502); Bresnan and




Summary -139- Section 10.2

Kaplan usc the constraint cquation, subfup) = iubj(xcongp(ug)). where Chomsky uses the transformation
move-np.  Bresnan-Kaplan's constraint cquations fall rathcr naturally into a constraint propagation
framework: it might require some ingenuity to reformulate Chomsky’s movement as a constraint. Although it
is probably possible to reformulatc movement in this way, ‘Bresnan-Kaplan’s formulation requires little

modification to fit into a constraint propagation framework.

(502) Johni scems x; to be a nice guy.

In summary, we have proposcd that a deterministic FS parser is sufficicnt to parse natural language without
sacrificing linguistic generalizations. To justify this claim, we have designed yet another parser (YAP) which
encodes many of Bresnan-Kaplan's analyses in a dcterministic FS framework. Although there arc many
unsolved problems (i.c. lexical ambiguity, syntactic/scmantic intcraction, ...), we have demonstrated
plausibility for the underlying design which incorporates both performance (FS and determinism) and

compcetence (Bresnan-Kaplan's lexical framework).
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Appendix I - Some Results

Appendix |

Scntences (503)-(536) were taken from Appendix D [Marcus79)., ‘These cxamples illustrate passive, raising,
there-insertion, some lexical ambiguity (rhat, meet and schedule), aux-inversion, imperative and
wh-movement.  YAP can parse all of them cxcept (534) which is unacceptable. Chapter 8 discusscs this

sentence in more detail.

(503) 1 10ld that boy that boys should do it.
(504) 'The jar scems to be broken.
(505) There scems to be ajar broken.
(506) [ wanted John to do it.

(507) 1 wantto do it .

(508) I persuaded John to do it.

(509) There scems to have been a meeting scheduled for Friday.

(510) Schedule a meeting for Friday.

(511) Is there a meeting scheduled for Friday?

(512) A mecting scems to have been scheduled for Friday.
(513) 1 told the boy that i saw Sue.

(514) 1 told Suc you would schedule the meeting.

(515) I told the girl that you would schedule the meeting.
(516) The boy who wanted to meet you scheduled the meeting.
(517) The boy who you met scheduled the meeting.
(518) Who did John see?

(519) Who broke the jar?

(520) What did Bob give to Suc?

(521) Who did Bab give the book?

(522) Who did Bob give the book to?

(523) 1 promised John to do it.

(524) Who did you say that Bill told?

(525) You promiscd to give the book to John,

(526) Who did you promisc to givc the book to?

(527) Who did you promisc to schedule the meeting?
(528) Who did you say scheduled the meeting?

(529) Who did you persuade to do it?

(530) What did you give Suc yesterday?

(531) Who did you ask to schedule the meeting?

that diagnostic

passive, subject raising
there-insertion

object fasing

imperative
aux-inversion

wh-movement
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(532) Who do you want to give a book to tomorrow?

(533) Who did you want to give a book to Sue?

(534) #1 gave the boy who you wanted to give the books to the books?
(535) Who did you promise to give the book to tomorrow?

(536) Who did you promise to give the book to Sue tomorrow?

YAP can also parse the following conjunction sentences. These sentences were sclected to illustratc‘ YAP's
abilitics, both positive and ncgative. Many of these sentences may be unacccptéblc and/or ungrammatical for
rcasons which YAP docs not consider. For example, YAP docs no pragmatic analysis; (540) is syntactically
well-formed even though it may sound somewhat odd. Similarly, (54i) is probably ungrammatical because
the trace has conflicting case: it receives objective case from the first conjunct and oblique casc from the
second. It would be simple enough to change the grammar zllccord_ingly‘., Finally, (542) demonstratcs a real
problem with YAP's formulation of right node raising; YAP docs not rcduifc the missing noun phrase to
"match” with the right most noun phrase in the second conjunct. Although there are some problems with

YAP’s formulation of conjunction, it demonstrates some real progress.

(537) Which boys and girls went?

(538) Which boys and which girls went?

(539) Which boys went to the ball and took the jar?
(540) Which boys went to the ball and into it?
(541) What boy did bill look at and give a ball to?
(542) Bob looked at and gave a ball to the boy.
(543) Bob gave Bill a ball and John a jar.

(544) Bob saw Bill and Suc Mary.

(545) I want Bill, Bob, and John to be nice.

The following sentences were taken from a homework problem given by Ken Hale last fall, The first sct are
all grammatical; the second violate island conditions and, hence are ungrammatical. YAP can parse all the
grammatical ones and nonc of the ungrammatical ones. Sce the discussion of istand phenomena in chapter 8.

(546) Who should 1 ask where I can get a copy of Aspects?
(547) What is it expected that Max will work on next?
(548) What do you expect that Max will work on next?
(549) What is Max expected to work on next?

(550) What do you cxpect Max to work on next?

(551) Who is expected to work on case-marking next?
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(552) Who saw what? .

(553) I wonder who bought what.

(554) John wonders where to put what.

(555) John wonders what to put where.

(556) What does John want to put where?
(557) Where doces John want to put what?
(558) Who did you find a photograph of?

(559) It is belicved John has won the clection.
(560) John is believed to have won the election.

(561) *Who docs John wonder where Bill saw?
(562) *What did you ask me where you could buy?
(563) *What is expected that Max will work on next?
(564) *What is expected Max to work on next?
(565) *What did who see?

(566) *1 wonder what who bought?

(567) *What docs John wonder where to put?

(568) *Where does John wonder what to put?

(569) *What docs John wonder to put where?

(570) *Where docs John wonder to put what?

(571) *Who do you know the man that married?
(572) *Who did you hear a rumor that John betrayed?
(573) *Who did you find a copy of a photograph of?
(574) *John is beliecved has won the election.

(575) *John scems won the election.

The following illustratc some other gencralizations:

(576) It scems likely that John would be sitting.
(577) There seems to be a table in the kitchen.

(578) That | might take a ball scems likely.
(579) For mc to take a ball scems nice.
(580) To take a ball scems nice.

(581) I wondcr what to do.
(582) I wonder what he should do.
(583) I wonder what should have been done.

Appendix |

it-extraposition
there-insertion

sentential subjects

embedded questions
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(584) The ball, he took. lopicalization

We have said very little regarding lexical ambiguity, although there arc a few mquéd rules to cover some
simple cascs. There is onc rule to distinguish an aukiliary from a main verb and another to scparate the
various uses of that (a complementizer, a relative pronoun, a normal pronoun, and a detcrminer). ‘The first
rule was discussed in chapter 7. Neither rule is particularly clegant; Milne is working on more attractive
solutions to the lexical ambiguity problem. |

(585) Have the boys take the ball! auxiliary diagnostic
(586) Have the boys taken the ball? ~

(587) Which boys were the girls taking to the ball?

(588) Which boys have the girls take the jars?

(589) Which boys have the girls taken to the ball?

(590) I know a man that was nice. that diagnostic
(591) I know that was nice.

(592) I know that that was nice.

(593) I know that boys are nice.

(594) I know that boy is nice.

(595) I know that he is nice.

(596) That he is nice is a fact.

(597) That that boy is nice is a fact.
(598) That that is nice is a fact.

(599) Who do you believe that was?
(600) Who do you belicve that that was?
(601) Did you believe that?

(602) Did you believe that was him?
(603) Did you believe that that was him?
(604) Did you belicve he did that?

We discusscd pscudo-auachmcnt bricfly in chapter 4 and pscudo-gaps in chapter 8. (605), (606) and (608)
illustrate the phenomena; (607) and (609) are near misses (they have only onc attachment/gap).
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(605) He scems nice to her. pseﬁdoiatlachmenl
(606) Put the box on the table in the kitchen.

(607) Put the box on the table. ’ ' near miss
(608) Which boys docs he want to see? : - pseudo-gaps
(609) Which boys docs he want o take? o S -near miss

We have been very concerned with stack allocation. (610)-(612) illustrzité some borderline ccnter-cnibcddcd
scntcnccs,z_18 YAP docs require onc less stack cell for (610) than the others, although. the reason ;is‘vcry
complex. We don’t have enough confidence in the details to tracc'thouah the catirc cxplanation. The
gencralization scems to be that a complement ls less accépub&c in the most deeply embedded clause
[Cowper76 pp. 71). YAP finds deeply embedded complcmcnts morc difficult because it is hard to dmungunsh
them from relative clauses without storing the entire sentence on the stack.

(610) The possibility that the man who 1 hired is incompetent worrics me.
(611) #'The man who the possibility that students arc dangerous frightens is nice.
(612) #The man who the possibility that I am dangerous frightens is nice.

YAP can also parsc the following right branching sentenccs. (616) is somewhat problematic because the two
that's arc disambiguated in thc wrong order. Hence [pp- of 4 is attached to rumor. 'I'hcsc diagnostics are not
well understood.

(613) It might seem likely that it would seem likely that he is nice.

(614) 1Jid you hear a rumor that there was a possibility that he might say that ] am nice?
(615) Did you hear a rumor that there was a possibility that he might tell me?

(616) Did you hcar a rumor that there was a possibility that he might tell me of?

(617) Did you hear a rumor that therc was a possibility that he might tcit me of it?

(618) Did you hear a rumor that it would scem likcly that he is nice?

(619) Did you hear a rumor that John wondered who said that I am nice?

218. The first two arc taken from [Cowper76}
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Appendix II - An Example

This appendix shows the derivation of (620). The final output (the cstructure and the fstructurc) are given as
(621) and (622) below.2!?

(620) Was the boy likcely to sit?

(621) CSUBJ: [(NP-) the boy] cstructure
CHEAD: [(NP) the boy} ’
CSPEC: [(DET) the]
CHEAD: [(N) boy]
CHEAD: [(VP) was likely to sit]
CHEAD: {(V) was]
CXCOMP: [(AP-) likely to sif]
CHEAD: [(AP) likcly to sit]
CHEAD: [(A) likely]
CXCOMP: [(VP-) to sit]
CCOMP: [(COMP) to]
CHEAD: [(VP) sit]
CHEAD: [(V) sit]

(622) FSUBIJ: [(NP-) the boy] Structure
FSPEC: [(DET) the]
FXCOMP: [(AP-) likely to sit}
FSUBJ: [(NP-) the boy]
FSPEC: [(DET) the]
FXCOMP: {(VP-) to sit]
FSUBIJ: [(NP-) the boy]
FSPEC: [(DET) the]

scntence: was the boy likely to sit? initial state

~219. Thissource was produced by a slightly older version of YAP. Nevertheless, it should still be highly informative.
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input pointer: LIKELY TO SIT?
[(S)

[(V) was]
[(DET) the]
[(N) boy]

YAP will undo the inversion, but first it has to parsc [np- the boy] to trigger the marked inversion rule. This is
accomplished by the rule: APPLY-DEFAULT-ATTENTION-SHIFT. No rule of highcr priority can apply
because upl is looking for a subject, not a verb.

input pointer: TO SIT ?
(6]

{(V) was]
==WAlL==
[(DET) the]

[(N) boy]

[(A) likely]

The determincr in down! triggers a marked rule to predict a noun phrasc: CREATE-NP-1.

input pointer: TO SIT ?
(s)

(V) was]
==WALL==

[(NP)]

[(DET) the}

{(N) boy]

[(A) likely]

The NP is attention shifted to allow [4,, the] and [} boy] to attach. The next three snap-shots show the
attention shift and two attachments.
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input pointer: TO SIT ?

(&)

[(V) was]

[(NP)]

==WALL==

[(DET) the]

[(N) boy]

[(A) likely]

About to run: APPLY-DEFAULT-PS-ATIACHMENT

input pointer: SIT ?

[

[(V) was]

[(NP) the]

==WALL==

[(N) boy]

[(A) likely]

[(COMP) to]

About to run: APPLY-DEFAULT-PS-ATTACHMENT

input pointer: ?
(&)

[(V) was]

[(NP) the boy]
==WALL==
[(A) likely]
[(COMP) to]
[(V) sit]

Appendix 1

Now [np the boy] has all of its children, but it docsn’t have a mother yet. It will be returned to the lower

buffer, so it can find its mother. (Slightly contrary to the discussion in chapter 3, ps-close docs an attention

return if upl isn’t ready to closc. In this casc, upl can’t close because it doesn't have a mother.
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About to run: APPLY-DEFAULT-PS-CLOSURE

(SN

[(V) was]
==WAlL==
[(NP) the boy)
[(A) likely]
[(COMP) to]

‘The NP in downl triggers a marked rule (CRE/\'I‘I?‘V.-NP--I)m to predict an np-, which is immediately -
attention shifted, leaving the machine in the following state. Then ps-attach and ps-closc apply producjng the
next two snap-shots. ' .

(S)]

[(V) was]

[(NP-)]

==WALL==

[(NP) the boy]

[(A) likely)

[(COMP) to]

About to run: APPLY-DEFAULT-PS-ATTACHMENT

(SN

(V) was]

[(NP-) the boy]

==WALL==

[(A) likely}

[(COMP) to]

[(V)sit]

About to run: APPLY-DEFAULT-PS-CL.OSURE

220. The rule CREATE-NP--1 predicts an np- whereas the rule CREATE-NP-1 predicts an np.
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‘There is nothing left to do but attention-return, hoping to trigger some other rule. In this casc, it will ecnable

auxiliary inversion. (It should have predicted an ap- first. This indicates a slight problem.)

()]

[(V) was]

==WAlLL==

[(NP-) the boy]

[(A)likely]

[(COMP) to]

About to run: APPLY-DEFAULT-PS-CILOSURE.

[S)]

[(V) was]

[(NP-) the boy]

[(A) likely]

About to run; AUX-INVERSION

Now, ps-attach can apply.
(SN

[(NP-) the boy]
[(V) likely]

[(A) to]
About to run: APPLY-DEFAULT-PS-ATTACHMENT

Notice that [np- the boy] was automatically closed, removed from the buffer, after it was attached. In this
older version, the closure procedure was very much like Kimball's scheme. The current scheme would not

closc this carly; it would lcave the np- in upl and then ps-close would apply.
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[(S) the boy]

==WAIlLL==

{(V) was]

[(A) likely]

[(COMP) to]

About to run: PRED-DEFAULT

"This rule selects the appropriate predicate for downl from the lexicon.

[(S) the boy]

==WALL==

[(V) was]

[(A) likely)

[(COMP) to]

About to run: ATTACH-FSUBJ

There is a slight problem checking functional constraints with elements to the left of the head (such as
subject). Conscquently, they arc checked by a marked rule (ATTACH-FSUBJ) which fires when upl has a
predicatc and a subject. (We are currently cxploring more clegant alternatives.) |

[(S) the boy]

==WALL==

(V) was]

[(A) likely]

[(COMP) to]

About to run: CREATE-VP-1

There is a marked rule to build verb phrases bottom-up. (It is pi'obably unnccessary.) With a more
symmetric default predict rule, it should be possible to climinate most of the marked prediction rules
(CREATE-..). ‘
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[(S) the boy]

[(VP)]

==WAlL==

[(V) was]

[(A) Tikely]

[(COMP) to]

About to run: APPLY-DEFAULT-PS-ATTACHMENT

Y AP finishes the parsc using the same techniques.

[(S) the boy was]

[(VP) was]

==WAlLL==

[(A) likely]

[(COMP) to}

[(V)sit]

About to run: CREATE-XCOMP-1

[(S) the boy was]

[(AP)]

==WALL==

[(A) likely]

[(COMP) to]

[(V)sig]

About to run; PRED-DEFAULT

Appendix 11
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[(S) the boy was]

[(AP-)]

==WALL==

[(A) likely]

[(COMP) to]

[(V)sit]

About to run: ATTACH-FSURJ

[(S) the boy was]

(AP-)]

==WALL==

[(A) likely]

[(COMP) to}

[(V) sit]

About to run: CREATE-AP-1

Notice that the ap- will close when the ap is attached in the next snapshot.

[(S) the boy was]

[(AP)]

— =WALL==

[(A)likely]

[(COMP) to]

[(V)sit]

About to run: APPLY-DEFAULT-PS-ATTACHMENT
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[(S) the boy was likely]

[(AP) likely]

==WALL==

[(COMP) o}

[(V)sit]

[(PUNCT) 7

About to run: CREATE-INF-VCOMP

{(S) the boy was likely]

[(VP-)]

==WALL==

[(COMP) t0]

[(V)sit]

[(PUNCT) 7]

About to run: APPLY-DEFAULT-PS-ATTACHMENT

[(S) the boy was likely to]

[(VP-) to]

==WAlL==

[(V)sig]

[(PUNCT) 7]

About to run: PRED-DEFAULT

[(S) the boy was likely to]

[(VP-) to]

==WAIL==

[(V)sit]

[(PUNC) 7

About to run: ATTACH-FSUBJ

Appendix 11
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[(S) the boy was likely to]
[(VP-) to]

==WAlL==

[(V)sit]

[(PUNCT) ]

About to run: CREATE-VP-1

[(S) the boy was likely to]

[(VP)]

==WALL==

[(V)sif]

[(PUNCT) 7]

About to run: APPLY-DEFAULT-PS-ATTACHMENT

{(S) the boy was likely to sit]
==WAIL==
[(PUNCT) Y]

Appendix 11
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