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Abstract

Switch-level simulators model a metal oxide semiconductor (MOS) large scale integrated (LSI)
circuit as a network of transistor "switches”. They can simulate many aspects of MOS circuits which
cannot be cxpressed in the Boolean logic gate model, such as bidirectional pass transistors, dynamic
storage, and charge sharing. Furthermore, the logic nctwork can be extracted directly from the mask
specification by a relatively straightforward computer program. Unlike analog circuit simulators,
however, the nodes are assigned discrete states 0, 1, and X (for unknown), and the transistors are assigned
discrete states "open”, "closed”, and "unknown”. As a consequence, switch-level simulators operate at
spceds comparable to logic gatesimulators. - R DT A

In this thesis, a formal model of switch-level nctworks is developed. The networks in this model
may contain transistors of different strengths and types, as well as nodes of different sizes and types, and
hence the logical behavior of a wide variety of ratioed, complementary, and ratioless designs can be
expressed. In keeping with the concept of a Jogic model, however, both the transistor strengths and the
node sizes may take on only discrete values, and electrical behavior is modeled in a highly idealized way.
The operation of a network is characterized by its farget state fi..ction, which for a particular state of the
network yiclds the logic states which the nodes would eventually reach if all transistors were held fixed in
their initial states. This characterization abstracts away the rate at which nodes approach their target
states and the voltages through which they pass but provides adequate detail for many simulation and
analysis techniques.- The target state function can be -defined in:terms of ian abstraction called logic
signals, where a logic signal gives a composite deéscription of 'the nétwork:.at. some node much as a
Thevenin equivalent network gives a composite description of alincar network at some port.

Logic signals can be formalized into a simple, discrete algebra with operations describing the effects
of performing some elementary network transformations. A technique for finding the target state of an
arbitrary switch-level network can be derived by utilizing concepts from abstract algecbra and lattice
theory. This technique leads to an algorithm for a switch-level simulator which improves on previous
algorithms in its generality, speeg; and simplicity.: Furthermaose, the matiMmatical formulation provides a

means for proving uscful propertics about.the smuhnon ‘metbod. and opens up further areas of
application for the switch-level model.
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1. Introduction

Recently, a new class of logic simulator has emerged spccifically for simulating metal oxide
semiconductor (MOS) large scale integrated (LSI) circuits. These switch-level simulators model an MOS
design as a set of nodes connected by transistor “switches” with each node assuming a state 0, 1, or X
(unknown) and each switch a state "open", "closed”, or "unknown". Programs such as the author’s
MOSSIM [8, 9] and others [5] show remarkable accuracy and versatility in simulating such logic clements
as logic gates, pass transistor logic, busses, and both static and dynamic memory. The accuracy results
because the logic network closely matches the actual circuit, while the versatility results because
transistors form a common denominator for all LSI design techniques. Furthermore these simulators
operate at sufficient speeds to test entire LSI systems, because behavior is modeled at a logical rather than
a detailed electrical level. Unlike previous attempts at developing MOS logic simulators by adding ad hoc
extensions to gate-level simulators, switch-level simulators are based on a uniform and consistent model
which provides a powerful level of abstraction for viewing MOS designs. In this thesis the concept of
switch-level simulation is developed into a mathematical model of MOS logic networks from which
simulation algorithms and other analytic tools can be derived.

The ability to implement digital logic has progressed greatly in the past decade with circuits of
increasing size and complexity being fabricated at decreasing cost. Metal oxide semiconductor (MOS)
technology has played a major role in this "integrated circuit revolution” due to its relative simplicity in
both design and fabrication. In more recent years MOS design has become part of the university
cufriculum' in both electrical engineering and computer science. By using simplified design rules and
conservative clocking schemes, and by following systematic methodologies such as those presented by
Mead and Conway [28], the basics of MOS design can be learned in one semester. As this training
becomes widespread, we will see a new form of integrated circuit revolution in which nonspecialists

design their own custom integrated circuits rather than relying on the limited variety of commercially



available products.

With the increasing number of custom-designed integrated circuits, and with the. growing size and
complexity of commercial LSI products, the inadequacy of current LSI design techniques has become
apparent. The semicbnduct.pr industry has traditionally relied on humans to design, lay out, and ver-ify
LSI systems. Typically many man hours are spent, and several prototype chip designs are fabricated in
deyeloping a single IC design. Indusiry analysts have extrapolated the curnen;dcsm techniques and -
estimated that a 100,000 device microprocessor (the expected state of the art.in .1982) would take 60
man-years to lay out and another 60-tp debug [41]. Rather than accepting guch predictions as inevitable, a
change in design techniques is called for.

Computerized tools have been applied to commercial 1SI design, but most of these can be viewed
as extensions. of manual techniques {such, as graphical layout systems), of .43 experts in a specialized
domain (such as circuit simulators.). Both kinds require close coppecation with 2 hyman who.undesstands
the exact capabilities and limitatians of the program. In addition, humans are required (o bridge. the gaps
between programs with expestise in different domains. For example, before a design.can be tested by a
logic simulator, the actual design typically must be. translated by hand into a description which. can-be .
understood by the simulator. This translation. process wastes manpower: in performing a rather tedious
task and also decreases the level of confidence provided by the smmhmm. .

Logic simulators form an imporiant class of computerized tools. for LSI design. Their utlity has
long been recognized for analyzing designs which by their size and complexity exceed the capability of
humans to fully understand. The usefulness of a logic simulator depends greatly. on. the consistency and
my with which it can model the full range of design technigues available 10 thedesxgner Of course
no logic simulator can model all designs with complete accuracy, because it does not simuylate. the detailed -
analog behavior. Nonctheless, it should provide as close a model as possible within a set of well-defined
limitations. As a furthér requirement, a logic simulator for LSI must be efficient enough to simulate

entire systems with reasonable speed. The size of single-chip, very large scale integrated (VLSI) systems



will far exceed the small scale irlxtegrated (SSI) systems for which conventional lqggci s“i’n}pla‘tq};rs_were
designed.

A logic simulator has as its basis an abstract model of how digital systems furnction. This logical
model describes both the structure and the behavior of a system in-terrns of a'sét of primitive elements, a
set of interconnections, and a set of rules for operation. For a simulator to accurately and’ reliably
simulate a system, the logical model must reflect its actiial structure and operation.

Unfortunately, the development of logic simtators has riot Kept pace with LST technology. This
inadequacy stems in part from the lack of formal logic' models for' describing the behavior of MOS *
circuits.1 Instead, systems are designed and simulated using an ad hoc combination of Boole¢an 'géee
models, relay models, and efectronic models. Such a representation ‘inay be appropriate’ for human
designers, who can combine different modes of operation and resotve the cofifficts betwéen these models.
Computers, however, lack the intuition required to simultaneously view 4 system at sevéral different
levels. Computerized tools must be based on models which can describe alarge class-of systéms in a more
uniform way.

Most logic simulators are based on the Boolean gate model which adequately models systems built
from SSI components but fails to support the wide variety of techniques available to the LT designer,’ :
especially for MOS LSI. Many extensions of the Booléast gate model Have been attempted with the usual
result that only a stightly larger class of designs can be simulated and‘nifany sources' of unpredictable or
inaccurate behavior are introduced. This elaim will be nuppbreed by briéfly surveying the development of

logic simulators with respeet (o their support for MOS LS¥ design. -

ot

1. Brzozowski and Yoeli [10] present a logic model in which "T-elements"-provide a-simptified model of
ficld-cffect transistors. This model, however, only expresses the operatwn of static loglc gates
Furthermore, it has not received widespread attention.
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1.1 The Boolean Gate Model

The Boolean logic gate model has formed the theoretical basis for logic design ever since the advent
of electronic logic. In this model a system consists of a set of logic ﬁatsseonnected:by: unidirectional,
memoryless wires. The logic gates compute Boalean functions.of their input signals and transmit these
values along the wires to the inputs of other gates. Each.gate input has a unique signal source.
Information is stored only in the feedback paths of. sequential circuits. This modet directly implements
Boolean algebra [20] and hence has a well-defined specification which can guide. the simulator
implementation.

The Boolean gate model cannot describe many: of the techniques available to- the logic designer,
especially the MOS LSI designer. MOS pass transistor networks can implement combinational logic in
ways which more closely resemble relay contact networks thao logic gate netwaorks (see [28} or [16] for
several examples.) Dynamic memosy can store information without feedback:paths by exploiting the
capacitances of the wires and the gates of the transistors attached to them. A variety of bus structurescan -
provide multidirectional, multipoint communication. A logic simulator which implements oaly the
Boolean gate model provides limited support to the MOS LSI designer. Mast. existing logic simulatoss,
however, extend the Boolean gate model in various ways, Hence, any evaluation of logic gate simulators
must consider these extensions as well.

Many simulators extend the two-valued logic of Boolean algebra with a.thisd. value to.represent an
unknown or undefined logic level. This "X" level can-indicate. an. uninitiglized state variable, a signal
hcid between the two logic thresholds, or a signal in transition between 0 and 1 or between 1 and 0. The
X logic level can be handled algebraically by changing the two-valued Boolean algebra to a three-valued

DeMorgan’s algebra [3, 11, 23, 46].1 Thus, even with this extension many of the desirable mathematicat

1. A DeMorgan’s Algebra satisfies all postulates of Boolean Algebra except. for the Lawbof Excluded
Middle (A + = A = 1).
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properties of the Boolean gate motiel are preserved. Alternatively, some simulators.implement the X-_level :
by an enumeration téchnique in which the simulation is repeated with the nodes at the X level set to all

possible combinations of O.fs and 1’s [6, 45). Nodes whi&t remain at a ﬁniQue level %::t‘af all éombirttttit)ns

are set to this level, whnle all others are set X. Still dher snmulators [44] use ad hoc techmques to

implement the X level often resultmg in 1ncons1stent ot arfomatous-behavior: The ‘X”togxc level is useful in

simulating all forms of digital logic including MOS.

To'model the behavior of bus structures; some logic simulators have a fourth or "high-impedance”
logic levet f[i]. This H level corréspoﬁdé to the third state of tnstate :tog"ij(l:.‘*!'.l‘o;”sitﬁuiate abus structure |
the outpats of a number of gates are connected &' comon node. Typically all but orie output will be at
the 1 Tevél, and the Tevel of that dutput will dominate.” Unilike the X level which can be viewed as an
extension of Boolean algebra, the'H lével ‘violates a basic principle of the Booléan model, in that 2 logic
gate input no longer ﬁaﬁ.‘fi'uni’ﬁilé signal ‘source. Because the simulator is not based on a well-defined
mathematical model; it bécomes difﬁcult"ttt‘iinplémén't consxstentlyandaocuratdy 'The"VH state may be
adequaté for simulating SST désigns:n which only timifed forms of tri-siate bussés can be lmplemented.
The MOS LSI designer, on’ the otlier hand, ‘can ‘select from a v\i}'id‘e"":v%tr-iétyvo’f“bus designs, such as
pre-charge/discharge and multiple driver designs “The'H stateonlyparuaﬂy captures the behavior ot' '
these bus structures. Nonetheless, the  H logic level & scen in Simulators fof both MOS ‘anid other forms
of logic. S S

Somme sirfiufators allow a special logic gate to represent the MOS pass transistor [44]. This logic gate
models a field-effect trandiétor (FET) as a unidircctional dévics with two iputs and bne output as shown
in Figufe 11, “The simulator cannot help in cases i which fhe Bidirectionai property of the FET is

¥

important, such as in circuits whéré information may flow in either difection,! or where the design has a

1. In actual fact, the bidirectional L property of the FET is rarcly used intentionally, The author hassepn
only a few designs which have sighals propagating in ‘both directions throughga pass tranSIStor



Fig. 1.1. The FET Logic Gate

clock data output
clock 0 0 H
_l_ 0 1 H
| | ‘ 1 0 ]
data A/ output 1 111

malfunction due to a sneak path. ‘Mq_re recent gate model simulators have implemented bidirectional
transistor models, but these transistors usudlly entail a ;nuch h:gher computa;mnal cost, and hence their..
use must be minimized. Furthermore, few of these simulators can simulate arbitrary combjnational
network; of pass transistors, because they cannot model theacnon of ppuupms;ors. Thus this extension
dqes»nptkfully capturg the behgvior ’of the MOSFET. Like thehlgh-lggpedance lognc level, it also lacks the
, sz;lly, some simulators model dyn_a_lmnc_ memory ina lum,ted fashlon [144]. A node is allowed to.
remain ata previous logic level if the outputs of all logic gates connected to the node are at the H level.
This extension is very limited ip its generality and its accuracy.!
As new types of MOS logic circuits are developed, deﬂgners add more extensions of the Boolean .

gate model to their simulators. These extensions are doomed to faiiure, because they cannot correct the
fundamental mismatch between the Boolean gate model and MOS logx: circuits. MOS circuits consist of
bidj;edtional switching elements connected by, bidirectional wires, with memory (considering the
capacitive effects of the transigtor_ gates as cgnqibqgi{gg toa wu'es memory.) Instead, the snnulam

become increasingly cumbersome and unreliable, because they only partially capture the behavior of the

logic technology.

1. SIMULOG introduces even greater inaccuracy by failing to diffcrcnuate between the undefined x)
level and the high-impedance (H) level. o
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Using a gate model simulaul)r requires both intuition about hq\y the dggign 1s FUPPQ?Cdi,tQ fqr}ctigrg
and detailed knowledge of the simulator implementation. Thé ﬁser must expli;:itly idcnﬁfy the logic
gates, the signal directions through pass transistors, the Toestions of busses, the sites of dynarhic memory,
and sometimes even the feedback -i)atl;s. ‘Often the ‘actual Jogic ‘desigh must be transformed into one
compatible with. the simulator which may not display the exaét same behavior.  This transformation
process not only decreases the level of confidence provided: by ﬂ"leisiﬁiilaﬁﬂt‘ff'it"ﬁftti'a’ﬂy':eliminaoesthé
possibility of automatically generating the siiniilation netwérk from ‘some sﬁéc‘iﬁc"étibrt‘of the actual
design. Unless we restrict our attention to-a limited-élass of design§, a very sophisticated program would
be required 10 analyze the mask patterns for-an MOS laybut and corivert this 0 a gate-level description,
performing the necessary transformations to provide compatibility- with' the’ simulator. - Without: this
capability; a: logic simulater: canhot-be used to Help ver#fy the correttiiess of‘a layout’’ Gate-Tevel logic
simulators fit into the MOS LSI design process as shown in Figure 1.2. They provide mainly a

vesification of the high level functional description plus lintited verification of the actual logic design.

Fig- 1.2 Role of Logic Gate Simulstors in LSI Design

. Functional
Description
 Network ” Network
for p—— . for
Implementation Simulation
Simulator
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1.2 Analog and Hybrid.Simulators

LSI designers have recognized the limitations of conventional Jogic simulators for modeling MOS
circuits and have at times resorted to-analog or hybrid simulators, .Analeg. simuiators treat the entire
design as network of analog circuit elements and try to mode! the detailed waveform at every node over
time. Simulators such as SPICE [30] and- even thase which use faster (and more approximate) numerical
techniques such as MOTIS [13] require very large ampunts of computation.. Some. reports claim the
amount of computation scales as the square of the network size [2).. Thus they are practical only for smail
designs or for small sections of larger. designs. Analog simulators, howevey, are based on. a uniform and
general abstract model and hence have been well received because of their consistency and accuracy.
Furthermore, computer programs exist for deriving the simulation network autematically-from the layeut
descriptions [2}.

The amount of computation can be reduced significantly by hybrid techaiques such as in SPLICE
[31] in which some sections of the design are simulated as logic gates and others are simulated as analog
circuits. Hybrid simulation works well as long as only small, isolated sections of the design need be
simulated as analog circuits. Unfortunately, a human must-decide which porticas of the network can be
modeled as logic gates, and which portions require analog simulation. Furthermore, trying to combine
analog and logic models in a single program requires rather unsatisfactory approximations at the
interfaces. For example, if an output of a section modeled as logic gates is to be interfaced to an input of
asection modeled as an analog circuit, the program must convert the logic signal into a voltage waveform.
This, of course, cannot be done with any accuracy, because much of the necessary information is lacking.
The resultant outputs of the analog scction must then be viewed with skepticism, Similarly, if the logic
simulator were extended to include the X state, it could not be interfaced #o an analog simulator because
this state docs not represent a single voltage. Unless great care is excrcised, a hybrid simulation could

well provide the accuracy of a logic simulator at the speed of an analog simulator, rather than vice-versa.
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For this reason, a human must monitor the simulation very carefully.

1.3 Switch-Level Simulators

As an altematlve to conventlonal lognc sxmulators‘ the author has developed the simulator MOSSIM ’
[8, 9] specxﬁcally for the log:cal snmulauan of MOS LSI WI(h MOSSIM the Boolcan gate concept is
discarded altogether and replaced with a logical model whlch closely matches the structure and behavnor
of MOS circuits. A logic network consists of a set of nodes connected by a»set‘of FET “switches".
MOSSIM uses three logic levels: 0, 1, ond X kundeﬁned.) Tnere are three ;ypes of nodes:
1. Input nodes provide a strong, externally generated signal (e.g. power lines,
clock dnvets data inputs, etc.)
2. PuIIup nodes are connected via a pullup l"esxstor» btok a mhlgh‘ voltage They will
generate a 1 signal‘unfess grounded. “The output of an tMOS logic gate is-an
example of a pullup node.
3 Normal nodes cannot generate a sngnal but can store a s:gnal dynanucally
Only two types of network elements are allowed: p type and n-type ﬁeld-effect transnstors. A
transistor is a three node device which acts as a voltage-controlled swutch thh no. assumed dmectnon of
s1gnal flow as shown in Flgure 1 3 No dxstmctmn xs made between the labels sounce and "dram

When the gate node of a transistor is in the X state the sthch status is unknown it may be open closed,

or somewhere between. The user interface of MOSSIM ‘allows the user to describe »the network in terms

Fig. 1.3. The MOSSIM Transistor Model

E p-type P n-type
: gate effect gate effect
gate ’—l 0 cdossd 0| open
1 open , 1 closed
source X unknown X unknown
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of transistors, logic gates, end user-defined macros, but these exe all transtated into a transistor-level
representation for the simulation. C. Termanhas developed a switch-level simulater patterned after
MOSSIM [5] but differing in several respects, as is discussed at several pomts in this thesis. Researchers
at Caltech [34] also developed a switch-level MOS logic slmulator but not to a degree of accuracy or
generality required in a serious deslgn tool. Researchers at other laboratones have developed thelr own
switch-level simulators based on these earlier designs. R
Switch-level snmulators can simulate almost the full range of circuit des:gns available to the MOS
designer without any spectal logic levels or poorly—defmed loglc elements. Both loglc gate and passf‘
transistor combinational logjc are simulated withaut dzmcuqu, as ateboth sum and dynaxmc memory. A
wide variety of bus structures can be simulated mcludmg tn-state busses, pre-charged busses, etc. Most
significantly, the user need nat tell theslmnlaw what typeofhuc ;tmcmxe nmtended,mly the actual

B S

physical structure of the deugm

Switch-level slmulators have been tested on a \vlde vanety of MOS dwgns ranglng t‘rom student
homework problems to a LlSP mncroproccssor clup contammg over 10000 trans:stors t21]. They have
proved remarkably general and accurate, correctly sxmulanng lognc desngn techmques which were not' 7.
even anttcnpated in the sxmulator dengn. The conﬁdence in the smmlauon results is gneatly enhanced by: |
thefactthatmeusercanseeanexxtconespondencebemeenmexmaldemgnandthemmuhmi
network. Moreover, the mmulauon is fast enough that enttre deesns can bc s;mulated For the LISP |
microprocessor chip, MOSSIM requires bétween 5 and 12 séconds of CPU time on a DEC20760 to
simulate each clock cycle. The designers were able to fully test thesyétem’by sﬁtﬁﬂa%ng 700 clock cycles.
Expenence has shown that stmulanon mevxtably ulficovers fatal errors in the design.

C. Baker [4] has vmtten a program whlch canTate layouts speenﬁcd in the @ltech Intermediate
Form [28] and genemte the equivalent u'ansmot level net\vork Unlike a pmgram whl:b generatcs alogic
gate description, this program needs no spccml mtultnon about loglc deslgn lt need only look for

electrical connectivity and transistors in the mask patterns. The simulation network for the LISP
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microprocessor chip can be gcncra;ted with 30 minutes of CPU time on a PDP 11/70. This technique has
proved extremely valuable, uncovering errors both in the layout and the logic design. Furthermore, it
saves the duplicative effort of entering the design by hand for the two different representations.
Switch-level simulators can fit into the MOS LSI design cycle at several levels, being applied

independently to the high level description, the actual design, and the layout, as shown in Figure 1.4.
1.4 An Abstract Model for MOS LSI

The generality and accuracy of switch-level simulators suggest that a formal model of MOS based
on the switch-level concept can be devcloped. The uniformity and consistency of the switch-level
approach are precisely those properties which make a concept amenable to a mathematical treatment.
This model would serve not only as a basis for verifying the correctness of a logic simulator, but also as
the foundation for new computer tools for MOS design. One need only look at the many advances made
possible by Shannon’s development of logic models based on Boolean algebra [38, 39] to understand the

value of abstract logic models. While the expected benefits of a MOS logic model are much more

Fig. 1.4. Role of Switch-Level Simulation in LSI Design
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Description Simulator
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modest, its utility could be eigniﬁcant. Unlike traditional switching theory which was developed to help
humans analyze and synthesize networks containing small numbers of elements, we now want models
which can form the basis of computer programs to be applied‘ to networks eontaining thousands of
clements. This places more emphasns on the generahty and umforrmty of the model and the algonthmle
complexity with which it can be 1mplemented. )

In this thesis, a formal switch-level model of MOS logic networks:isdeyeloped. The network model
closely resembles the network model of MOSSIM but generalizes it in several respects. As with
MbSSIM, 5 logie network consrsts of a set of nodes"interconneeted by_a set of t:ransrstors. Unlike
MéSSlM, however, only two types of nodes: input‘anq norma! are allowed. To model ratioed circuits,
transistors may have different strcngths, with‘e stronger transrstor (such as an‘in:vcrter pulldown) bemg
able 0] overnde a weaker one (such asa puﬂup load transxstor) A third type of transrstor d-type (for
"depleuon") is mtroduced which is closed rcgardless of the gate srgnal. Tbts new model more closely
: matches the actual structure of MOS networks, because in MOS networks the relanve sizes of U‘ansrstors ;
determme the logical behavror The punup node used in MOSSIM isa rather ad hoc way of representtng:
this. The new model can also describe a wider vanety of networks, mcﬁﬂmg circuits whu:h rely on
multiple levels of ranomg. ’ ° |

In MOSSIM, each normal node is modeled 2, havmg a capaeﬁance of unknown value which can
store a signal dynamically but dannot ere ‘lhrs simal onto aaother 'nd‘& ﬁr a dtfferent state,
Unfortunately this model cannot describe the behavior of many bus dwgm in )vhtch a relanvely high
capacttance bus node is connected m a lower capacttanq: node (such 2 the m-aode ofa 3-transistor
dynamic RAM cell) resulting in bdh node§ obtai'nmg the san;eulo&g; state, 28 \ was ongmally .on the bus.
Our new switch-level model can model this effect by assigning each normal nodq g sue, ‘where the signal

on a larger node will predominate when connected to a smallerpode. -



-19-

Our abstract model descrilbes both the_ time and electrical behavior of a network in a highly
idealized way. The time behavior is described by the farget state function giving the logic states which the
normal nodes would reach for a particular set of ipput node, t;ansisggr, and initial normal node states.
For designs corn_taivning no érjti;al races the lqgical bcbgvior can be modeled by repeated,application of
the target state function. To model the electrical behavior, the target state is defined in terms of the set of
steady state voltages in an "order of magnitude" electtiggl network, This class,p_f networks models the
conducting transistors by ﬁnear resistors, where the conductances of the resistors for different strength
transistors differ by orders of nmagnitude.» As a consequence, any path to an input node containing only
transistors with strength greater than or equal to some value is modeled aspye[;jgixxg any path containing
a transistor with strength less than this value. Similarly, the normal nodes are modeled by capacitoﬁ
where the capacitances of the capacitors for different size nodes dnffer by orders of iﬁagnitude. . As a
result, the target states fqrmed on a set of nodes throygh, charge sharing depends only on the state(s) of
the largest node(s) in the set. Furthermore, no attempt is made to accurately compute, the node voltages.
Instead, ﬂ_ley are classified into‘ the three logic states 0, 1, and X. This model provides a simplified view of
ratioed circuits and charge sha;ing which adggua;e{y describes the lqsscal behavior of most MOS circuits.

Although the target state is defined in terms of an electrical model, we will find that the target state
ofan arbitrary‘sywitch-level network can be gqmputt;d without evaluating any. electrical networks.. Instead,
by introducing an absumqon callgd_ logic signals, an,it,e,ratigev method, for computing the target state can
be developed which uses only .qperations in a simple, discrete algebra. A logic signal provides a
éorrgpqsite description of a switch-level network at some node for a particular set of nade and transistor
states, mucﬁ asa Thevgnin netwo;k [15) provides a composite description of a linear network at some port .
for a particular set of network parameters, However, whcrgas fmgmg the Thevenin equivalent generally
requires solging a set of simultaneous linear equations, finding the logic signal requires much less effort. .
A simple set of rules describes the logic signals created by the input-and normal nodes in their initial

states-and the effects on a node of other nodes connected through cenducting transistors. - With these



| rules we can develop an eqx;aﬁon expressing a set of constraints which must be satisficd by the signal for
each normal node in terms of the initial node signal and the signals for input nodes and for other normal
nodes connected through conducting transistors. It can then be shown that the minimum solution of this
set of equations equals the set of logic signals describing the network at each node, and the set of steady
logic states can easily be derived from this sofution. Logic signals can be formalized into simple, discrete
algebra with a domain corresponding to the signal values and opérations dm:nbmg the effects of the rules
for logic signals. This algebra allows us to apply elementary concepts from abstract algebra and lattice
theory to develop techniques for computing the target state. These techmquw can be further developed

into efficient simulation algorithms.
15 Relation to Relay Networks

The switch-level MOS model can be viewed 4 an extension of Shanrion’s relay network model [38,
39]. The algebra of signal strengths introduced in Chapter 5 bears many similarities to Boolean algebra.
As Shannon observed, a relay can be viewed as a switch with conductance 1 When closed and 0 when
open.! The rules for connecting refays in series and in parallel and the methods of analyzing relay
networks are special cases of those for transistor networks.,

' MOS networks, however, have several characteristics which are riot found in relay networks. First,
relay networks are used as a current-driven logic, in which the logic state of a node is determined by the
connection between the node and the current source. Thus simp!e characwnzanon 6flhe connection to
the signal source determines the state of a node. MOS networks, in contrast, are used as a voltage-driven
logic, where the state of a node is determined by both its connection to the supply voltage and its
connection to ground. One must characterize both the states of the signal sources and the connections to

them to determine the state of a node. Furthermore, in a voltage-driven logic erroneous behavior may

1. Shannon actually described the state of a relay by its hindrance, the complement of its conductance, .
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result due to a short circuit betvs./een signal sources, and hence we also require the state X for logical
completeness. Second, relay networks do not allow ratioing in which one closed switch can override.
another. ’Ihus,r a Boolean characte;iza;iqn ofa cpngiuctgqqe_ igath sufﬁggs. Third, relay networks can only
store information in feedback pa}tfhlsf No modeling of dynamic memory or charge sharing is needed.
Finally, most theoretical work on relay‘netwgrks was _;gqnductqd_v ;‘bgqug the widespread availability of
digital computers. Thus, most techniques were developed to aid the hand design of small circuits. The
standards by which idea§ are measured change greaﬂy V,wl’l;eg ;hex_a;e» to, be incorporated .into

computerized tools to aid the design of very large systems.
1.6 Outline of Thesis

In the next chapter, the details of how the switch-level model describes the structure and operation.
of MOS networks is presenjed. By modeling the network structure at a trapsistor, level and by allowing
transistors of different strengths and nodes of different sizes, this model covers a large variety, of MOS
design tochniques in 8 way which closely malces the oy ireut desigas, The switch-level model can
be viewed as either a simplification, of analog uctwork models;or an extension of relay network models.
The time behavior of a network is described by the target state function, giving. the logic states toward.
wh“ich;t’h,e nodes are ‘dr‘ive‘n or chargcdgwenmecurrentnqdeandtransmwrstate& The value of this
function is defined in terms of the steady state voltages,in. lincar clectrical network that models the
transistor network. The logical behavior of many MOS networks is described by repeated applications of
their target state :ﬁmqtions. :In computing the target state, the tragslstexs are modeled with time-invariant
elcmeggt d;grgby simplifying the analysis considerably. . . . .

In Chapters 3 and 4 the electrical circuit-oriented view of the farget state function provided by the.
definition given_ in Chapter 2 is transformed into a more abstract and. Jogical view. It is shown that the
target state can be defined in terms of the steady stases of a set of }pgigal: conductance networks, where a

logical conductance network represents a switch-level network in which each. transistor is either



nonconducting or fully co‘nducting. The concept of logic signals is then developed to exbress the
behavior of logical conductance networks. With the logic signal abstraction wé can derive an equation
which gives the steady state of a logical conductance network, and conscquently the target state of a
switch-level network, which does not require evaluating any electrical networks, =~

In Chapter 5, an algebra of logic signals is developed with operations describing the effects of a set
of network transformations. This algebra allows us to apply elemen(aryconcep{s from abstract algebra
and lattice theory to the study of switch-level networks.

In Chapter 6 the mathematical formalism presented in Chapter S is used to derive a technique for
computing the target state of a switch-level network. This development utilize% only the losu:s;gnﬂ :
abstraction as expressed by the algebra of Chapter 5 and two equations which are derived in Chapters 3
and 4 from the analysis of the electrical model. Although we could arrive af the desired results more
directly by utilizing additional properties of the eléctrical model. this approach demonstrates the power of
our abstract approach. ﬂ

In Chapter 7, the abstract sofution technidue of Chapter 6 is developed into an efficient algorithm
for a switch-leve! simulator. By exploiting the sparseness of the netwmi, the simulator requires at most
linear time to simulate one clock cycle for almost all networks. This algorithm improves on previous
switch-level simulation algorithms in several respects. Some performance data for MOSSIM i presented
to demonstrate the perfortnance characteristics of switch-level simulition and how it compares to Jogic
| In Chapter §, thesnmpﬁﬁedhmmgmodelofMOSSlM:smvesngatedmoredosely to see for what
clam of systems it is valid. Possible methods of implementing logic simmilators with other timing models
are presented. In addition, a ternary simulation algorithm is developed which uses the X state to detect
potential races in MOS networks. This algorithm is a straightforward extension of Brzozowski and Yoeli's
algorithm for logic gate nctworks [11]. Ternary simulation requim"a"much more accurate and efficient

implementation of the X state than is required for functional simulation, bécause the X state will become
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the most prevalent state in the network. The algorithm presented in Chapter 7 provides this accuracy.and
efficiency.
Finally, in Chapter 9 some ideas for further improvements of logic simulators and for future

applications of the switch-level model are described.
1.7 Notation

In the remainder of this presentation, the following'nota;ional ,f:pnycntions are observed. Scalar
values are denoted with lower case letters (e.g. a, b); vectors with lbplt;face, lower case letters (e.g. a, b);.
and matrices with boldface, upper case letters (e.g. A, l_i).ﬂ, Mathgmatical domains, i.e. sets ,Of valpes with v
particular mathematjcal properties are denoted with scrip(, upper caseletters (eg. A, B), whi]e qrdinary‘
scts are written with italic, upper case !etters (eg. 4, B). The veixtgns"ion of a domain 9 to vectors of s'gz_e n

is denoted 9", and the extension to matrices with n rows.and m columns is denoted Snxm.
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2. The Switch-Level Network Model
2.1 Introduction

In this chapter a model of the logical structure and operation of MOS networks will be presented.
This mbdel attempls to capture those aspects of an MOS circuit which affect its logical behavior, while
ignoring many of the detailed electrical properties. This network model extends the network model of
MOSSIM but in a way which provides a cons:stent fevel of abstraction. 'Li‘ke::iI'IOSSIMi the rietwoﬂé can
be ‘extracted directly from a speciﬁééﬁdn' of thé layout The time be"ﬁéiv'i(‘)‘i";(‘)f the network is also
described in a simplified way by the target staié fiinction, Givehﬁeénﬂéﬂt netw'or'k‘ state, this function
yields the state toward which the nodes move without cdhsidéﬁhg the rate at which these changes occur.
This fiinction bears a strong résemblance 10 the éxcitation function used in logic gaié and relay models. Tt
is assumed that the reader has a background in MOS logic design comparable to thatprovndedby Mead

and Conway [28].
2.2 Network Structure

A logic network contains a set of input nodes /= {i,....i}, a set of normal nodes
N={n,...,n; }, and asetof transistors T = { f3,....4 }.

Input nodes provide strong signals from sources external to the network, much like voltage sources
in electrical networks. Examples of input nodes include the supply (VDD) and ground (GND)
connections as well as signals supplied through input pads. Normal nodes have states determined by the
operation of the network. Each normal node n; has a size cap;, where cap; is an element in the set
K= {“1’ cees "q}' A normal node can store charge to provide dynamic memory. The size of a node

gives an approximate characterization of the amount of charge it can store, where sizes are ordered

x1<x2<...(xq.
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When normal nodes are connected together they will share charge and settle in a state dependent only on
the state(s) of the largest node(s). The values in K have no properties other than their ordering; they only
indirectly represent actual physical capacitances. This model provides a simplified view of charge sharing
which is valid for most actual circuit designs. The number of node sizes g depends on the kinds of MOS
networks to be modeled. For most networks, g = 1 will suffice. For those networks which rely on a
sharing of charge between a high capacitance node and a low capacitance node for_ their logical behavior,
g must equal 2 or more. For example, Figure 2.1 shows a three-transistor dynamic RAM circuit which
relies on the high capacitance of the bus (size "2) to override the charge on the storage node of the cell

during a write and on the drain node of the storage transistor during a read.

Fig. 2.1. Ratioless MOS Design
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A transistor is a three terminal device as shown below.

e
source
No distinction is made‘_betwe_en the source and drain connections. Associated with each transistor § is a
strength stry, where str; isin theset T’ = { vy,..., Y 3 The_st,rcpgmp( a transistor gives an approximate

characterization of its conductance when turned-on, with strength values ordered

The strength values in T’ have no properties other than their ordering; they only indirectly represent
actual conductances. The number of allowable strengths p depends on the kinds of networks to be
modeled. For networks which do not rely on ratioed resistances such as CMOS designs, all transistors are
of equal strength and p = 1. Most ratioed nMOS or pMOS designs can be modeled with p = 2, where
pullup and pulldown loads have strength y; and all other transistors have strength y,. Some designs,

including certain static RAM cells rely on mult1p1e levels of rauomg and hence requlre a model thh P

COHS pe i

equal to 3 or more. A transistor can be either n-type, p-type, or d-type All act as voltage-controlled

8%

6\1,

switches as follows:
n-type p-type d-type
gatesignal  effect gatesignal  effett’ gatesignal effect
0 opem 0 “closelt 0 closed
1 closed 1 opet SR | closed
X unknown X unlnoym : g X closed

d-type (for "deplction™) transistor can serve as either a load res:stor fdr a depleuon mode nMOS logic
gate, or a polysilicon-diffusion crossover such as is seen in some des;gns. When a transistor is in a
"closed" state it provides a conductance between the source and drain nbdes with value characterized by

the transistor strength. When a transistor is in an "unknown" state it provides a conductance of unknown
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value between (inclusively) the .‘conductance when "open” (i.e. 0.0) and when "closed”. This model
provides a simplified view of ratioed circuits in which a connection through a stronger transistor will
always override a connectjon through a weaker, as will be defined more rigorously later in this chapter.
'Examples of a variety of MQS circuits are shown in Figure 2.2, The first three show common
nMOS and CMOS logic gates. The fourth one shows.a forceable inverter which, when connected in a

ring with another inverter, can statically store 1 bit.

Fig. 2.2. Examples of MQS Networks

Depletion Load Inverter -




Transistors with strength Tess than v, (called weak transistors) are used in ratioed circuits, where a
stronger transistor may override a weaker one. Generally these weak transistors are configured only in
limited ways, such as pullup loads on logic gate outputs. At fimies we will want fo exploit the
characteristics of networks restricted in the use of weak ‘trarisistors to° simplify the mathematical
. development or to improve the efficiency of an algdrithm. Tn particular, we défine a restricted network
follows:

In a restricted network every transistor of strength less than p has either its
source or drain connected to an input node.

All of the circuits in Figure 2.2 are restricted networks. -An-example of an unrestricted network is showi
in Figure 2.3. In this example the pass transistor is assigned a strengihy] @ idicalé that whien a sneak
path forms through the "kill" and pabsn'ansxstom with the invertet fnput éffisaf t6'0; tie inverter output
will go to X, wmlemeoutputofﬁepassmsnstormngotou Almostalt@malMOSdmgnsmbe
represented as restricted networks, because weak transistors are used almmt t;éiuswely as pullup (for
nMOS) or pulldown (for pMOS) loads‘ wx;ia one side connected @WJ@D 01: GND Unrestricted
networks seem plagsible, however, 0 we wmaevelep results for this mmw cilte. We shall find

that although unrestricted netwum wqmre a more complex mathematical agjelopment, their study will

N NI Feied® DALl SRS
Fig. 2.3. Unrestricted Network Example T
- "; . N
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provide much insight into networks containing transistors with gate nodes in the X state.
2.3 Network Representation

The structure of a network is represented by the sets 7, N, and 7T, the vectors cap and stt (indicating

the node sizes and transistor strengths), and the following functions:

TTYPE: T—{np,d} the transistor type

GATE: T+ IUN ~thegite'node
SOURCE: T IUN the source node
DRAIN: T—+IUN T thedrainnode

2.4 Logic States

- Each normal node »; hasa-logic state y; € { 0,1,X }: In eérms of the adtiial voltage v; at node ;2

y; = 1 = vi<vi<vy

where V™ and V¥ are the logic thresholds. Note that our logic modet makes no attempt to-accurately
model these logic thresholds, and they are used here only to aid-our-iriformal discussion. Each input node -
i; has a logic state x; € { 0,1, X } with the same interpretation. Fhe values 0 and 1 corréépbnd to the -
Boolean logic levels. The value X indicates either an imknown or undefined logic level. An unknown logic
level arises when an ambiguity in the network condition prevents a unique determisation of a nodé’s logic -
level, such as from uninitialized state variables. F or example, when power is applied to a bistable device
such as a Nor gate latch, the output will obtam e; ;ralid, but unknown logic state. An unknown level
corresponds to a voltage either ;elow V or abo§c vt. An unde;ned logic k;;/el arises when the network
operation creates a voltage whiéh could lie betwe;én the two ]ogic 1!1resholds, such as due to a short circuit
or improper charge shaﬂng. f—lénce an uﬁdbﬁned level corfespén&s toaz voltage v;hich may be anywhere

between 0.0 and vdd'
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These two concepts ;liffer slightly in that an "unknewn" value satisfies the Law of Excluded
Middle, while an "undefined” value does not. For example, if y represents the state of an uninitialized
bistable device, then y + ™y = 1. On the other hand, if y represents the stalé.ofa node along a shorting
path from VDDmGND.M y+ =X Somedlwi&mﬂpbﬁmeuwof&du&d»mddk
during the initial power-up sequence to assure that all feedback paths will. be. initialized {0 valid logic
levels. No known algorithm, however, can utilize information about "unknown" logic values in a
completely general way, except bjenwnerating over all possible combmauons of Bookax values. Thus,
to avoid an exponential algomhm, we shall not attempt mdnsnnzmsh between ﬂb;;”mwn" and
“undefined” logic levels but instead use the single value X. |

Each transistor £ also has a logic state 7 € { 0,1, X}, where 0 indicates "open”, 1 indicates
“closed”, and X indicates "unknown”. Although transistor states and node states.are different physical

phenomena, we will use the same nmﬂnamatpbgects to represent both.
25 Network State

At any instant in time the state of a network is givea by .the the logic states of the input nodes
xE{86,1, X}, the states of the normal nodes. y € {0,1,X}", and the ‘states of the. transistors
ze{0, 1,x}k. Under stable coaditions, the transistor states z are fanctions of the node states. Suppose,

for example, matmdeniismegatenodeﬁxumm?lmtj(ie‘qgﬁxléﬁ(@); Mﬁe-mdtjk

given by the fallowing table
'ITYPE(ﬁ)
¥; n P : d
] 0 1 1
1 1 o 1
X X X 1

A similar table would result if ‘the gate node were an input node. The functxon trans(x, y) denotes the

transistor state z resulting from the node states x and y. During the actual circuit operation, some time
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may elapse between a change in node state and the resulting change in transistor state. Hence the total

state of the network must include the transistor states as well as the node states.
2.6 The Target State Function

With the network in state (x, y, z) each normal node n; will move toward a target state ;i given by

the function
;;i = larget (X, Y, 2).

The target state of a node equals the state the node would eventually reach if the input nodes were held
fixed in state x, the transistors were held fixed in state z, and the normal nodes were initialized to state y.
As shall be seen, the target state y is the steady state solution of a time invariant network with parameters

x and z and initial conditions y. We can view farget as a vector-valued function
Y = target(xy,2). 2.1

giving the target states for all normal nodes. The state ; may never actually be reached, however,
because the transistor states will change in response to the changing node states, and the input node states
may be changed externally. The function farget only describes a tendency in the network and not a
definite reality. However, it provides a basic characterization of the logical behavior of a switch-level
network. Much of the development of this thesis will be directed toward a mathematical formulation of
the target state function.

Define the function step, as
step,(y) = target(x,y, trans(x,y)). (22)

For a particular state of the input nodes stepy gives the target states of the normal nodes as a function of

their initial states, assuming the transistor states are functions of the initial node states.



During actual operatien, the network may not move through the succession of states predicted by
the function step, due to chenging tramsistor states and changing inpus conditions. However, for a large
class of networks, the ultimate behavior is equivalent to the behavior modelcd by successwe apphcauons
of the function step, as long as the input nodes remain unchanged. That is, lf the nonnal nodcs mmally
have state y and the input nodes are held fixed in siate. x, the network will eveatually reach a state

phase(x. y) defined as
phases.y) = ™ siep,X5) @3

where the superscript k indicates k applications of the. function stepy. . Furthermore, the networks of
interest will be guaranteed to stabilize after a bounded :number of steps. . Thus for some k<90,
step X(3) = step, X+ 1(3) = phasdix, y). Once the notwork arrives-at this state, it will remain there until
some input node is changed. This ignores the possibility that nodes may Jose their charge due to leakage.
With current technology, in which clock speeds are measured in megahertz while leakage times are
measured in milliseconds, this assumption is appropriate. Examples of systems which can be modeled by
repeated applications of step, include combix;aﬁohhl logic, any system free .of crmcal races, and a variety
of systems which can be modeled with unit delay logic elements. The limitations of this assumption wil
be discussed in Chapter 8. o

For a large class of MOS systems an equation for the function farger will lead to a description of
the complete functional behavior of a network. In other words, the behavior of a system can be modeled
by repeatedly freezing the states of the nodes and transistors, computing the targetstate for each nénhéiff'
node, and then updating the node and transistor states accordingly. This techmque has obvnous

advantages over modeling the detailed voltage waveforms on each node.
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Concepts similar to the targ;et state function have been applied to the. study of both relay networks
‘and logic gatc networks. The target state function describes the excitation of a switch-level network, i.c.
the node states created in response to the current.states. Similarly, the excitation of a relay network is
defined as the states which' would Appear on the relay «coils if all .relay contacts are held fixed in their
‘current states, while the excitation of a logic gate network is defined as the outputs of the logic: gates as
functions of their current inputs. In general, the-excitation of any logic netwerk can be defined as the
logic states which would form on the nodes if all active elements (e.g. transistors, relays, or logic gates)
were held fixed in their cyrrent states

Huffiman [22] first.recognized the importance of the network: excitation as providing a basic
characterization of the dynamic behavior of a logic network, although he expressed it in the form of a
flow table-rather than a function. With this characterization much of the physital behavior is abstracted
away, such as the rate at which the nodes m_qvemwax’dﬁ through 'their exgitations and-the-analog values
through which they pass. While such a characterization cannet detect ceftain-error conditions dependent
on the detailed voltages or iiming, it provides a-useful level .of abstraction. Although logic states are
formed in switch-level networks in much different ways than in.logic gate or relay networks, these three

kinds of netwerks share much in common when viewed as systems computing logical functions.
2.7 Specification of the Target State

For both relay and logic gate networks, the excitation function for a node can be defined with a set
of Boolean functions in-a relatively straightforward way. Wi&h;swimh-]evel networks, on the other hand, a
more complex formulation is required, because the logic elements are bidirectional, and because the state
depends on the relative conductances of the pullup and pulldown paths acting on it or on the relative
‘capacitances of nodes with which it may share charge. We will define the target statc in terms of a linear
electrical model called the "order of magnitude” model. With this model the concepts bchind the

switch-level model can be expressed in relatively conventional mathematical terms. In later chapters, a



rather unconventional algebrarisl presented to express these concepts more directly and to allow the
development of efficient simulation algorithms. The ordér of magunitude clectrical model serves only asa
means by which these more abstract concepts can be motivated ahd désived. .- -~

Order of magnitude. networks.contain voltage sources; resistors; and capacitors where the resistor
conductances:and capacitor capacitinces:are specified as powers of a ratio-parameter p. Transistors i the
X state form conductances of unknown value bouaded by powers of p; arid hodes i the X state'form
‘umknown voltages. Hence, we must consider the set of possible:steady: state: voRages for-eath node ifr an
order of magnitude network when the parameters and initial conditions atige over sets of values. The
target state of a node in a switch-level netwotk is defined in-torris of ae set of possible steady state
voltages on the corresponding fiode in the order of magnitude network' ag o is thade. very large; such that
the conductances of different strength- transistors in the 1 stite ‘and the:tapacitancés of ‘différent sire
nodes differ by orders of magnitude: : This provides a simplified: view- of ratioed logic'and charge sharing
in which only the dominating effects arecomsidered. - . o b

The order of magnitade network corresponding to:a switch-level aetwork in a ‘particular state
(., 2) i constructed with elements shown in: Figure 2.4 Eaclyifiput sode i is modeled by a voftage
source with megative terminal connected to GND and with: voltage "'xj,i»?whem'xj*-‘:‘!}i() if x’ =0,
X; = Vdd‘f"J =1, andx ranges over the set of voltages { v |00<v<\,'4d}1fx‘1 = X Anormalnode

k where

nj of size Ky is modeled by a capacitor with one side connected to GND and with capacnance ap
@ i3 an arbitrary positive constant. This capacitor is initiaHy charged to a voltageyj’déﬁenéﬁn terms of
é:e logics(ate’yj in the same way x; is defined in mmasoij; A transistor with strength y; and state 1 s
modeled by a resistor of conductance apX where a is ain arbitrary- positive constait. A transistor with
strength y, and state X is modeled by a resistor with conductance ramging over the 'set
{910.0<g<<apk}, where a is the same constant used when: the transistor state is 1. The values of a
can be different for different resistors and capacitors. - It will be shown later that the values of these

coefficients do not affect the value of the target state,
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Fig. 24. The Order of Magnitude Network Model
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For a particular value of p, the conductance parameters in an order of magnitude network can be
described by two matrices 6 € B X R and E € R XM where % denotes the set of real numbers. Each
element g of G equals the sum of all conductances between nodes n; and ns while each element &jj of E
equals the sum of all conductances between node n; and the voltage source corresponding to input node

.. When the switch-level network contains transistors in the X state, these matrices may range over

]
infinite sets;
™) < 6
E"p) < E

6™X(p)
E™(p)

IA 1A

with the restriction that G be symmetric. Note that the partial order < is defined between matrices in the



usual way, i.e. A<<Bif ancli only if i < bij for all i and j. The elements of 6™, 6™, E™", and E™" are
polynomial functions of p, and hence the elements of the conductance matrices G and E are bounded by
polynomial functions of p, although they may take on arbitrary values within these ranges. With this
formulation, we are aésuming that transistors with the same gate node behave independently when that
node is in the X state. This modcls the possibility that transistors may have slightly different threshold
voltages, and hence when the gate node has a voltage close to one of the thresholds, the transistors méy
behave quite differently. Furthermore, as shall be shown in Chapter 3, this assumption allows us to look
only at the minimum and maximum conductance values for each transistor when computing the target
state.

The remaining parameters of an order of magnitude network are described by a vector ¢(p) € R0
giving the capacitances corresponding to the normal nodes, and the vector x € { v |0-0SVSVdd Jm

giving the settings of the voltage sources corresponding to the input nodes. When the switch-level

network contains input nodes in the X state, this vector may range over an infinite set

where if x; = X, x"““i = 0.0 and x"“"‘i = V4q- The initial conditions of the order of magnitude network
are described by the vector y € { v|0.0<v<{Vy4y }* giving the initial voltages on the capacitors
corresponding to the normal nodes. When the switch-level network contains normal nodes initially in

state X, this vector may range over an infinite set
y <y <y~

Let vi(G, E, C(p)-, X, y) denote the stcady state voltage on node n; for the network with parameters
G, E, c(p), and x, and initial conditions y. Since the network contains only passive, linear clements, this
voltage must be unique. Furthermore, since the network contains no floating capacitors,'all node voltages

must liec between 0.0 and Vg4, When nodes or transistors in the X state are present in a switch-level
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network, this voltage can range over a set Vj(p) where

Vp) = {vl(G E. c(p). x, y)IG 6", Gm(p)<G<G"'"(p) E"“"(p)<E<E'““(p)
X< x < X y““<_v<y“} '

S

This set is uniquely detennined by the structure and state of the switch-level network, the constant
coefficients a (which will be seen to be unimportant), and: the ratio parameter p.

The target state.of a node n;-is defined in temrsof the set ¥(p)-as. the ratio parameter p is made
very large. As this occurs, any conductance paths 10-input nodes-formed by transistors with state ‘1 and
strength greater than or. equal 1o Yt wrll dommate over paths contarpmg transrstors of strength less than
Y- Similarly, the charge on capacuances formed} ;y normal nodes of srze Kp w111 dommate over the
charge on capacxtances formed by normai nodes of lesser s11e To Form ; pro;)er lognc state (1 e. 0 orul)
there can be no conflict between the pullup and pulldown paths or between the hrgh and low charges As’
p is made very large V(p) sh&xld appfoach ertherthe“set f 00 }éomhgset{ Vg } If we take the limit as
p approaches infinity, the set V (p) should converge to one of these twp sets Thus, 1f we deﬁne the set

Voo

i as

00 _  lim
yl p— 0 V-(p),

then the target state on node n; is defined as

Vi = § 1, K =¥k -
X, else.

* In this formulation, the X mm&e set ¥;(p) converges to some val_negno_l equal to 0.0 or
V 4g- indicating erroneous behavior dué to a short circuit or improper charge shaung, or when the set
Vi(p) fails to converge to a single value, indicating an ambiguirt;y‘ inghe%teady state‘;\foltage caused by

nodes or transistors in the X state. This definition of the target state in termso'f, a limiting process

expresses in a mathematical way the concept that the switch-level model considers only the dominating



effects acting on each node, ‘either through conductance péths formed by transistors in the 1 state to input
nodes or by charge sharing betwegn nonhai nodes. Whep the 'dbminatiné effécé conflict or when nodes
or transistors in the X state create uncertainties, the targei ;téte equals X.

For example, Figure 2.5 shows a switch-level model of an nMOS Nor gate and the corresponding
ordef of magnitude network. Let us see how the target states wouki be defined for.several sets of inpuss.
Ifing = 1 and iny = X, then g} = ayp, gy = a2p2, and Oﬂ§»g3$a3p2, where a;, a,, and a; are

arbitrary positive constants. This gives a set of steady state voliages for node L

_ alv Do ey Vaa oy
e = {'law«z?«w— <avep )

and therefore V-°° = {00} and ;"i = 0. Now suppose that in) = 0 and in2.= X. Then g1 = 41,

=00, and00<g3<a3p This givesa set

0+ {5},

and therefore ¥, = { v|00<v<V4 }and §; = X,

Fig. 2.5. Example of an Order of Magnitude Network

,_—‘[3:;1 1
nj

ni
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2.8 Relation to Actual Circuits

We have defined the target state in terms of an electrical network model as the ratio between the
conductances of different strength transistors and between the capacitances of different size nodes is
made very large. It then'follou‘/s that the switch-level model would correctly descrlbe an MOS circuit
containing only transistors in which the length-width ratios differ by orders of rnagnltude along with
nodes with capacitances that also differ by orders of rnagnitude.

In designing actual MOS circuits, of course, one does not use transistors with length-width ratios
which differ by orders of magmtude Instead, the relanve sizes of translstors along a conducting path
from VDD to GND are set so that the node voltages w:ll lie sufﬁcrently wnthm the logic thresholds.
Furthermore, transistors are sized accordmg to thelr requlred speed, power, and drlvmg capabilities. As a
result, the pullup load‘ in a clock driver may’ have much ;greater conductance than the pullup in an
ordinary inverter, even though both perform the same loglcal functmn - to prov:de a 1 signal in the
absence of a stronger 0 srgnal ’l‘hls transastor smng can be vrewed as an optrrmzatlon of our order of

magnitude model to improve the electrical characteristics while. retaining the same logical behavior, In:

almost all MOS circuits the logic value formed on a node depends only on the dommatmg effects.

: Snmlarly, ‘node capacrtances span a wxde range of values, but the loglcal behawor is afl’ected by
node sizes only in a few isolated locanons, such as in pre-charged bus cu'curts Typlcally the large
capacrtance node (eg the bus) greatly exceeds the smaller capacrtance node and hence our order of |
magnitude model more nearly approximates the actual circuit in this case. R

To model the logical behavior of a correctly designed MOS circuit we need only characterize
transistor and node sizes accordmg to then‘ loglcal funcnon in the network “This correctness can be tested
prior to the simulation by a computer program which compares ﬁe conductance and capacitance

parameters of the circuit against the proposed logic network. Thus the simulation model can assume that

the ciscuit is correctly designed in this respect and take a more abstract view of ratioed circuits and charge



sharing.

Not all MOS digital circuits can be modeled by a switch-level network. For example, the
switch-level model cannot describe circuits in which slight variations in voltages can represent different
logic values, such as one-transistor dynamic RAM designs using sense amplifiers to detect these
variations. Furthermore, our model can only describe the behavior of ratioed circuits or charge sharing
wﬁen there is a clear precedence between the different transistor conductances and between the different
node capacitances. Other forms of MOS circuits can only be modeled with partial accuracy. For
example, the switch-level model ignores the effects of floating capacitors in "bootstrapping” node
voltages above Vdd or below 0.0. This technique, however, is used primarily to overcome the saturation
effects of the field-effect transistor, but our model ignores these effects anyhow. Thus a circuit which
utilizes bootstrapping for this purpose can be simulated with a switch-level model, but the-simulation will
not check whether the bootstrapping actually occurs. - Except for these limitations, switch-level networks

provide an accurate and simple way to describe the behavior of MOS logic circuits.
2.9 Comparison to Other Switch-Level Models

The logic networks allowed by the simulator MOSSIM [8] can be described in the model using only
one node size (g = 1) and two transistor strengths (p = 2). Input and normal nodes in MOSSIM

networks are modeled as input and normal nodes, while pullup nodes are modeled by one of the

d
‘l 11 a 71
ny ni

The new model corresponds more closely to the actual circuit implementation, because transistors of

following circuits:
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different sizes define the behaviolr, of ratioed circuits. The pullup node of MOSSIM provides a rather
inelegant model of this and also laéks generality. All transistors in-a MOSSIM network are modeled by
transistors of strength y,. A MOSSIM network always corresponds to a restricted network in the.new
model. |

The logic networks allowed by C. Terman’s switch-level simulator {5} are:for the most part ideatical
to MOSSIM networks. A more general model of charge shating is allowed, however, in which each
normal noderhas a real-valued capacitance. Thxs technique is applied when a set of normal nodes is -
interconnected only by transistors in the 1 state, none are connected tp input nodes, and none are in the X
state. In such a case, the program sums the. capacitances of .those nodes in -state 1 as well as the -
capacitances of nodes in state 0. If one sum exceeds the other by at least a factor of 3, the nodes are all set-
to the corresponding state, and otherwise they are set. to X. No attempt is made to perform this
calculation when transistors or nodes in the X st.j(att,e,aujtej)resem.;,;Inst;e;agii the nodes are all set to X.

At first this approach might seem superior to our model. of charge sharing in which nodes are
assigned a size in the set K and the value on a larger node always-overrides the value on a smaller. Using -
real-valued capacitances more closely. matches the actual electrical behavior and utilizes only information
casily calculated from the layout specification. However, it seems as,i;tf,tranisi,s&qrs in the X state cannot be-
dealt with in a consistent. way with this model. Terman has chosep not. to simulate the effects of
transistors in the X state with greét accuracy. Instead, nodes are sometimes set to X even when they would
have state 0 or 1 regardless of the conductances of transistors in the X state, For example 1f a high
capacntance node in statedl'.; 1s connected to a low capacnan‘c;r ;mde in state 1 by a transnstor m state X 7

both nodes are set to X even though the high capacitance node would remain in state 0 even if it shared

charge with the other node.
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Suppose that we weré to utilize real-valued capacitances in our logic model but tried to pro;ride a
more accurate model of transistors in the X state. That is, a node would be set to 0 or 1 if it\h'as this
unique state regardless of the conductances of transistors in state X, and otherwisc it would be set to X.
Consider, for example, the network shown in Figure 2.7 containing a set of nodes of increasing
capacitance connected by transistors in the X state. Suppose initiafly that node ny is set to 1 and afl others
are set to 0. With this model, the target states of nodes n) and n, equal X, because these nodes would
have undefined states if only they share charge. Nodes n3' and 4, on the other hand, would have target
states 0, because no setting of the transistor conductances could cause them to be charged above the logic
threshold. We have defined the target state as the steady state sofution of the network, and hence when
the nodes are set to their target states, the network should remain stablc until a transistor or input node
changes state. if we set nodes n; and m 1o X, however, the target state of node ny will become X, because
by our naive approach, we must consider the case in which the X states on nodes nl-an‘d'n2 ‘actually
represent high voltages, and these nodes share charge with just n3. Hence, the original target state is not a
true steady state solution. Similarly, if we set node ny to its new target state, the target state of node x,-
becomes X, indicating that the previous target state was also not stable. In the final steady state solution,
the initial charge on node ny has created an undefined state on a node with 30 times greater capacitance.

Thus, this model of charge sharing yields unstable solutions and also lacks acxracy.

Fig. 2.6. Charge Sharing Anomaly

X X X :e?;
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1 L I step 3
10 20 80 30.0

Nxxnd
xeae‘a




-43 -

More sophisticated approaclhes could be devised such as storing the range of possible voltages for
each node, but for any scheme there seems always to be a circuit which would be modeled incorrectly.
The problem occurs because we are trying to combine exact electrical concepts such as real-valued
capacitance with abstract logical concepts such as the X state for both nodes and transistors. With the
logic model mapping many possible conditions of the electrical network into the state X, it cannot model
behavior which depends on detailed electrical properties with sufficient acburacy or consistency. By
adopting a more absolute view of charge sharing in which a larger node can always override a smaller, we
obtain a more uniform level of abstraction leading to a more consistent modeling. Of course to describe a
design in terms of our logical model the process translating the electrical design into the logic model must
decide how the design should be viewed logically. For the network shown in Figure 2.7 this would
require some rather unsatisfying decisions. In fact this network really shoulgl be modeled as an analog
circuit, because its behavior depends too much on exact electrical properties.

This aspect of the logic model design indicates a fundamental trade-off with abstractness and
consistency on one hand and a desire to combine concepts from several different models on the other.
Since we are concerned at the moment with developing the mathematical aspects of the switch-level
model, the more consistent and abstract approach will be chosen. For other applications, a different

choice may be appropriate.
2.10 Derivation of the Switch-Level Network

Switch-level simulators have proved quite successful in simulating networks extracted by a
computer program directly from a description of the mask layouts. The combination of network

extraction and simulation provides an important check of a design.



For networks which Ican be expressed in the MOSSIM network model, this layout extraction is
relatively straightforward. The program need only follow the electrical connectivity in the nétw:ork and
find the transistors and their types. A simple set of rules allow one to translate this node and transistor
description into a MOSSIM network. For example, in depletion load nMOS technology, any depletion
mode transistor with VDD as the drain node can be assumed to be a pullup load, while all other
transistors are generally strong transistors. If the extraction pmgrain also calculates the iengths and
widths of the transistors, it can verify that the ratioed circuit will bpem:te‘é.orréctly by determining
whether the highest resistance pulldown path can override the lowest resistance pullup path for nodes
which have independent pullup and pulldown paths. If these worst case conditions are not satisfied, a
warning message can be issued. By performing these static checks of the circuits, we avoid the need to
chieck the pultup and pulldown ratios dynamically as the simulation proceeds. ‘

As we generalize the switch-level model to include multiple levels of ratioing, charge sharing, and
arbitrary use of weak transistors, the layout extraction becomes more difficult. The extraction program
can calculate transistor resistances and node capacitances without great dxfﬁculty, fiut no general rule can
take these parameters and assign transistor strengths and node sizes. For example, recognizing that the
forceable inverter shown in Figure 2.2 requires three different transistr stréigths would require a much
more sophisticated algorithm than our rule for finding the MOSSIM petwork. Similarly, identifying
which nodes will be sources 6f signals during charge shanng and which wxllb_g recipients cannot always <
be done with complete accuracy.

If we tailor the layout extraction prograim toward a particular class of designs and not try to utilize
the ﬁzn generality allowed by the model presented here, the extraction can be madé reasonably
straightforward and reliable. For cxample, circuits using more than two transistor strengths are relatively
rare and even then appear only in limited configurations. The extraction program can look just for these
configurations and for other portions of the design apply simple rules such as those used in deriving the

MOSSIM network. Similarly, a bus node can usually be identified by its large capacnance relative to the



-45-

nodes with which it may share chzrrgc. Such nodes can be assigned size x and all others size x for most
cases. Thus, layout extraction should still work well for this more general switch-level model.

One can see the advantage of Terman’s model from the standpoint of layout extracﬁon, where the
relation between the physicél capacrtances and the logical behavior is computed dynamically as the.need
arises. Similarly, a program could compute the relative conductances of the pgllpp and pulldown paths
dynamically to model ratioed circuits in a very direct way, although this is.morc difficult than computing
the relative capacitances in charge sharing. For some applka@ogs, one may be willing to sacrifice the
accuracy and consistency with which the X state is modeled to gain this direct correspondence between

the electrical parameters and the simulation model.
2.11 Summary

_The},switchv-levcl model provides three major simplifications over more detailed analog circyit

models:

1. Timing is not modcled in great detail. Instead; the "dyn'amié behavior of a
network is modeled by a sequence ¢ of. targe,tm Where each target sfate .

states 0 and 1 asise durmg proper network operation arui thc state . x arises
from an ambiguity in the network or from erroneous operation.

3.  The effects of }étibeéf loﬁt and chargesharmgare meéiéd }iﬂ asimplified way
as if the conductances formed by transistors of different strength and the
capacitances of nodes of different size differ by, w%ﬁ R0 };'Ehl,%
assumes the circuit correctly obeys the ratio rules and hence the exact voltagﬂ

- need not be computed during the simulation.

£ #

These assumptions lead to a uniform and consistent view of M()Slog\c desxgns in which only those

L e W eyl Ui wle Tve TIDEDLEL edhoo it Lo lonion
aspects which determine the logical behavior during normal operation are considered. As has been seen,
these assumptions lie in a very delicate balance. If we try to introduce greater accuracy in one area, such

as incorporating real-valued node capacitances, we can lose consistency in another,
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3. Logical Conductance Networks

3.1 Introduction

As was discussed in Chapter 2, the target state function provides a basic characterization of the
dynamic behavior of a switch-level network. The vatue of this fiinction was defiied in terms of the set of
possible steady state voltages for each node in a linear electrical network in ‘mé limit as the ratio
parameter p approaches infinity.” This definition helps clarify the relation betwecn the switch-level model
and MOS logic circuits but provides little aid in devising efficient simiulation algorithms. Tn this chapter
we start a transition from a circuit-oriented view of the swiich-leve] modél to a more abstract and logical
view. A new form of network is introduced called logical conductance networks to focus attenuon ona.
key aspect of computing the target state. A logical conductance network represents» a switch-level

4. “The node states have values 0, 1,

network with each transistor either nonconducting or fully co
and X, but unlike switch-level networks, the network elements are “logical” conductances which can take
on values from a small discrete set. The target state of aswxxchlevejl network can be defined in terms of
the steady states of a set of logical conductancenaviorks. *me steady”state ofa lopcalconductanoe
network is in twrn adeﬁxned in)te[m‘; of the limitqu case steadystate yol‘tages‘in an orc;eriof magnitude
network with a unique set of panmetets and mitxa! condlnons. hﬁkal wnductance networks provide an

intermediate level of absu'acnon between electrml networks and swach level neiwork&

32 Pmm"‘@@'ﬁ Jectrical Model

‘We have defined the target state in terms gf a ,Cl?’ﬁ?f hnear ume-mvanant electrical gehvorks g.
containing voltage sources, capacitors with one side connected to ground, and linear resistors. The
g ot voage o are v by the vetor 3, fhe capciances s given by e et ,and
the conductances of the rcsnstors are glven by the mamces G and E The mmal condmons of the network

arc defined by the vector y, giving the initial voltages on the capacitors. The nodes in this network
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correspond to both the normal n(;des and input nodes in the switch-level network. Some properties of
these networks will be given here. Formal derivations of thesé properties are given in books on electrical
network theory such as Desoer and Kuh [15]. They rety only on Kirchoffs’ Current and Voltage Laws
and on Ohm’s Law. | |

In a linear network containing only passive, linear, time-inivariant resistors and capacitors, any node
connected by some conducting path to a voltage source (which has its negative terminal connected to
GND) will have a steady state voltage uniquely determined by the voltage éource settings and the resistor
conductances. Such nodes are said to be driven. When node n is driven, its steady state voltage is a finear

function of the voltage source settings x:

vi = 2 a:X.
i ij Xj
j=1"

The coefficients a;; depend only on the resistor conductances and obey the following properties:

4

a. = 10
1 - S

j

HMB

These properties follow from the fact that for any possible set of voltage source settings given 'by the
vector X, v; is bounded below and above by the minintum and maximum elements of X, respectively,
That is, if aj; were negative for some value of j, then an oﬁt;of-.rangé vol;age would be obtained by setting
Xj to a positive value and all other voltage sources to 0.0. Simiilaﬂjﬁ lfthe coefficients did not sum to 1.0,
then an out-of-range voltage would be obtained by setting all voltage som'ces to the same nonzero value.
Nodes which have no conducting paths to voltage sources are said to be charged. Since every node
has a nonzero capacitance and the network contains no floating capacitors, the steady: state voltage of a
charged node will be uniquely determined by the node capacitances, the resistor conductances (only

whether each conductance is zero or nonzero), and the initial node voltages. When #; is charged, its

stcady state voltage is a linear function of the initial node voltages y:



n

Vi = z bl] yj.

i=1
The cocfficients bij depend only on the resistor conductance and node.capacitances and obey. the

following properties: '

n
) z bij -~ 1.0.
i=1

These properties follow from the fact that for any possible set of initial node voltages y, the steady state‘

voltage on any charged node is bounded below and above by the minimum and maximum elements of y,

respectively.

A node is either charged or driven to its steady state voltage, and therefore if we adopt the
convention that ay; = 0.0 for all j when n; is charged and by = 0.0 for all j when n; is driven, the two

modes can be described by a single equation®
ml - - 4 - n .
vi = Z azx;. + 2 b ¥j 3.1

i ij i
j=1° 7 j=1"

The coefficients obey the following properties:

= 0.0, foralliandj
b;; = 0.0, foralliandj

m n

2 &l} + .2 bu =1.0, forall i
i=1 i=1 ‘

m n

z alj D bij = 0.0, forall i,
ji=1 " j=1

We will also be interested in networks where the elements of £, G, and ¢ are given by continuous .
functions of the paramecter p. In this case the coefficients 8 and bij will be:given by continuous
functions of p. Far any positive value of p, the network described by the conductance matrices 6(p) and

E(p) and the capacitance vector ¢(p) will be a passive, linear network: with no floating capacitors, and
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therefore the properties of the coefficients listed above must hold for all p > 0.0. Therefore, if we define

o0 y o0
au and bu as the values

a.R® = Im
au - p—-ow au(p)

 lim
g 00 b;(p).

then

m = T oa: X+ X b.w.y

v-
p—0o0 ! =1 lJA EE fjgl:‘:u{‘ :,J

and the coefTicients aij°° ahd bij°° obey the following properties:

aij°°., > 00, foralliandj
bij°° > 00, foralliandj

a;: > + i

8
NN Mo
b

b;® = 10, foralli

[N,
(-
Apus

qoo = 00, foralli

Mgl MB
[
.
8
M
[
' o

These properties show that the linjits used ip;'me,fdeﬁgitdigp of tlw target state are mathematically

well-defined.
3.3 Simplification of the Target State Definition

When a switch-level network contains transistors or nodes in the X state, the target state of a node is
defined in terms of the set of possible steady state voltages for the node in an electri‘c;l:;;ztwbi'k as the |
network parameters and initial conditions are varied over'middﬁnfébl‘y’»ih’tz'mite ses. ‘Fortunatqe‘ljy,' we need
not evaluate all of these possibilites, because we only wish to know Whether each set of voltages
converges either to the set { 0.0} or the ﬁét { Vdd } as p approaches mﬁmty Ifit can be determined that
suéh a convergence does not occur, the targetisthte is kX. Thus weneed not find the entire sét of steady

state voltages for all possible network parameters and initial’ conditions for each node, but only certain



properties about this set.
33.1 Node Voltages

First, let us consider the effects of having the voltage sources-range over the settings X™*< x <x™

and the initial node voltages range over y™*<y<y™*. Let the vectors X’ and ¥’ be any vectors satisfying

the following requirements:
x= SX'Sx-‘, and l“i # X“i = Xﬂi £ X'i £ X-i (3.2)

YESYSY™, and yFE Y = O a3

The following theorem shows that we need only evaluate the netwark for this single set of voltages.

Theorem 3.1.
For any conductance matrices & and E and capacitance vector ¢, if

Vi = (V6 E.0,%,5) | ™ <x<x™, yiy<y™}

V; = {Vgq) ifandonlyif v{6 Ec x.y) = Vg

¥, = {00} ifandonlyif v(G E ¢, x,y) = 00

for any x’ and y' satisfying equations 32 and 33,

Proof of Theorem 3.1:

| Wehavcalmadyseend;atmevo!tagg v; is given by a linear function of the clements of x and y a8
shown in equation 3.1, including in the limit as p approaches infinity. Furthermore, all cocfficients are
nonn'egative and sum to 1.0. Clearly, vi equa‘lsr Ydd if and only if ’,‘j_‘= Vddkfor all _; such that aii)Q.O,

]

x‘*“j = x““j = Vyq and simihr%y for y'j, vi(6, ‘E,' c, x' y) cquats Vdd if and only if vi(6,E, ¢, x, y)

and ¥ = Vyq for all j such that bj; >00. Therefore, since x'. equals Vgq if and only if



-51-

equals V 44 for all x such that X" <x<x™ and y such that y""<y<{y™. The proof for ¥; = {00}
follows identically.l

This theorem shows that even though the voltage formed by an input or normal node in the X state
can range over an entire set .of values{ v | 0.0SVSVdd }. we need only evaluate networks with this node
having a unique voltage v such that 0.0< v < V4g- This single value can be used to test the sensitivity of
nodes in the network to this X state, where sensitivity is indicated by the values of the coefficients ajj and
bij' Thus we can simplify the definition of the target state from one in terms of entire sets of voltage
parameters and initial conditions to one in terms of a single set x" and y’. Furthermore, the exact values

of the voltages are unimportant, only whether they equal 0.0, Vgyg- or lie between (exclusively) 0.0 and
Vdd.

3.3.2 Conductance Matrices

When the switch-level network contains transistors in the X state, the target state is defined in terms
of the steady state node voltages as the conductance matrices range over infinite sets, G™"<<G<<G™* and
E""<E<E™*, Furthermore, while the elements of G™", G™=, E™", and E™* are functions of p, this
property does not hold for all matrices in the set, which makes it difficult to establish the limiting case
voltages. Observe, however, that rather than finding the entire set Vi(p) for each node, if we could
determine the minimum and maximum elements of the set, we would have sufficient information to find
the target state. The following lemma demonstrates an important property of clectrical networks as the

resistors vary between their minimum and maximum values.
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Lemma 3.1, '
Suppose a passive, linear, time-invariant network contains a single variable resistor with conductance h.
If v, (h) denotes the steady state voltage on node nasa function of h, then for any h, ™, and h™" such

that 0.0 < n"'<h<h"' either
(™) < vih) < vi(h™)

vi(™) < vih) < vi(h"")..

Proof of Lemma 3.1:
First, suppose that node n; & charged when h = 00, ie. thefe is no conducting path from ntoa
voltage source. Then for nonzero h, A could be connected to more charged nodes than when h = 0.0, or
discontinuity in vjasa function of h at h = 0.0. For nonzero values of h, the steady state current through
| this resistor must equal 0.0, because this resistor is niot contained irf any 106p in the network. As a result,
the value of h can have no effect on the steady state voltages, and v; thust remain constant for any h > 00,
Therefore, either h = ™* = 0.0and v,(h™=) =v,(h), or h > 00 and v;(h) =v,(K"=).
The more difficult case occurs when node n is driven for alt values of h, Le. there is always a
conducting path to a voltage source. In Appendix I an equation Is derived for the node voltage v; asa -

function of h by an analysis of mutti-port networks. This equation has the form”

vi(h) = vl(00) + 6o

_ah
10+ 0 h
where b is nonnegative. This equation indicates that v; is approximately linear with respect to h for small
" h but approaches a constant asymptotc as h becomes very large. Taking the derivative with fespect toh
gives

i _ a2
dh T 1.0 + b n)?
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which equals 0.0 only in the trivial case where a = 0.0. Therefore v; has no minimum or maximum
between h =-h™" and h = h™ unless it is a constant function, and one of the two inequalities must hold.
1

With this lemma we cén show.thati the minimum and maximumn steady state voltages for.each node
can be determined by: considering only’ the: minimmum “and maximnum conductance values -fot each

transistor.

Theorem 3.2,
Let E and G be the following sets of conductance mamces
o Eom {E{ = g"® kal‘ejk'-—C jk}

G = {6lgy =g 11;9‘”3;&:@»;kz;,%ﬂé,SJk-*,ij }

If |
= {v6 E.c,x y)| E<E<E™, €<6<6™, 6= €7},
and
= {v&EcxNIEEE 6€ G},
then

minimum V; = . minimum V.. : 3.5)

maximum V; = maximum V. (36)




Proof of Theorem 3.2:

Suppose some pair of conductance matrices 6 and € give a minimum value for v;(6, E, ¢, X, ¥).
For any element of G such that g“"‘jk < 8k < g"'jk, Lemma 3.1 shows that we could set 9ik to one of the
values g“““jk or g““i without affecting v;, or else v, would .not:have been a- minimum value originally.
This process can be repeated for all such 9jx untl we have a matrix 6 €G such that
vi(6,E ¢, x,y) = v{(6,E,c,x,y). A similar process would find a matrix E'E€ E such that
v{6,E, ¢, x,y) = vi(6',E', ¢, x, ¥), and therefore equation 3.5 must hold. A similar technique proves
equation 3.6. 1

This theorem shows that although trassistors in the Xsme may ‘create arbitrary conductances
within some range, we can find the minimum and maximum node voltages by considering each transistor
to be either nonconducting or fully conducting. In general, however, we must enumerate over all
combinations of these two possibilities for all transistors in the X state, because the steady state voltage on
a node can be minimized or maximized with some transistors nonconducting and others fully conducting
Furthermore, the voltages on different nodes can be minimized or maximized under different conditions.
Thus, unlike the node voltages, we must still evaluate. the network for a pember of sets of conductance
parameters, but this evaluation is now finite. Later we will show that the target state can be computed by
a more direct method. Note also that this proof assumes that the variable conductance parameters are
independent of one another, which stems from our original assamption that transistors with the same gate

node will behave independently when that node is in the X state.
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3.3.3 Revised Definition of the Target State

The results of Theorems 3.1 and 3.2 can be summarized by giving a new, but equivalent definition

of the target state. Let x" and y' be any vectors satisfying equations 3.2 and 3.3 and define the sets F{p)

and G(p) as
Ep) = {E| ey = e“““jk(p) orej = ewjk(P)} &N))
Glp) = {6Glgy = Q"ﬁ"jk(P) or gjx = ¢""jk(p), and gy = g; }- (3.8)

For any node #;, let ¥;'(p) denote the set

VII(P) = { Vi(G, E! c(P)’ x,’ Y’) ' E e E(P), G e G(P) }'

The matrices in the sets £(p) and G{p) have elements which are continuous functions of p. Therefore, we

can take the limit of this set of possible steady state voltages as p approaches infinity to get the set

V_'w = {im & X
i p s 00 ¥i'(p)
The target state y; is then given as:
. 0, '™ = {00} (39)
yi = 1, Vl'w ={Vdd}
X, else.

3.4 Rational Functions

In the formulation of the order of magnitude network model given in Chapter 2, a fully conducting

k Similarly a normal node of

transistor of strength y} is modeled by a linear resistor of conductance ap
size Ky is modeled by a linear capacitor of capacitance apk. In both cases, a is an arbitrary positive

constant and can be different for different capacitors and resistors. Let us generalize this definition to

model a fully conducting transistor of strength y, with a resistor of conductance g(p) where g is an



arbitrary rational function of degree k such that g(p) > 0.0 for all p > 0.0. That is, g can be expressed by

an equation of the form

= Mp)
g(p) = o(p)

where N and D are both polynomial functions of p, and if N has degree n and D has degree d, then
k.= n — d. Similarly, \-ve wjll quel a nomal node of size Ky by a capacitor of capacitance c(p) where ¢
is an arbitrary rational function ofdegree k such that c(p) > 0.0 for allp> 0.0

Observe that this generalization has no effect on our definition of the target state, because any

rational function a of degree k can be expressed in the form

alp) = ap* + bp),

where a is a constant and b(p) is a rational function of degree less than or equal to k—1. Therefore, for

any e > 0.0, there exists a constant py such that
(a-p* < alp) < (a+e)pt, forallpdp,

A rational function of degree k behaves like the function axpk as p beoomes large 'I‘lns genéréliiadon
will assist our mathematical development, because' the dgmain of rational functions has many of the
properties of the domain of real nurﬁliers, i.e, they both fém ﬁelds‘ [27]. We can use expressions such as
"a+b" to denote "the functién of p which gives the value a(p)+b(p)” and assume that the + operation
in this expression satisfies the usual properties of addition. We can also repheeuintemnecnon of
nesmtors by a smgle equivalent resistor in the order of magmtude model much as one can replace an
interconnection of resistors having real- valued conductances by an equwalent resnstor in ordmary

clectrical networks.
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The degree of a rational function a can alsa be defined as.the maximum value k such that

fim - a(p)
p— 0 P #00

This function generalizes the usual idea of the degree of a polynomxal function. Observe that
deg(0.0) = —00. All other functwns used heae have mte@{*valueddegrees For any rational function a,

we will use the notation a to denote the valﬁe

0 lim y
a = ap).
p— 00 (P)

This notation will only be used when deg(a) < 0, and hence the limit is well:defined. *
Let us deﬁne the domam ¥ as the set consxstmg of the constant functlon 0 0 along thh all rational

: funcnons a such that a(p) >00 for all p> 0 0 We w1ll deal mamly wnth ratmnal functlons in (hlS domam

Ifa, bE‘Efthen | |
dega +b) = max(deg(a), degb)) | 610

deg(a-b) = deg(a) + degb) e

de(L.0/8) = —degla) . T (1)

- deg(a — b) < max(deg(a), deg(b)) - (313)

Note that when functions are subtracted. only a weak statement.cap be made about the degree of the
resulting function, and furthermore ¥ s not closed under this operation. .
s a final notaton regarding rational functions, defie the equivalence relation ~ on rational

functions as
a~b ifand onlyif deg(a) = deg(b).

The relations < and >> are defined as

a < b ifand only if deg(a)< deg(b)
a>» b ifand onlyif deg(a) > deg(b).



These relations are extended to vectors and matrices in the usual way, eg. & ~ b if and only if a; ~ b;
for all i. These relations characterize the limit of an expression which is often encountered in equations

for node voltages in ratioed circuits. For any a, b € %

10, a>»b : 3.19)
00, a &b o
e a~b,

m __ofp) = _
p—® 5(P)+b(p)

where a is a constant such that 0.0<{ a (1.0. _
3.5 Equivalent Networks

We are only interested in the steady state behévioi;of order of maghimdé hétworks as p approacha
mﬁmty, and even then we need only a parnal charactenzanon of the node voltages Thus many of the
details of the electrical network can be ignored. This idea of ignoring certain detaﬂs can be expresed in
mat.bematma] terms by defining eqqugleqce. ;elguons such tbat networks which differ only in
Wrtantmpectsareequivalem. | o -

- The equivalence relation = is defined on elements of the set { v |o.og\}5vdd} as v v if
v=v' orif 0.0<v< V4q and 0.0< v'< Vyg- This relation defines three equivalence classes: {00},

{Vgq}, and { v]10.0<v < Vg4 }, which correspond closely to the logic'stites 0, 1, and X. This refation is

extended to vectors in the usual way, ie. v o v’ if v; = v} for alf . The following lemma expresses the
fact that the exact voltages on the riodes in the order of magnitude hodel are Griimportant; only whether

they equal 0.0, V 44, or lie between (exclusively) 0.0 and V 44.
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Lemma 3.2,
For any conductance matrices G and E and capacitance vector ¢, if X =~ x"and y ~ y', then

V(G E,c,x,y) ~ v(GE,c,x,y). (3.15)

The proof of this lemma clos_ely follows the proof of Theorem 3.1. Let v denote the steady state node
voltages for the vectors x and y, and v’ denote the steady state node voltages for the vectors X’ and y'.
Referring to equation 3.1, v; equals V4q if and only if X; = Vdd for all j such that 8jj >0.0 and ¥j = Vdd
for all j such that bij > 0.0. Therefore, since x'j (or y'j) equals V4 if and only if X; (or yj) equals V4, v'i
equals Vdd if and only if v; equals Vdd' Similarly, v’i equals 0.0 if and only if vi equals 0.0, and by a
process of elimination 0.0< v'; < V4 if and only if 0.0 < v; < V 4. I

We can also show that if the coefficients of the conductance and capacitance parameters in an order
of magnitude network are varied, the steady state voltages will be equivalent under ~ as p approaches

infinity.

Lemma 3.3.
Suppose an order of magnitude network contains a single variable resistor with conductance npk. if
vi(p, 1) denotes the steady state voltage on node n; as a function of p and 7, then for any constants

1‘,1, 1"2 >0.0

li

m ~ i
oo Vilem) = 0

m
) oo VilP- M)

Proof of Lemma 3.3:

We have already seen that for a particular (positive) value of p, if n; is charged when 7 = 0.0, its
steady state voltage will be the same for any positive value of 7, and therefore v(p, 11) = vi(p, 1)
including in the limit as p approaches infinity. If ; is driven for 7 = 0.0, then equation 3.4 can be
applied to order of magnitude networks to give

a(p) - np¥
10 + b(p) - np¥

vi(p, 7 = vi(p, 0.0) + (3.16)



In the derivation of this equation in Appendix I it is also shown that b(p) > 0.0 for all p and that

deg(a) < deg(b) < 0. Define v;*°(y) as
DOy -~ lim
vi (W) p— 00 vilp. )
and consider the following three cases.
1. deg(b)< —k.

.\ _ lim
v, (@) = ’ﬁ’wv‘{p,0.0),

which is independent of 3.
2.deg(b)> —k.
O . im lim alp)
Vi L p—qui(p'w)+P—§wW)
which is also independent of .
3. deg(b) = -k.
00 _. Im - |
where '
N N
« p—ow‘b»
~ lm vk
B = ’_'wb@)n-

In this case the voltage depends on’ the value of 4. The derivative of this function with respect to 3 i8
given by:

43

dn Qo +pe

which equals 0.0 only if & = 00, in which case v;*°(n) is a constant function. We know that
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0.0<y; (1))<Vdd for all values of 3, and therefore if v eo(1)1) 0.0 (or Vdd) for some value 31, then

dv;” (ﬂ)l
W y=m

in which case v;°*(y) is a constant function.

= 00,

Combining mesemreecases wecanseemgtv (1;) must enmerbeasonstaxtt ﬁmwonozelse
0.0<v; ("')<vdd foralln>00 - Therefore, theposs;hlevalueso{vi "(n). for pesitive y must be

equivalent under ~_i

:{f

Lemma 34. 3
Suppose an order of magnitude network contains wsmgle variable capacitor with capacntance npk If
vi(p, ) ‘denotes the steady state voltage on node "1 as a function of p and 7, then for any constants

11,y > 00

TR

lim ~ lim .
i oo Vil 1) = p— 00 vi(p, 1))

Proof of Lemma 3.4:

Suppose the variable capacitor is associated with node nj This parameter will aﬁ'ect only ztbe steady
state voltag&s of nodes connected by some conductmg path to n and then on*y lf iherg,s no wn&cﬂna
path from i toa voltage source. For asy such node LY

C(p)vlfp,ﬂ"ﬂ) *‘wx!j
. &p)+ k.

where ¢ equalsthewmofancapaenancesoonnecw;lhy mpathmnj when 5= 0.0. By copsidering

C vew = (3.1%)

three cases: deg(c) <k, deg(c) > k, and deg(c) ahws’- can. show that:v;. @MW be-a constant.
3 of 3,-much #sin the proofof Lemma 3.3. 0. ...«

function or else 0.0 < v; () < V 44 for all positive.va



These two lemmas can be extended to the case in which the conductance of the variable resistor or
the capacitance of the va&bk capacitor is given by an arbitrary sational function of degree k. To see this,
suppose the terms np¥ in equations 3.16 and 3.17 aré replaced by terms 4pX + &(p), where d is a rational
function of degree less than or equal to k-1. Then as we take the limit a5 p approaches infinity, all
mstances of d will drop out, leaving the original equations.

These two lemmas cin be combined into a single result by defining the equivalence relation =
betweentwoordcrofwitudenetwmtsNaadN’zsNE N’ if and only if

§~ €
~F

“« w a m
R
™

where the meﬁmﬁem N and the primed symbolsrefer to N'.

Theerem 33,
Supposeorderofmagnm;deelect;nalnetwo:tsNandN'lmvesmdystaemdevolmesv(p)andv(p).

respectively. Thea iFN =N,

,-.oo ,—.oo

The proof of this theorem follows dmﬂy from'Leaunas 32, 33, and 34 (when extended to arbitrary
rational functions) and the transifivity of the three equivalence ‘refations. “This theorem shows that
altheugh network equivalence is defined in terms of the structire of the network it also‘implies a form of
behaviofal equivalencé: Tt also justifies o edrlier staéinéais' thi the cobMicients of the onder of
magnitude network elements can be arbitrary positive constants without affecting the value of the target

state.
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3.6 Logical Conductance

As an aid in studying switch-level networks in which all qqnsismm are eithef nonconducting or fully
conducting, let us define a new type of network called logical conductance networks. Like a switch-level
network, a logical conductance network contains input nodes and normal nodes, where each normal node
hi has a size caﬁi E K={ ni, Ny }. Instead of ;:om;ain%ng transistors, however, these new networks
contain §9gicél conductances, which may have values in the set {O}UI‘ ;7{0, Y Yp }.. The
correspondence between‘ a _‘ swi_tch~1evel netyyorl; ﬁith all t:ansnstoxs either‘ noncondqcti}ng or fully
conducting and a logica] condu‘ctance‘t‘xgtvwork is quite E@é@‘ a ugnconducﬁng tr_ansis;q; fqnps a logical
conductance 0 (i.e. an open circuit), while a fully conductingrtransistor forms a logical conductanc_:g equal
to its strength. Examples of the logical condyctancg ngtwprks ‘correqundingﬁ to the sw_itchflevel model of
an nMOS inverter are shown in Figure 3.1. A switct;jlgvel,net\yp;k wi;h no ;;agsistqrs in the X state has a
- unique corresponding logical conductancg ngtwmk. ‘ thgng §yigchfleye1 network qo'ntair_x‘sj_ tra,nsxstors in
the X state, however, we must consider the logical conductapggﬁ_gggvgka fpxjmed : for a.llpossxble
combinations of these transistors being either nonconducting or fully conducting. ‘By focusing our
, attention on logical conductance networks, we temporarﬂysetastde lssues concerning transistors in the X

state and solve a simpler problem. Once methods for analyzing logical conductance networks have beest

Fig. 3.1. Examples of Logical Conductance Networks
o ' S ¢

i
[
E]

I
[—]

Switch-Level Network




developed, we will be able to generalize these methods to handle arbitrary switch-level networks.

The steady state behavior of a logical conductance network is defined in terms of the steady state
voltages in an order of magnitude electrical network with a single set of network parameters and initial
conditions. That is, a logical ‘conductance of strength Yy is modeled by a resistor of conductance g(p).
where g is an arbitrary rational function of degree k in the set #. A normal node of size xy is modeled by
a capacitor of capacitance c(p) where ¢ obeys the san.le‘rec‘juiremenis as g. "Inputw'node i- in state X; is
modeled by a voltage source with voltage Xjp where x) = 00 1f X = o, xJ = Vdd if x = 1 ‘and x equals
some arbitrary voltage such that 0.0 < xj < Vdd if xj = X. When normal node n; has an initial state yj,' the
corresponding capacitor in the order of magnitude network is initially charged b a voltage Yj defined
the vector ¥ ) which the normal nodes would eventually reach when started in an initial state y. That is, if
the network is modeled by an order of magnitude network with parametexs 'G(p),' E(p) c(p), and x and

initial conditions y, and v; ™ is defined as

N COL DL DL

_ 0, vr°° 00 . , G19).

Yi = 1, v = vdd
- X, 0 o< v, ¢ vd(r
The target state of a switch-level network can now be defined in terms’ of loglcal conductance
networks rather than order of magnitude networks. From the matnces Gand E m*the order of magnitude
model of a logncal conductance network we can deﬁne two matrices G and Eidescxibing the logical
conductances connecting the nodes in the network. That i, if deg(g;) = k. then g = v}, and if

8jj = 0.0 then &j =0, and similarly for E. Let the sets {E} and {G} equ,al the sets of logical
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conductance matrices corresponding to the sets of order of magnitude conductance matrices E and G
given by equations 3.7 and 3.8. These sets describe the set of logical cpnduc_:tance networks for all
possible combinations of noncpnducting and fully conducting transistors. Let ¥ (G, E) denote the steady
state of the logical conductéﬁce net;vork with logical conductance matrices G and E, with the remaining

parameters cap and x, and initial conditions y assumed implicitly. The target state can then be defined in

terms of these steady states as
) 1, 7{G.E)=1 forallGE{G}and E€ {E} G20
i Yo 746 =0ralGe{G}adEE{E}
‘ X, else.

That is, the ta;get state of a n_ode_ ,Wi‘l egudl 0or1if and vonly if it has thlS gnique, steady state regardless
of variations in the conductances created by transmtors in the X state. Note that if the switch-level
network contains no transistors in the X state the sets { G } and { E } each contain one element and the
target state equals the steady state of this unique logical condiiétance network.

If a logical conductance network can be-modeled by an order of magnitude network N then it can
also be modeled by some other network N' 1fand only if N= N'. . Thus, there is a 1-1 correspondence
between logical conductance ngfw@;‘ks andegmvalencequ of order of magnitude networks. Logical
conductance networks can be viewed as abs&acﬁons of order of magnitude networks, where those aspects
of the structure which have no important effects on the behavior are ignored, as was shown in Theorem
3.3. The logic state y provides all of the mformauon we requu'e about the steady state voltages for the

corresponding class of order of magnitude-networks.
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3.7 Properties of Logical Conductance Networks

With the analogy between logical conductance networks and classes of order of magnitude
networks, we can derive some simple rules for interconnections of logical conductances. First, if logical

conductances a and b are combined in series, then
Bueres = (s, )

where logical conductance values are ordered

ES

To show this, suppose logical conductances a and b are modeled by resistors of conductance a and b

where a and b are rational functions in the domain ¥. Then the net condu‘cia"mie‘g is given by

g = &b
a+bn
and applying equations 3.10, 3.11, and 3.12 gives

deg(g) = deg(a) + deg(b) - max(deg(a), degldb)) = - mindeg(a), deg(b))-

Similarly, if ogical conductances a and b are combined in parallel, thien equation 3.10 gives

deglg) = degla+b) = max(déi(a), deglb)),

and therefore

Sparallet = max@b).

For more complex interconnections, the net logical copductance between two nodes equals the
maximum logical conductance of all paths connecting them, where the logical conductance of a path is
defined as the minimum logical conductance in the path. To see this, suppose that for a network of
arbitrary linear resistors the net conductance between two terminals equals g. Let P denote some set of
resistors forming a path between the two terminals and C denote some set of resistors which if removed

would eliminate all paths between the two terminals, If g equals the conductance of resistor j, then
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——1‘9:1—59329,--
P |

That is g is bounded below by the senes conductance along any pam and is bounded above by the
parallel conductance through any cut-set. These inequalities can be shown by simple applications of loop
and cut-set analysis. If these resistor conductances are given by rational functions of p, then for
sufficiently large p, all conductance values will be partially ordered by the degree of their rational

functions. Therefore

min deg(gj) < deg(g) < maxdeg(gj).

This can be expressed in terms of the corresponding logical conductances as

ming; < g < maxsg,
| o

where g is the net logical conductance between the two_'terminals and & is the logical conductance
corresponding to resistor j. These inequalitiés hold for any path P and-any cut-set C. Suppose P’ is the
path of maximum logical conductance, and C''is constructéd by repeatedly removing the minimum
element in the maximum uncut path until all paths between the two terminals are efiminated. Then the
minimum element of P’ equals the maximum element of C":
mingy = g = maxg

Therefore g equals both the minimum logical conductance in the maximum path and the maximum
logical conductance in the minimum cut-set. This rule llustrates how the switch-level model describes
the operation of an MOS network in terms of only ‘the dominant effects acting on each node. It considers
only the strongest conductance path between two :noda and characterizes this path by a strength value
from a small, discrete set. Much as rules for combining nét;&k’s of linear resistors may not apply when

voltage sources are present, wé must be careful in applying these rules when input nodes are present.




We can also think of the normal nodes in a logical conductance network as forming logical
capacitances with properties much like logical conductances. Logical capacitances can take on values in

the set K ={x1,...,xq}whichareordered

0(:1(0:2,( <‘¢

When logical capacitances 2 and b are connected in paralie! through a nonzero conductance, they form an

effective logical capacitance:
Cparailel = ma.x(a, b). -

Other forms of interconnection cannot occur, because the capacitors have o€ side tied to mund.'l’has
rule illustrates that the switch-level modermde:s only the largest capacitors connected to a node and
characterizes the net capacitance by an element from a small, discrete set. -

As a final set of rules, consider the logical conductance aetwork shown in Figure 3.3, containiag &
normal node #; connected by logical conductances g3, 8, 2nd 23 10 input Bodes in states 1, 0, and X,
respectively. The steady state 7 ; will depend.on the relative strengihs of these condusctasces:

Fig. 3.2. State Formation in Ratioed Circaits




Yi = 0, gy > max(g), 83)
To*showr this-ruk,, we can model the network by an-order of magnitude network containing resistors of
conductance gy(p). g,{(p), and 193(;:) connected 10 voltages ‘V 4;; 0.0, and some -voltage V such that
0V <V 4 respectively. Node m wi!lhawe awadyshtevnkaga

; - 97(P): Vgt 0y(p) - 00 +.95(p)- V
Vi) = 910 920 + 93

From equation 3.14 one can see that

Vag 91> 9; + 93
vi = 00 92>91+93
V', else,

where 0.0< V' Vdd‘ This rule illustrates that the logiq state 0 (or 1) is formed on a driven node only
when the connections to ipput nodes in state 0 (or 1) clearly dominate over all other connections to input
nodes. .

Similarly, if a set of normal nodes are connected such that the net logical capacitance of nodes
initially in the 1 state equals s of nodes initially in the 0 state equals 2 and of nodes initially in the X
state equals cj, then the steady state of any node #; in the set depends on the relative values of these
logical capacitances:

1, ¢) > max(cy, c3)
Yi = 0, ¢) > max(c;, cy)
X, else.
This rule illustrates that the node state 0 (or 1) is formed on a charged node only when the ne:

capacitance of nodes initially charged to 0 (or 1) clearly exceed the capacitance of all other nodes.
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3.8 Summary

Logical conductance nctworks provide an abstraction of our clectrical model of switch-level
networks. The rather intractable definition of the target state in terms of clectrical networks with
parameters and initial conditions ranging over infinite sets can be reduced to one in terms of a finite set of
logical conductance networks. The steady state of a logical conductance network is in turn defined in

terms of an electrical network with a unique set of parameters of initial conditions.






Fig. 4.1. Thevenin-Norton Equivalent Theorem

Yhev

The Thevenin-Norton Equivalent Theorem [15], illustrated in Figure 4.1, states that for a linear
nctwork N connccted to an arbitrary load L (i.c. some other network), we can replace N by its Thevenin
(or Norton) equivalent network and obtain the same behavior. The Thevenin equivalent can be found
for N without considering the nature of the load L. The voltage vy, ., equals the voltage across the port
whenmloadisauachedandhenoeimnwmmcmam. The admittance Yy, equals the
adnuﬁameacmmeponmmnoloadaumhedandmﬂuﬂ(mdependent)soummNsettozcroand
hencelscalledﬂlezem-staleadnuttamc Inourcmescmngaﬂsmmesmmmvolvcsm-cmmng
the voltage sources corresponding to iaput nodes. Simeweémoonccmdon!ywimmcstmdym
voltageswecanconsiderd:ca&nittanceﬁoeiﬂtérbeacbndan@mgmoracapacimcwbewue
theconductanoevalueswmhavemeﬂ'ectonlywhenﬂ:emdcismto'msteﬁymvohase,andme
capacitance values will have an effect only when the node is charged. One can also see that a voltage
soumeconnectedinseﬁm‘withadischamedwacimris‘equivdemwmecapacitordmdmﬂm

Logic signals are related to Thevenin networks in two respects; as is shown in Figure 4.2. First, a
logic signal describes the total behavior of a logical conductance at a particular node jn terms of a single
source of state, i.e. eitheraninputnodeoranomalnode,adasiwematdmnem,i.e either a
logical conductance or a logical capacitance. Second, alogacsagnalprovsdmadlrectmodelofﬂ)e

Thevenin equxvalent of an order of magnitude network. That is, the logxc ﬂgnal at node n‘ models the
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Fig. 4.2. Relation Between Logic Signals and Thevenin Networks

Driving Signal ' Charging Signal

. GND

Thevenin equivalent of the order of magnitude network as viewed at a port with positive terminat n; and
negative terminal GND. - Thus we can prove properties about logic “signals by demonstrating the
analogouseffect in the order of magaitude model. - | ‘

The relation between a logic signal and the Thevenitrequivalent of an order of magnitude network
is defined as follows. For an order of magnitude network the open-c1rcu1t voltage "thev and the

zero-state conductance Othey OF Capacitance Cyy . are given by rational funcnons of p If we let

o o dm,
thev p_.wthev

tﬁen the logic signal conewon&ng to an order of magni;udg Vn_eftwqu will ha;re §cate 1 if Vt}.?ev. = Vdd'
state 0 if "fl?ev = 0.0, and state X if 0.0< "&oev {V4q- The strength of ﬁle logic signal depends on the
degree of gypay OF Cpey. A driving signal has strength in the set T' = {y{,..., Yp }. A signal of
strength yg corresponds to an order of magnitude network in which deg(gmev) = k. This strength also
equals the strength of the strongest path in the logical conductance network from the node to some input
node. A charging signal has strength in the'set K = {xy,....x q }. A signal of strength xy corresponds
to an order of magnitude network in which gy .. = 0.0 and deg(c,p,.,) = k. This strength also equals

the size of the largest node connected by some path in the logical conductance network. A null signal
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represents an open circuit. That is, the corresponding order of magnitude network has zero-state
conductance and capacitance equal to 0.0. As a consequence, the Tﬁevcnin voltage is indeterminate and
is denoted by the logic statg . The null signal serves as an identity element when combining logic
signals much as the number 0 is used in other domains of mathematics. |

Just as a Thevenin network provides a composite description of a linear network at a particular port,
a logic signal prdvides a composite description of a logical ooﬁductatxcé network at a particular node.
However, whereas the Thevenin equivalent bf a linear network depends on the complete structure and
exact parameters of all network elements, a logic signal dcpends only on the dominating effects at the
node. The strength of a signal depends only on the strength of the maximum logical conductance path to
aninpulaodeoronlhesizeofﬂxehtg&conmctedmn@;mmemdep&dsmlymm
states of imput nodes connected by maximum conductance paths or the states of the largest connected
| normal nodes. As a consequence, finding the logic signal for a logical conductance network will prove

much easier than finding the Thevenin equivalent of a linear network.
4.3 Rules for Logic Sigaals

A simple set of rules describe the logic signals resulting when a logical conductance network is
constructed by a series of primitive steps. These rules will first be listed and then shown to describe

analogous effects in order ofﬁmgnitude networks.




1. Formation
a. Input node 1] forms a logic signal of strength p and state Xj:

b. Nommal node n forms a logic signal of strength cap; agd state Y

2. Coupling
A logic signal coupled through a nonzero logical conductance forms a signal with the
state of the original signal and with strength equal t0°the minimum of the original
signal strength and the conductance strength.

3. Combination

Two logic signals can be combmed mto a smgle sngnal as follows

a. A stronger sngnal will overnde a weaker, and the weaker signal
can be ignored completely. .

b. If:the signals have the same ‘stréngth and state, the resulting
sngnal has ttus strength and state

c. If the sxgnals have the same su'ength but dlﬁ‘erent states, the
resulting signal has this strength and state X. - :

4.3.1 The Formation Rule

The formation ruledo;wecnb&s ;he logic signal formedby an isola&ed input or normal node.
Comparing this rule to the Thevenin actworks gf Figure 4.2, one can see thlatlth.e logic signal formed by
ihput node zJ sonegponds to a Theveﬁin'}network ‘"m"thcv set according to thg logic state X and with
deg(gmev) = p where y ) is the maximum allowable tr#fxsistor sﬁength. This resistor was not present in
the formulation shown in Figure 2.4, but for the order of magnitude model it-wilk:ibehave just like an
infinite conductance. That is it acts as an identity element when:resistors are ?:’ombined in series and as
an annihilator when resnstors are combmed in parallel. This av:)ftis ﬁxe need m add a specxal strength to
represent an infinite conductance. The loglc signal formed by normal node " corresponds to a Thevenin
network with vyj,., set according to the logic state”y; and if cap; = «y then deg(Cype,) = k. This




combination is equivalent to a capacitor with one side connected to GND and charged to the voltage
Vmev.

4.3.2 The Coupling Rule

The coupling rule defines the effect of connecting a network described by a loglc signal through a
logical conductance to a node. Fxgure‘dshowshew mnsrukdeeenbeﬁmeeffectm thecorrespondmg
order of magnitude network. A driving signal of strength 7k corresponds to a 'Ihevemn network with the
passive element having conductance 91' where deg(gy) = k. As was shown in the denvauon of the series
rule for logical conductances, when thxs element is oonnected in series with a conductance g5, the net
conductance has degree equal to min(deg(g 1), deg(gz))._ :;By -the ordenng of signal strengths, the
connection rule describes this effect. A d&arm signal of smeng!henk corre;ponds t0 a Thevenin network
with the passive element having capacitance ¢ where deg(c) k. 'I‘hls capacltor in series with a resistor

of nonzero conductance will have a netconductame -of 0.0 and a neecame of ¢. By our ordering of

Fig. 4.3. The Coupling Rule
Driving Signal
%1 % - min 8y 9)

« GND

GND




signal strengths, a nonzero logical conductance strength will always exceed the strength of a charging
éignal, and hence the minimum of the signal stre,ngm_ang the logxcal conductance strength equals the

signal strength.

4.3.3 Combination Rule

Fig. 44. The Combination Rule for Acyclic Connections

e
A




The combination rule describes the effect of connecting two networks described by logic signals to
form a single network. First, let us assume the two networks are independent. Then this rule can be
demonstrated by showing an analogous effect when ports of independent order of magnitude networks
are connected. This involves three different cases as are shown in Figure 44, ot counting the trivial
cases where one of the signals is a aull signal.

When two driving signals are combined, this corresponds to connecting a Thevenin network with
voltage vlandoonductanceglmonewnh velxagevzandm@cmegz The zero-state conductance

equa!sﬂ:eetfectofmnnunngﬂwmamsmpﬂ‘aiktmdm
det(Sphey) = MMBA' 9;))— @2

The combination mkykﬂsa«ﬁymwhhmgthequdwmemnﬁ:ﬁm\ofmemmdsﬂmgﬂsm
hence correctly characterizes the véhveﬂofgm_. 'l‘heopen-cncuztvohagenmby

\ 91(9){10) + glpvp) |
el = TG T e

{ | !1)93 “3)
e "ney

avy +pv2 B 32

where a and § are positive constants. When gy ~ g, v, will equal . (or Vg if and caly if both
v, and v, equal 0.0 (or V). mmmwmnmwnanmdwma
mmmas@dfmemwmnmmmmamgaeu(ml)lfm
onlyﬁ'boths:malshavestateﬂ(m‘ 1) mmembmatmmleemwdydmmmemnf
VM. Whentwochargmgs:gm!smcmnbmemmxswnmndﬁowmnngaﬂmnmmt
mmvomgevlmdmpmmclmmmwvzmmmecz. The analysis of this case

proceeds much as with the previous case. When a driving signal is combined with a charging signal, this
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corresponds to connecting a -Thev;znin network with voltage v| and conductance g; to one with voltage
v, and capacitance c,. The rcsﬁlting network has a zero-state conductance gy and an open-circuit
voltage v;. Since a charging logic signal is always weaker than a driving signal, our rule correctly
describes this effect. |

‘We have shown that the combination rule holds when independent networks are combined. In fact
a similar rule holds for arbitrary linear networks and ‘henee we have not yet achieved a major
simplification. over more detailed electrical models. If the combination rule is ‘applied only to
independent networks, however, it can only be used to-construct acychc networks. ‘In general, networks
may contain cycles, and to construct these we must create cycles by combining: the logic signals describing
two nodes in the same network. This corresponds to connecting t@gether'tworpons of the same order of
magnitude network to form a single port. With logical conductance networks, the effect of this cyclic’
conaection is gia@e_n by simply applying the combination rule io°the two signals.: In-ather words; the port -
behavior of the order of magnitude network formed by connecting two ports of a network N is equivatent
to the port behavior of the network formed by connecting the-ports of two different copies of N, as is
depicted in Figure 4.5. This can be motivated intuitively by noting that alogic signal describes only-the

dominating effects at a node and these effects involve only simple characterizations of acyclic paths. This

Fig. 4.5. The Combination Rule for Cyclic Connections -

I

C—)

el




provides a major simplification over general linear network models, because the Thevenin-Norton
Theorem applies only when the network N and the load L are independent. In general the Thevenin
equivalent of a linear network can be found only by solving a system of linear equations.

To show the cofnbinatién rule holds for cyclic connections, suppose ports 1 and 2 of an order of
magnitude network N are connected. If one of these ports is described by a driving signal while the other
is described by a charging signal, there can be no path in'N between the positive terminals of the two
ports. Therefore this case is just like an acyclic connection, Similarly, if both posts are described by
charging signals, either there is no path in N between the positive terminals of the two ports, and hepee it
is just like an acyclic connection, or there is a path and the mew conmection is redundant. The
combination rule correctly describes both of these possibilities. The more difficult case occurs when both
ports are described by driving signals. We must show that the new petwork will have a: zero-state -
conductance gy, which obeys equation 4.2 and a limiting case open-circuit voltage vyge, Which obeys
equation 4.3.

We can show the zero-state conductance obeys equation 4.2 using the-rule derived in Chapter 3 for
finding the net logical conductance between two nodes in a logical:conductance network. This rule states
that the net logical conductance equals the sirength of the strengest path between the two nodes, where -
the strength of a path equals the weakest logical conductance in the path. Given the correspondence
between the logical conductance y; and a resistor with conductance given by:a fational function of degree -
k, we can apply this rule to find the "degree” of the net conductance between twg nodes in an order of
magnitude network, i.e. the degree of the rational function which gives the net conductance The degree
of the net conductance between two nodes must equal the degree of the path with maxnmum degree,
where the degree of a path equals the degree of the element in the @di with minimim degree.
Furthermore, we need only consider acyclic paths, because for any cxclicpith we can form a path with
conductance of greater or equal degree by removing the cycles. In connectmg the two_ports of N, we do

not form any new acyclic paths from the positive port terminals to GND, and hence the set of acyclic
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paths across the new port equals the union of the sets of acyclic paths across ports 1 and 2 of N.

Therefore
deg(Qihey) = maxideg(gy, 93))-
and the combination rule gives the correct signal strength for cyclic connections.
We can show that the limiting value 'e_)tf the open-carcmt : volmge V{?ev obeys gquanon 43 by
applying an equation for Vihev derived in Appendix I by an analysis of multi-port networks:

e = A0t
they g(1L.0- kz) + gz(l 0— kl)

(4.4)

All of the terms in the above equauon are ranonal functions of p. The factors kl and k2 descnbe the
strength of the connection within N between the posmve tenmnals of the two ports. If both equal 00,
then there is no connection and the equauon reduces to the one for an acyclxc connection. If kl(p) equals
1.0, then all paths from the posmve terminal of port 2 to voltage sources pass through the posmve
terminal of port 1, and vice-versa. For values of k l(p) betwecn (excluswely) 0 0 and'1. 0 some paths from
the positive terminal of port 20 voliage sources pass through the posluve terminal of port 1 and some do
not. These factors obey the following properties for any positive value df p:

92(pXk1(p) = a1(p)ko(p)
00 < k() < 10
00 < kylp) < 10
kio)vi(p) <. volp)
ko) volp) < vi(p).

The second and third inequalities imply that k; and k, have degree less than or equal to 0. Let us

consider 3 cases.

1. 91 > 99
Then deg(ky) = deg(gk;/g}) <0, and hence deg(L0—k,) = 0, while deg(10—k{)< 0. Thercfore




91(10—k2) > gz(l.O—kl), and Vt?;ev = Vlw.,

291<<92

An analysis similar to the previous case shows that "&oev = vzf,’p .

We wish to show that for some positive constants a and 8
v«ﬁev = avlOQ + ﬁv2°°.
Consider the following four possibilities:

a).k; % <10, K, <10

Then gy(1.0—k;) ~ g(1.0~ k), and the desired result will clearly hold.
B P =k* =10

This implies that v) ® = v,%, in which case

C). klw < kzw =10
Then thev = vzw’ and
1 L p— 0 1 2O it
Furthermore k) v, < vijey < v, . and therefore
0.5k1w.vlw + 05v2w < vt?ev < o_svlw + o.svzm.
For 8 = 0.5 and for some a such that 0.0 < O.Skloo < & < 05 thedesived esult mushold.

d). k2w 14 klw =10

The analysis of this case procceds much like the previous one.
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Therefore, when gy ~ g, vg;v must depend on both v1°° and V2‘°°. ~This completes our proof that

the combination rule correctly describes the effect of a cyclic connection.

4.4 The Steady State Signals -

Each node n; in a logical conductance network can be characterized by its steady state signal,
denoted v;, analogous to the Thevenin equivalent of the corresponding order of magnitude network at
this node once it reaches steady state. The state of this signal equals ?i’ the steady state of the node. The
value of this signal can be found by constructing the network by a series of primitive steps according to
the three rules. This task can be difficult and tedious, however, and must be done separately for each
node. Instead, we will show that an equation can be derived which expresses the value of the steady state
signal for each node in terms of the signals .formed by ui:c input nodes and normal nodes in their initial
states and by the steady state signals on other nodes,

Let us first introduce some notation, much of which will be replaced by more concise notation in
Chapter 5 when the logic signal concept is formalized into an algebra of logic signals. For a nonzero
strength value s, the expressions +s, -s, and xs denote signals with strength s and states 1, 0, and X,
respectively. The null signal is denoted A. Signal-valued variables are denoted with italic characters. The
vector x denotes the signals formed by the input nodes in state x. That is x; has state x; and strength Ty
Similarly, the vector y denotes the signals formed by the normal nodes in their initial state y. That is ¥
has state y; and strength cap,. The signal resultmg whgn logic signal q is coupled through logical
conductance g is denoted cple(a, g). According to the couﬁiing rule this signal will have the same state as
a and strength‘equal to the minimum of g and the étrength of & We will adopt a convention that

cple(a, 0) = A, i.e. any signal coupled through a zero conductance yields a nuHl signal.



The rule for combining logic signals imposes the follow. partial ordering on signal values:

X‘Yp

/N
VA

Xyp_l

/ \

“Yp1 Hp1

\

XYP_Z

X‘Yl

AW
\/

/\
\/

That is, for signals a and b, a << b if and only if the effect of combining a and b equals 5. Thus, the result
of combining a set of signéls equals the least upper bound (abbreviated Lu.b.) of the set for this partial
ordering. This partial ordering will prove important in our mathematical development. It provides a

concise statement of the concept that the logic model considers only the dominating effects acting on a
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node.

4.5 Constraints on the Steady Steady State Signals

We can use the Vrules of logic signals to deri\}e o‘ set of constraints which the steady state signals must
satisfy. Let N be an order of magnitude network in which node n; has capaCiténcc < initial voltage ¥is
and steady state voltage v Suppose we were to connect an addmonat capmtor to this node with
capacitance ¢ where ¢ ~ c;, and charged to an initial volage y, where y = y;, giving a network N. .
Then the new network would be equivalent to the old one, ie. N == N'.. Equivalent order of magnitude
networks are represented by the same Jogical conductance network, and therefore if an analogous process
is performed with a logical-conductance network, the logic signals should remain unchanged. This new
capacitor is described by a logic sigaal equal 10 y;, and the addition of the capacitor is described by an -

application of the combigation rule to y; and v, giving -

v, = Ltubfy, vi}' =¥

Sumlarly, suppose that N has a total conductance ;i connectmg node n1 to the voltage soume

.l
corresponding to mput node 11 ‘Thenifa conductance eis added between n; and this voltage source such
that @ ~ 8jjs the new network N’ will be"‘eQuivaient, ie. N=N, Therefoi'e, if we perform an analogous
process with a logical conductance network, the logic signals shoulth remain unchanged. A resistor with -
order »of‘ magnitude conductance e is described by the logical conductance e;;, and hence the effect of this -

new. conductance on n; is desctibed by the signd cple(x;, e“). giving
] = Lu.b. {cple(x eu) V-} cp[d X-, e“).

This result holds even if & = 0, because cple( Q) A and v, 2_: A. By asimilar line of reasoning

v = l.u.b.{cple(v-. gij)' v} = cplev, g“)




If v, is greater than or equal to all of these signals, it must be greater than or equal to their least

upper bound:
v = Ln.b-({y;} U { cple(x; e | 1<i<m } U {cpfe(msﬁ)tlﬁsn})-

Ifwedeﬁnemeﬁxmtionfias

fim = Lu.b.({»l} U { cpletx; e 11<i<m} U {Cﬂe(aj.su-)llSiSn}).

then these constraints are expressed by an equation », > fi(v). If we then let f denote the function
yielding a vector with ith element equal to the application of f; to thic argument, then the set of
constraints for all node signals can be expressed by a single equation v > £(»).

We can show in fact that v = f(»). In.other words, the steady state signal on each rode equals the
least upper bound of the signal formed initially on the node and the signals on adjacent input and normal
nodes coupled through the logical conductances between: them. - To shiow this, Jet ¥ denote the vector
givenbyv'=f(v),andletrandr’dem¢ethevectorsofsignalstrengthsformsignalvectmsnndv’.
That is, for any value of i, r; equalsthestrengthofrandr equthcsuensthofv Supposeﬁm&at

forsomeni Hsacbargmgsngml,ne uhmstmngthr EK Thenﬁxmynssmhmagq>o,

% = ¥ 2 cpldy.gy) = cple(v, 8 =
which implies that , = ¥;. If, on the other hand, g;; = 0 for all , then node n; is completély isolated and
“’m‘i""i—yi Next, suppose », sa&mm&mkhﬁmﬂer in» ‘thea
either 1;>r'; or % has state X and v, has state 0 or 1. W > r; thewTor amy nommal node n, the

constraints on the logic signals mply the followmgcmstramtsnn thc sxgnal strengtht.

Therefore, ifer r;, the first inequality can hold only ifgijgr'iﬁi,andifrj(ri,thesecondinequality




can hold only if 8 < I <r;. Similarly, for any input node X

> mirey 1) = o

In other words, alllogca conductances connecied w 1 have strength les than 1y the strength of the
steady state signal. Therefore since any path from n1 to anifnput nodc must pass through one of these
conductances it canapt Mm-weagﬁ«equd wmﬁvmmﬁwam “This coatradicts the fact
that the strength afthesttady state signal eqwmemmm efmpa:ﬁ strengths, and ﬂmefwe URE
cannot be greater than r’; Thus we can assumematr r:r' ﬁxah. mw = r'ibNthesme

f v equals X and m~_sta'temf.:v'f;eqnds 0. -Fon any'siode u},sfgij,,}:ridm\cj 2"‘”‘3@ K=
Furthem)ore,r_ “”iZ cple(v;, gig). and therefore v, must have state y j = 8 By asimilar »ﬁge of reasoning,
any node 11 for which eg eg_uals 5 (lt cannot be great.er) x, = 0 In other wordS, any node connected to ny
’byalog:calconductanceofsu'engthgmaterthanorequaltor musthavestate 0. Letuslookatwhatmis

unphes in the correspondmg order of magmtude network. By Ku'choﬁ"s Current Law the net curreut‘

ﬂowmg out from node nlequalsot)
| m n
Z (vi-xJe; + Z(Vl- )g‘ = 00.
=1 e =1 2y

In the above equation all terms-are rational functions of p. Assuming £j-= vy, we can divide through by

pk and take the limit as p approaches infinity:

im (3 ol 4 E geaplii) = 00,
Vit X s NS MITS B ML
po ot T

Let us look at the individual terms in this equation. For any j such ma;’dgg(gij) <k,

lim - o0 _ 00 lim _q.n___
p_’ea(v v)—u (vi - N)p—vmpk; 0.0.

For any j such ﬂmdeg(gq)z k, ?-j':': o, andther’efamavj ® - 98, Furthermore, by our assumption

¥; = X.and therefore v;>° >0:0. This implies that -

lim o, 23 00,0 fm %y g0
p_’w(vl v.l)?il (vj )p oopk > 00.



A similar line of reasoning shows that for any j if abﬁaij) <k,

lim _
P-'°°(v xj);lg = 00,

Iim
p_’m(v x,);il > 00.

These results would imély that the above summation is greater than 0.0; which is not possible. Therefore
v; cannot have state X when v has state 0, and a similar line of reasoning shows that ¥, casnot have state
X when v has state 1. This completes our proof that v = f{»).

We have shown that the rules for logic signals imply a set of constraints which must be satisfied by

the steady state signal for each node »;:
v = lub({yi}U{cpIe( e 11<i <m}U{cpIe(v-,gu)ll <n}) 45

Note ho;w we used_ the fact Vthat the qompmauon ‘nrxle holds ‘forvcychc as ‘wei_l‘ as acycl»nc ’connectrions to
derive the constraints on the steady state signal fo‘r each normal Me m terms ofthesteady state sxgnals
on other normal nodes. No such set of constraints can be given for’ the ’I;lrxe;e’nirvx;quival.ents at the
different ports of an arbitrary linear‘netw‘ork, because cyclic combmat:om; cannot be dealt with and
because there is no analogous partial ordering. Thus, we have taken a: major step .away from electrical

network concepts.
4.6 Specification of the Steady State Signals

The constraints on the steady state sngnals gwen in equanon 45 can be expressed by a recum:noe” |
equation of the form » = f(»). This equaﬂon in :tself however éoﬁ not pmlde a unique specification
of the steady state signals, because it may have multiple solotions: For example, the networks in Figure
4.6 contain no input nodes, and assuming the nodes have initial state X, the steady state sigrials of the

nodes in both cases should equal x#. Suppose in the first example, however, that we let a equal +7
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Fig. 4.6. Networks with Extrancous Solutions

-

Y2
),

'I,hén, since g;; equals y,, and +y) = cﬂe(-!'-yz; Y9 the sxgnal a satisfies the recu;*retice relaﬁoﬁ a = f(a), |
as would any signal such that x« _<__ ;S 'xy.z‘ The second éxémblé shows a similar case in thch two
nodes have mutually dependent signals, and hence any ‘solution such: that x« 1591 =q) < xy, would
satisfy the recurrence relation a = f(a). These examples demonst;gte_ that the efquationv a=f(a) may
have solutions in which some nodes have signals greater than t§e steady state sigqgls because of
extraneous cyclic dependencies allowed by the fecur_rcncg ,relatjon. In the second case, a single logical
conductance creates cyclic dependeacies in both dxrecnons. These extraneoussolumns have no physical
signiflcapce; they are ;a\rtifacts of the simplified view of elect@g@l networks BFQVid‘?d by logic signals.
Fortunately, we can exclude these extrano;qus,sollutjbnsb by considering only the minimum vector
which satisfies the recurrence relation. Let »'‘denote the minimum solution of the equation a = f(a).
Thatis, ¥ = f(v') and for any a such that @ = f(a), v; < g for all i. We will show in Chapter 6 that such
a unique minimum solution must exist. The minimum solution depends oaly on the initial signals on the.
nodes and the consistency constraints nnposedby ‘the recurrenée relation. Therefore, it seems quite
reasonable that the vector of steady state sxgnals v should equal the minimum solution ». By a
gencralization of the technique used to show that v = f(v), we will show that » = »'. This gives us a

complete speciﬁcation of the steady stéte Signalé in terms ofa simple set of operations on logic signals.
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First suppose for some node ;, v; is a charging signal. Let 4 equal the set of all nodes connected by
some conducting path to n;. Then v; describes the result of charging sharing between these nodes:
y = l.u‘b.{yjlrajEA}.
We can show that v’i cannot be less than v, using this equation. For any n and my in 4 such that 8k =0,

V'j > cple(gjk. V'k) = V'k > CPMBjk, "j) = "j'

J

path to n; that v; = v'j. Furthermore v'j > ¥ for all m; which implies that

and therefore v, = v'k. For any node n € A, we can show by induction on the length of the shortest

v, = Lub{ylned} = w

Therefore v, = v'; for any charged node.

Next, let us consider driving signals. Let r and r’ denote the vectors of signal strengths giving the
strengths 6f the elements of v and ¥, respectively. For any node l"i' if v > "i:" cither r; > r'i ot v has state X
and ¥ has state 0 or 1. Let s € T equal a strength value wti'e'ré‘foran‘j'ﬁicﬁ'mmrps, 1 = 7} but for
so:nei,ri=s>r'i. Let A and B denote the sets |

4 = {nls=5>r;)
B=N-4

Then for any n, € Aandlﬁeﬂz

8> 1y = minlge 1)
5 > min(gy 1. _‘

Therefore, if rj >s, then r'j = rj and the first inequality can hold only if 31; {s. Similarly, if = 8, and

since n; & A, then r'j = rj and the first inequality can hold only if gij <s. Finally, if rj < s, the second

inequality can hold only if Bjj <s. Furthermore, for any input node 5
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s > 2 mh(cu,yp)z &

and therefore e;; <r;. In other words mwmmmmm nodes in A to input or normal |
nodesoutsndeofAhavestrengthlesMans,mesmengﬂaofﬂ;esmdgstateﬂgnalsforaunodesmd.
AnypathfromanodemAtoanmputnodemnstpas,dlmughogeofﬂiesecmducmmandhcwe
cannot have strength equal to the sxgnal strength but this conuadxcts the fact that the strength of the
steady state signal equals the maximum of these path strengxhs. 'ﬂterefore ﬁ)erecan be no strength value
‘ss'atlsfymg our requirement and r; = r- foralll. Next,kt;‘!équa!a?‘mm vatue where for all j such
thatr, >s,‘3 = v , but for some |, r; = s:mdv-)vl ixtdqqudenoteﬂ;efoﬂowmgsets
A = {nm]r;=s, v hasstate X, and v; has state 0 }
B = N- A

Then for any & € A and m EB!‘E,,Z f ij Zm."ggj'rl) -_-rlFﬁfﬂ'lem’y'lchfefv-,gq)’ .

g, Tor any n; € Aand any input

and therefore % rﬁust have state 'fj =9, 'Biiixfsiim’la”r Hine of reasoniri
node j for which ¢;; equals ; (it cannot be greater), %, = 0. This shows that forany noomal node in Bor
for any input node, if it is connected to a node in A by a logncal conductance of strength greater than or
equal to s, it must have state 0. Let us look at what this xmplm in the cormpondmg order of magmtude
network By chhoff‘s Current Law 1f we form a cut-set conslstmg of all branches connectmg nodes in
Ato nodes in B and to voltage sources compondmg to mput nod&s, the net current through thls cut-set
mustequalOO | R | - |
a
T 2 (vmx

t 02 Z (vi-vpgy = 00
ij T i
anAJ 1 1)91 nlEA nJEB

In the above equation, all terms are rational functions of p. Fors = 7k,wc can divide ﬂlmugh%y p Kand

take the limit as p approaches infinity,

ﬁmw A TR (vi-vj)—'lkl)
P nE 4 j=1 P mEAREBR P




Let us look at the individual terms in this equation. For any i and j such that deg(gij) <k,

lim_ (y. - v’)—u v -y lim % = on

p— 00 p—-»wp

J
assumed that for any n, € 4, y ; = X, and tberefm'e‘vim >0.0. This nnplm that

For any j such that "j'e B and deg(gij) >k ?j = 0, and therefore v;® = 00. Furthermore, we have

o

lim 9ij = (v.%. 00 fim Sn
p_'w(vl vj);f (v | )‘,_’wPk > 00.

A similar line ofreasoningshowsthaﬁfdeg(e@(k,
p_’w(v xj)—n 0.0,
and if deg(o;) > k.

lim ij
I)—n > 0.0
p—ow(v X ok

These results would imply that the above summation is greater than 0.0, which is not possible. Therefore

the set A must be empty, but a similar result holds if 4 is defined a8
= {mlr; =s, vhasstate X, and v hasstate 1},

andhence there can be nosuch strength values. For all driven nodés ¥% —-v whx:h complem ourproof
thatthevectorot'smdystatemgna!svwillequaltheumqummmumvahxsansfymgmemcumme
relation » = f(»). |

'fhe constraints on the steady state signals given by equation 4.5 give us a specification of the set of
steady state signals without any reference to an electrical model, as long as we consider only themmnnum
solution. This will allow us to develop a method of computmgﬁxtst&dy m&e of a fogical conductance

network without evaluating any electrical networks.
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47 Signal Blocking

Iﬁfonnally; we can view a driVihg lbgic' sxgnal as descnbmgthecombmed effect of those input
nodes connected by a path of maximum strength Ul;der cemm condmons, however this in fonnal view
may not be enurely accurate, because of a phenomenon we call szgnal blockmg Consxder for example
node m in the two networks shown in Figure 47. In both networks there is a path of strength
mir(yy. v]) = Y] t0 an input node in state 1, and a path of strength min(y,, 71) = 7 to an input node
in state 0. Our informal view would then suggest that in both networks v = Lub.{ +y3,~v;} = x¥}.
and hence node ) has a stzady state X. While th:is ana!ysis yields the correct result for the second
network, it faxls for the first. In the first network node n; will be driven to 0 by Lhe signal -7, and hence
n2 wﬂl also be dnven to 0 by the signal cpIe(-72, 11) -72. Tlus example demonstratm that when the
paths to input nodes are not independent, some signals may be blocked-along a path by a signal of greater-
strength. Forrex‘ample the signal +v; is blocked at 7 by the signal -,, and hence node n, is unaffected
by this signal. -Our informal view does not take such a pessibility into- account, although our more formal
method does. Note that thjsphenomenon can be ignored in restricted legical conductance networks,
which are defined as networks in which any logical conductance between two normal nodes must have

strength Yp -This class of networks can be used for analyring restricted switch-level networks as were

Fig. 4.7. Signal Blocking Example




defined in Chapter 2. In restricted networks, the strength of any path to an input nede will be
determined by the strength of the final logical conductance in the path, and hence the informal rule will
correctly describe the precedence between signal paths. -

Signal blocking creates difficulties in the formulation of a method for computing the steady state
signals, but a resolution of this problem leads to an efficient method for computing the target state of a

switch-level network.
4.8 Conclusion
mmpkmwmmformmmmama@emmm
;, = Lu.n({y,} U {w«xj,eﬁ)ll_<_i_<_m}wcﬂe(5,s;,-)u.<35n}). @5

where the clements of y must be the minimum set of signals satisfying the sbove equation for all i. Since
the steady state 'y ; equals the state of the signal v, this gives us a specification of the steady state for any
logical conductance network in terms of 2 simple set of operations on logic signals rather than in terms of
an clectrical model. Thus we have completed gur tansition form a circuit-oriented view of the
switch-level model to a more abstract logical view. From this point onward we will dwmymm
logical concepts. The order of magaitade electrical network model has served out its useful life.

The logic signal formatism takes advantage of our simplified model of the electrical behavior of
switch-level networks. In general linear networks, the state variables (ie. node voltages) are to some
degree dependent on the complete nqework structure and the exact parameters of all connected network
elements. As a consequence, computing the steady state involves sélving a set of simultancous linear
equations. With logma!conducmmﬂs,onmeotherhmd,thes:gndon anodegeneranydmends
onlyonmenctworkpalametcrsalongasmallnumberofpams,andcmsequenﬂythestatembe

computed much more easily.
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Many logic simulation pmmams use values (generally called "states”) which describe both logic

stateandrelauvepmedem &xhvaluescofmupmddosdymloglcmals Forexamplethehngh
lmpcdanceorﬂmdescnbedm(:hapterlmftemondscknelytothenulls:gnalA becauseboth

represent. open circuits and, e ove wwmm Most, MOS- logic simulators (9, 34, 5]
and pmpasaﬁéx these, vammm ) m s'éi dfmié&' These rukes, however,-often.do not display
the consistency, mnacy,andwemktammmdforam; al trgagment. The rules for logic signals
outlmedmmxschapsex ontheomerhand.mbemmmwanalgebmwxmopemm,

simulations by sohvia



5. An Algebra of Logic Signals
5.1 Introduction

Shannon showed ongmany that Boolean algebra could be applied to the study of refay networks,
and later this algebra was applied to logic gate networks. With MOS networks, however, Boolean algebra
does not suffice. Although the nodes assume Boolean (oneinaiy)’rogicm the network conditions
which create these states depend on the relative sizes of coniductances ‘and capacitances. Therefore, the
conductances and capacitances cannot simply be characterized by Boolean values. Furthermore, in a
voltage-driven logic, one must consider the state of ‘a signal source as well as the strength of the
conductance path to it. We will develop our own algebra based en the rules of 1ogic signals which retains

much of the simplicity of Boolean algebra while allowing a more detailed description of the network.
5.2 General Definitions

Let us start by defining some terminology, most of which is consistent with standard mathematical

For domains ¥ and 9’ and a MMnfﬂ — 9’ define the pointwise extension to vectors of size n,
ie. f:97 — 9'® a5 the vector resulting from the application of the ﬁmctionbto each component of the
argument. The pointwise extension of a function with more than one argument is defined as the vector
resulting from the application of the function to the corresponding components of each argument. The
pointwise extension to matrices of size n*m is defined similarly. For example, in linear algebra matrix
addition is the pointwise extension of scalar addition. Whenever a scalar function is shown applied to

vector or matrix arguments, its pointwise extension is implied.




For a domain 9 a partial ordering < s extended to vectors in 9® and matrices in 9" % ™ by saying
that one vector (or matrix) is << another if the oedering holds for each pair of corresponding elements.
Observe that the pointwise extension of the least upper bound operation for some partial ordering equals
the least upper bound oper;ﬁm'ﬁ)rﬂreextensionofthcparﬁdm :

For a domain 9 with partial ordering < and a domain ' withparﬁalo;‘deringg_’, a:function

9 — 9' is monotonic if
agh = SRS -

A function of more than one argument is monotonic if it is monotonic for each argument. Qne can easily
AL LTINS
see that the composition of monotonic functions must be monotonic, as is the pointwise extension ofa

monotonic function.

5.3 The Algebra of Signal Strengths
Logic signals have strengths in the finite set

= {0, Kl,...,Kq.yl,.e—.;?p-}‘:
which are totally ordered:
0Ck < Crglny <o kyy
Whentwosxgna’.lscombine,mercmlnngsignalhasmmequaltoﬁemaxmmmofmetwosmal
strengths. Wh&as@dmcwﬁedmmmhabgmimmﬂmmmhmmmmd

to the minimum of the signal and conductance strengths The bmary operatxons T and 1 are deﬁned to

give the maximum and minimum of melr anguments, ie.

afb = max(a,b)
alb = min(a,b).



These operations have properties similar to addition and multiplication, respectively. We will refer to the
minimum of a set of values as the product, and the maximum of a set of values as the swm. Signal
serengmscanbedwibedbymmmmem(lt,l.&y)wmmmefoﬂowing(m

exhaustive) list of pmpemes

la. (,1,0)is amonoid:

i abcE? = atbey (closed)
i at(tc) = @th)tc (associative)
iii. a0 =0fa=a  (Oisthe identity)

Y (% 1. v,) is a monokd:

i  abE¥=albEY (closed)
i ajdlc) =@lbd)lc (associative)
iii. aly, = ypla=a (Y, s the identity)

c. 0is an annihilator for |:
alo=0
2. 1 is commutative and idempotent:

i alb=0bta
i afa=a

3. | distributes over {:
al®et)=@ib)t@lc

4 1f 2y, ap..., a... 5 a countable scquence of clements in I, then
aITazf...IaiT. . exists and s umique. Moreover, associativity,
cominutativity, and idemipotence apply to infinite as well as well 22 finite sams
(sequmofvalues eambmedmmt)

5. Ldismbutesovercwnmblymﬁmtesmsasweﬂasﬁnmm




 Hopro, and Utlman [1. It does ot form 3. sing bewever, because most elements lack inverses uader

the sum opmmTthm xhemmﬁmmmed not be idempotent.
* We can define vectors and matrice ofstrength yaees. whish willallow vs 0 desibe the etwork
7 structure and signal strengths in terms of matnx equauons. If the pomtwnse extenﬁon of 1 (J,) is apphed
to two vectors, the resultmg vector will have elements eq:m to the oompoucntmse maximum (minimum)
of the two vectors. The pointwise extension of T then has propemes smnlar w vector and matnx addition. |
We can define a matrix product * fos'strengmvammttsax\alogmtoaddmmandl xsanalogous

tomultiplication, IfA = B+C,thes. - -
31 T(biklek)) S R R "'('S’.l)‘

The propertm of closed semmngs also hold for the algebra when extended to square matrm’
That is (.‘f“xn T ,0.1) also formsadosed semmng. wheme 3nxn denotes the setoann mamces‘
over.‘r Odenmsmeme whoseelementsareall() andldenotesmem mth ypsonthe dlagonal.
and 0’selsewhere. | | |

For any closed senurms. the closure operator, denoted is deﬁned m give the reﬂexlve tranmtlve

closureofusammeat. Foremmle lfAer"x“

A =114t A-Am-m 1. = K{(wx“ . - (52).

This operator has the property that

A" =11 A" S 63)

The closure operator will be useful for analyzing the conductance paths in a network.
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The operations T and * obey some of the properties of closed semirings even when applied to .
rectangular matrices and to matrices of different dimensions. In a matrix equatien, as long as T is applied
only to conformable arguments and * is applied only to arguments with the number of columns in the

first equal to the number of rows in the second, then:

1. tTand- are associative
2. T is commutative and idempotent

3. -« distributes over 1.

These properties will allow us to manipulate and transform matrix equatioss in the strength algebra much:
as in more traditional matrix algebras.

The set ¥ with the ordering < form a complcte lattice [35] with T and 1 serving as the least upper
bound and greatest lower bound operatnons. Hence the set of vectors .‘l’ n with the extension of <t
vectors also forms a complete lattice. For this lattice the pomtwnse extensxons of T and | serve as the least
upper bound and greatest lower bound operations, respecnvely As a consequenoe both | and T must be
monotonic functions, and therefore * must be as well. Only the most elementary aspects of lattice theory
will be used in this presentation.

One further function over strength values will be required to-express-the ability of a strohger sxgnal
to block a weaker when both signals are described by their strength valués. This will prove important
when the equations in the algebra of logic signals are factored into eq;‘gtiogsrin thealgeblja of sngnal

strengths, as will be described later. Define the function block ; XX ¥ — ¥ as follows

block(ab) = [ & a=b ' (54
ock (a.5) 0, a<b

We can apply the pointwise extension of this function to vector arguments. The function block is
monolonic in its first argument and antimonotonic in its second. That s, if a << b then for any ¢

block (a,c) < block (b,c)
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block(c,a) > block(c,b).

As a result, it satisfies the following properties with respect to the least upper bound operation 1:

" block(atb,c) = block(a,c) T block(b,c)
block (block (a,b),c) = block(a,b1c)
b1 block(a,b) = bTa

Furthermore, 0 serves as an identity element for the second argument:

block(a,0) = a,

and block is idempotent

block (a,a) = a.

This list of properties is by no means exhaustive. In fact all of the above properties hold for the identity
function of the first argument. However, they will allow usto manipulate and solve equations involving

the function block .
5.4 The Algebra of Signal States

The network model allows node states in the set { 0, 1, X }, with 0 and 1 representing the Boolean
logic states and with X representing an undefined or érroneous state. We have also introduced a new
value | representing a null state. This value will only be associated with the null signal which has

strength 0, indicating that this signal is devoid of state,



-102 -

The set of signal states is denoted ¥={ L, 0,1, X } and the elements are partially ordered as

. o/,"\l
\L/ |

The least upper bound operation for this partial ordering, denoted L J, has.the following function table

xmoL [
= o |

*>xOo0 O
D = D i e
3 3¢ > >

The rule for combining logic signals of equal strength is that the resulting sig;alwill have state equal to
the original states if they were equal and state X if they wese not.  Assuming the value | is only.
associated with signals of strength 0, this rule is expressed by the operation LI. That is, if two signals. with
equal strength and states x and y are combined, the resulting signal will have state x LI y. The operation
Ll is termed the consistency operation, because for nonnull argumems lt glvisa“proper'value (("l 0} 13 )
only if the arguments are both proper and equal. Otherwise it gives,an error yalwe X. .

The set ¥ with the ordering < forms a lattice. Hence the operatian L) obeys the following

properties:
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. yUy=y (idempotency)
2. xUy = yux (commutativity)
3. zUGUy) = Ux)Uy ‘ (associativity)
4 x<y = 2 Ll x < ?L_I y (monotonicity)

The set of signal state vectoré ¥ along with the extension of < to vectors also fom a lat;iqe with the‘
pointwise extension of LI serving as the least upper bound operation. Hence, the pointwise extension of
LI also satisfies the properties listed above.

The lattice <, <> has both the structure and ‘imérpretation of the flat lattices used in denotational
semantics of programming languages [35, 40). The "proper” values 0 and 1 are incomparable, while the
bottom element _L represents an "underdefined" or null ‘,y_’alue and the top element X represents an

"overdefined” or erroneous vahie.
5.5 The Algebra of Signals
5.5.1 Signal Values

A logic signal is represented by a pair of values <s, y> where s € ‘.‘f is the strength and y € Tis the
state with the restriction that y = |_if and only if s = 0. That is, only a null signal can have a null state.

Logic signals form a set
A = {xl,...,nq,yl,...,yp}x{o,1,X} U {0, 1>}

The null signal <0, 1> is denoted A. The expressions +s, ~s, and xs denote signals with strength s and
states 1, 0, and X, respectively. The symbols +, -, and x can be viewed as denoting unary functions
mapping strength values to signals of a particular state with the convention that +0 = -0 = x0 = A.

These functions can be extended pointwise to vectors and matrices as well.
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Signal-valued variables are written with italicized characters, while strength and state-valued
variables are written with normal characters.
Let €a» denote thestateofsxgnal a and W a K denote its strength. Thesesymbo!sdenote functions

£>:A—-%andh- l.‘.—-bf
55.2 Signal Combination

The binary operation V is defined to describe the effect of i twosgnals.'!htsoperatms

defined in terms of the strength and state of the resulting signal:
RaVLE = BalTBBN

<>,  Bai>Esn
€aVh> = <>, R6R>Eah
<> UuU<t>, Rabk=Hk5RN

This operation provides a formal statement of the rules that a stronger snga;! m’novemdeawmlef and
that signals of equal strength will combine to form a signal wx&tbemmmhandmme :
the least upper bound of the two states. No&thatthxsopermhasonlyadmrelamntothem

"or“opaationwhﬂ:ismetmmdmdv
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The operation V defines the following partial ordering among signal values:

Xyp

/N
N/

X‘Yp_l

/ \

_Yp-l \ / +yp_1
XYp_Z

X‘Yl

SN
\/

XKl

N
\/

Thatis a << bif and only if a V b = b. With this partial ordering we must maintain a distinction between

the terms "greater” and "stronger”. The signal xs is greater than -s or +s but not stronger.
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The set of signal mﬁw A with the partial ordering < forms a lattice with minimum element A,
maximum element XYp and with V serving as the least upper bound operation. As a consequence, V
must be idempotent, commutative, associative, and monotonic.

We have defined panial' orderings for the sets of s:gnai strengths ¥, signal states ¥ and signals A. In
many cases the functions from one domain to anather preserve these orderings, i.e. they are monotonic.
For example, the functions +, -, and x are monéiimic, because signals with the same state are totally
ordered by their strengths. Similarly the funcucn B.0is monotomc because signals of different strengths
are totally ordered by their strengths. The function <-> on the other hand, is nof monotonic. For
example -y; < +y,, but €-y;> £ <+12>

The pointwise extensions of €->, 1 - R, anchanbedeﬂnedandobeyaﬂofﬂ:cproperueshsted

thus far,
5.5.3 Signal Factorization

Asshallbeseen,halg&mofbgicsignabhcks@nyofﬂ:eproperﬁaonemightdesimha
mmmMsymﬂmhasammlordeﬁngandmkityofcerminopemﬁons As a consequence,
we will often factor equations in the algebra of signals into equations in the more tractable algebra of
s;gnalstrengﬂxstoaldmenmmemancaldevdopment
Thedommnofbgmmgnabbmdymﬁlsc@pkxmbemmmngmmmespondmgm
magnitude and state corresponding to phase. Just as ammplex number is characterized by either its
magnitude and phase or by its real and imaginary parts, a signal s charactesized by cither is strength and
state or by its "1" and "0” parts. 'Ihefactoredformofasagnahsapalrofsuengmvakm(u,d),wxﬂlu
indicating the strength with which the srgnal w:ll pullanode toward 1, andd mdmhng the stmngth with

which the signal will pull a node toward 0. The following table shows the two repmsenmuons of a signal
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" Signal Strength - State 1 part- 0 part

A <0, 1> ©,0)
+s s, (s,0)
-3 : C &0y ~ 10,9)
XS <8, X0 (s.8)

The factored form must either have‘both parts equalor one part equai to zero, corieSIiohding to the rule
that a stronger signal will ov,erride’ a weaker, and the weaker can be ignored. A signal with state vx' has
equal 1 and 0 parts, because X repreeents a confhct between sxgnals of equal strength pulling a node
toward 1 and 0. The null s1gnal A, on the other hand, has no abxhty to pull a node toward 1 or 0.

Observe that the ordering < between sngnals is equlvalent to the extensmn of the strength ordermg < to

PR N B

the factored form representauon The functlons l" 'I and L J are deﬁned to select the 1 and 0 parts of a

sagnal, respecuvely.

ral = fHab, <>=1orXx" - (5.5)
0, <a>=0orL

0, <a» =1or L

The factored form of a signal can be viewed as describing two signals, one with state 1 (or _L ) and one

with state 0 (or _L ), which when combined will yield the original signal:
4 = $raTVital o X))

'Ihestrengthofasagnalequalsﬂxemaxunumofﬂtwom

var = rmm - 53)

The state of a signal can also be determined by combining the states of the signals represented by its 1

and 0 parts:
La> = <+ a1> U <-Lal>. ' .9

This identity holds, because at least onc part of a signal will equal zero unless the signal state equals X.
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For example
GMeyT> = CyP LU0 = GyPpUG> = 1UL = 1
When two signals are combined with the operation V, the resulting signal has the following factored

form:

FaV b1 = block(Ca11Tb1BaV b0 (510)
LaV bl = bock(LalTLbLBaV bN)

In the above equations the function block pmwesmemnonmaxlfmepanofamgxmslesﬂnn

meomer(oreqmvalenﬂy,umlesmanmcmmumofﬂ:et\vom) nmnstequalzem Forexample

l"ﬂz \V) -711 = block (12 10 72)
LtV -nd. = M‘”‘J 1) Vﬂ =

'}h&se:dennnesillustmtehowthembl«k enmmequmsmmemgnalalgebmmfacmred

Mequamnsmmestmngthabebu.
5.5.4 Signal Coupling

TocompleteMmofomomhrmm?@gﬁmmwmumammofmm
the effect of a signal coupled through a logical conductance. Our rule for signal coupling is that a signal a
wﬂbecwpled&mughabgmlwn@c&meofnmm@smfmmammmmm
Iallsandstate<a> InChapter-twedeﬁnedmeﬁmcuoncple'.&x:l’—».,ltoyleldmes:gnﬂ

resulting from an application of this rule. For our formal devefopinest, inistead of usihg a function with

different types of arguments, we will express signal coupling with the binary operation °over§m}
values. The conductance s is then represented by the signal xs, indicating that it can conduct 0 and 1

signals equally well. Define © as follows:
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a°b = Hla1|THY) V ~(Lal ] Lb). (.11)

In other words; if two signals are represented in factored-form, © is equivalent to the pointwise extension
of | applied o the corresponding, parts of the two signals. The signal a coupled through a-logical
conductance s then forms a signal xsea. In all cases used: heve; one argument of © will have state X (or
L) This formulation takes advantage of the.fact that if we let 4y denote the set:

Ay = {xs]sETY

then the subalgebra (Ay, V, °, A, xyp) is isomorphic to

conductance s is represented by the signal xs, it has the same algebraic properties.
The operation ¢ obeys the following properties: '
1L (A-, xyp) is a monoid:

i  abEd= acbed (closed)

ii. . ac(bec) =(a°h)ec . .. (amsociative)

iii. acxy, = xy,°a =a (xypistheidentiiﬁ)

2. A is an annihilator for o;
a°iA = A

Thus the algebraic system (A, V, o, A, xyp) almost obeys all of the properties of a closed semiring. In

general, however, © is nof monotonic. For example +y) < -y, but

1

As a consequence, © does not distribute over V." For example-.::: .= - ..

1. Any operation which distributes over the leastupper beund operation for a lattice must be monotonic.
For example, suppose a < c. Ifit were the case that » distributes over V then

beaVboec = bo(aVc) = boc

which implies that b ¢ a < b ° ¢. The converse statement need not hold, unless the set is totally ordered.
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x71°(tr1 V myg) = -1y # xypoty Vrpoeyp = X7 (5-12)

This lack of distributivity expresses in mathematical terms that signal paths cannot be analyzed
independently, because weaker signals may be blocked along a path by a stronger signal with a different
state. This phenomenon was demoustrated with the networks shown in Figure 4.7, In fact the left hand
side of equation 5.12 expresses how the steady state signal:on node ny'is formed in the first example of
Figure 4.7, while the right hand side expresses how the stcady signal on node n, is formed in the second
example. This lack of distributivity will cause some difficulty in our mathematical development.

If we restrict our attention to strong transistors in the 1 and 0 state, however, distributivity (and

hence monotonicity) holds. Thatis, if b€ { A, iyp}then
beaVec) = beaV beg

and hence the algebraic system ({ A, xyp}.‘V, o A, xyp) does ﬁxm”a closed semiring. In fact, this
algebraic system is equivient’%o- the: Boolean closed smmmg({ 9.1 }. +.-.0,1). This shows that
If one of the arguments to © represents a conductance value, then © is monotonic i this argument.

Thatis, ifb,c € ¥, and b < ¢, thea
xbea < xcea .

foranya€ A
The operation ° was seen to equal to pointwise extension of | ﬁ)mefactoredrepmtaﬁonof
signals. This leads to the following identities; -

Tael = Talirs $5.1)
Laedd = Ladjldd
Bae bl = (Fa1{THT) T (LallLbI).

For the common casc where €a» or €<bY isintheset { X, 1 }:
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Ngebk = RallMBM 614

5.5.5 Matrix Operaﬁou

Themamxpmdmtoperaﬂonolsdeﬁnedmdescnbeﬂ)eeffectsofﬁlstcouphngasetofmgnals

throughlogmlconductaneesmdmenmbmmsmm Thats ifc = Aodthen
§= ‘.’(‘fa‘,'ﬁl _. - eB

The operation o is.closed and aseaaﬁve "i‘ﬁerefwe e algebraic system (A" XMV, 0, 0, 1) almost
obeys the properﬁes ofa closed scmmng, where the 1dentlty matrix / has x-yps on the diagonal and A’s
elsewhere, while the 2610 miatrik O'consists of alf A's, T gefieral, Bowever, 6 does not distribute over V.
mdh » » i not m élituﬂiﬂ : . BE LuEh e MRegle Lo :

Inthe special case where A€ { A, xv, }"X™, though,

Ao(bv c) 405 V Aoc,

and for this restricted case o xsmonomnx; 'Ihealgsbmsmem @A u@}“x“ V., 0, & J) then forms
aclosed semiring. Therefore.we can define the closure aperation,” for this restricted domain as:

=S IV AV AodV sohod V.. = N 4K RRCGUR
0<k<@

Md is’; wm ,,._,.,ﬁvec- ST
Ifoneoftheargumenmtoorepresentsacondnctancemamx,thenoxsmonotomcforthls

argument. 'I‘hatlslfB.CEfnx“,andB<C,ﬂ1en
xBos < xCos | BRERY)

forany e € A2,
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The following identity follows from the properties of V and o
HAchE = (TATHT) T (LAI-LAI). B v (5.18)

ForthecommoncasewhereeachelementofAlsexﬂleranunsxgnalorhasstatex ie. A€ Ay nXm
IAobl = lAl-Ibl (5.19)
A matrix product can also be factored into its 1 and 0 parts:

FAob1 = block (T AVTH1, § AobR) (5.20)
LAodd = block(LAJLEL, L Ad)

The pointwise extension of the function block maintains the restriction that each part of a signal must

equal the strength of the signal or equal 0.

5.6 Summary

The concept and properties of logic sxgnals ixave been formahzed into an abstract algebra with a
domain correspondi ngtomemalvahmaudmﬂwpa‘ém g to the m!sfm'oombmng
and coupling signals. Many of the properties of logic sigaals are refisctid by this algebra: the domain s a
small, discrete set, and the operations obey- many. desirable. mathgmatical properties. Even the
complications arising from signal blocking are reﬂected by the lack of dlstrﬁutmty in the algebra emept !

Tl S0t e

forarwmcteddomam.

'lhedomamsandﬂxexroperauonsaresmnmanmdbelow

H ,»‘,\L




Signal Strengths

Elements:

Ordering;:

Operations:

Signal States

Elements:

Ordering:

Operations:
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= {O,Kl,...,Kq,‘Yl,...,‘Yp}

0<xy < ... (Kq<‘Yl< (yp

1 maximum (least upper bound)
l minimum (greatest lower bound)
block signal blocking
. (7 1) matrix product
*
closure

¥={1,01,X}

0 /X\ 1
\ /

U consistency (least upper bound)
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Signals
Elements: A = {A, +Kl,-K1,XK1,...,+yp,-yp, xyp}

Ordering:

/\
VA

X‘Yp_l

/ \

“Yp1 1

\

X‘Yp_z

X‘Yl

AW
\/

XKl

AW
\/
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Operations:
\" signal combination (least upper bound)
° signal coupling
o (V °) matrix product
*

closure (for restricted domain only)

Functions from signals to states:

<> state of signal

Functions from signals to strengths:

- strength of signal
r 1 part
L-Jd 0 part

Functions from strengths to signals:
+ form signal with state 1 (or 1)
- form signal with state 0 (or L)

b3 form signal with state X (or _L)
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6. Computation of the Target State
6.1 Introduction

The algebra of logic signals along with the related algebras of signal strengths and signal states
provide a set of mathematical tools. for further developing the switch-level abstraction. In this chapter a
method will be developed for finding the minimum solutton of the stcady state stgnal equation given in
Chapter 4, which then gives us a method for ﬁndmg lhe steady state of a bgaml oonductance network.
This method is then generalized into one for ﬁndmg the target state of an arbitrary switch-level network.
This development will utilize only the logic signal abstraction as expressed: by our algebras, along with
two equations which were derived from the properties of the electrical model: the definition of the target
state in terms of the steady states of a set of logical.coaductance networks given in equation 3.20, and the
equation for the steady state signals given in equation 4.5. While we:could arrive at the final results more
directly by utilizing addmonal properties of the electncal model, this approach demonstrates that the
concept of logic signals is quite powerful and self-contamed. The earlaer work thh the electrical model
was presented only to motivate and justify the more abstract concepts. The issues of implementing these
techmqueswxﬂxefﬁcxemcompuwralgonﬂlmsamdeferredwampw7 In particular, the matrix

notauonmmlschaptensusedonly formd:emanalconmemeaadneednotmplydlatmesmum

algorithms involve matrix operations.
6.2 The Target State Equation

First, let us restate the definition of the target state in terms of the steady states of a set of logical
conductance networks. The function target (x, y, z) was defined as giving the set of states y which the
normal nodes would reach if the input nodes were held in state x, the transistors were held in state z, and
the normal nodes were initialized to statc y. With the transistors held in state z the network of transistors

can be described by a set of logical conductance networks, where a transistor in the 1 state forms a logical
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conductance equal to its strengtn, .a transistor in the 0 state forms a logical conductance of 0 (i.e. an open
circuit), and a transistor in the X state iorms a loxlcal cmductance:elther equal to its strength or to 0. We
have seen that a set of parallel loglcal conductances can be repiaced by a smgle logncal conductance equal
to the maximum elernen; xn the set, Thus,g;g rangsoflogacalconductance networks corresponding to a
switch-level network in transxstor state z can be descnbed by four loglcal conductance matnces G‘Ih 4
G, E™, and E™. Each element g“' of G"‘"‘ equals the maxunum strength of all transistors in the 1
state connecting normal nodes n and n; or eqnalg 0 1f no such transnstnr exists. 'Ihe,elcm_gnts of G™*
equal the corresponding values for all transistors m either thg 1 »ntr‘tllge,x state. Each elg{ngnt emij of E™* )
equals me maximnm streng;h of all transistors in the lstate connecuagnormal ngde n and input node x]
or equals 0 if no such transistor exists. The elements of E™ equal the corresponding value,s?fnn trans:stors ,

in the 1 or X state. More formally, if Tj; denotes the following set of transistors:

.= 1 .
L TaPRE WAt < (61)
and o L -
.= T B ;
] & ETp5 € (1 X} i 62)

In both equanons, the maxlmum of an empty set is deﬁned to egual 0. Bo(h G™* and G""’ are symmetric
matrices with elements in the set {0, vy,..., Yp }. In general these matrices are very sparse, because
each node is connected to only a limited number of other nodes. Similarly, if Tlij denotes the following

set of transistors:
T"j = { i | (SOURCE(lk); n; and DRAIN({k)=ij) or (SOURCF(;k)}:ij and DRAIN(lk)=ni) }

then

i, = T str 63)
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. = T stry . (64)
] IKETij’ZKE{l‘x} k

E™® and E™ are nXm matrices with elements in the set {o, Y}:---»Yp}. These matrices may be less

»Yp
sparse than G™® and G™", because some input riodes (€.g. VDD,:GND) serve as source and drain nodes
for many transistors. The network may also contain transnstors cohnectiﬂg input nodes to one another,
but these have no effect on the logical behavior. To compute the arget state function, we need only look
at the network of logical conductances described by these four matrices, without considering the
transistor configurations or states which give rlse to them.

The presence of transistors in the X state implies that the actual conductance matrices G and E lie
within the ranges:

Gnh

™ @
IA A

G~ - (65
=

!
A A

Let { G } and { E } denote the following sets of matrices

{E} = {Eley =™(p)orey =e™54(0)}
{G} = {Glgy = ijk(P)Ql'Sjk = §™x(p), and g;y = gy; }.
Note that these definitions of { E} and { G } are"equivélent to those given in Chapter 4 in tefms of the
sets of order of magnitude network matrices F and G as wére defined in equations 3.7 and 3.8.
For logical conductance matrices G and E, let Y(G,E) denote the ‘steady state of the logical
conductance network with these values of logical conductances. Equation 3.20 defines the target state of
a node in the switch-level network as |

1, ¥{G.E) =1 forall GE{G}andEE {E} G2

'iT Yo 7B =0 fralGe{G}andEE {E}
X, ele.
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That is the target state equals 1 or 0 if and only if it has this unique state regardless of the conductances
formed by transistors in the X state, and otherwise it equals X. This equation can be expressed more

concisely using the consistency operation [{ for logic states:

y G, . .
y {G}{E}y( E). R _ (6:6)

This equation shows that the target state function for an arbitrary switch-lev,el net'wqu can be determined
by computing the steady states for the logrcal conductance networks represented by all possrble matrrces
G and E in the sets {G } and { E} and then combrmng these states wrth the operatlon L. Thrs reduces
the problem of computing the target‘state:equauon fbr a swrtch—level network to one of computing the
steady state of a logieal conductance network. As'shall be seen'liter, the methiod for computing the steady
state of a logical conductance network can be generalized into a method for directly comptting the target

state of a switch-level network.,
6.3 The Steady State Signal Equation

Let us turn our attention to computmg the steady state y for a partrcular set of conductance,
matrices G and E. | S :.

The rule for forming logic signals is that an-input node forms ‘a logic signal with state equal to-the
node state and ‘strength equal to yp.écéAs was defined in Chapter '}, -the vector'x denotes the' sét of signals
forred by the input nodes in staté x:

o=y ‘ B Y )
Il = Ty

Similarly, a normal node forms an initial signal with state equal to the node state and strength equal to the
node size. As was defined in Chapter 4, the vector y denotes the set of signals formed by the normal

nodes in state y:
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Iyll = wpi.

In Chapter 4 it was shown that the vector of steady state signals » must be the minimum vector

satisfying the constraints:
W = m.( {yi} U {cple(x-,éij)llsism} u {cpldvj;kij)llsJSn}). @5)

for all i. ’I‘ms equauon can be expresed usmg operauons in the algebra of loglc sagnals as

¥

e 1 V V(xej"xj) V V(xsl]"'j)'

If the matrices £ and G are defined as the matrices of logic signals representing the logical conductance
matrices E and G, i.e.

E = xE e . (69)

thentlnssetofequauonscanbeexprwsedbyasmglemaquanon

'y = EoxVyV Gon 3

Unlike equations in other algebras, in which all expressions involving. the; depeadent variables can be
mowe to one side af the eguality, we have 00 inverse aperation mmwmtﬂmmﬂm :
of the left hand side. Hence the equation for the steady state signal mustae gxprossed 48 a. recuIonee -

relation. It will be shown shortly that equation 6.10 has aunique minimum solution.

#o
EPC
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6.4 Solution for Restricted Logical Conductance Networks

We wish to find the minimum vector v such that » = f(»), where
"f@) = EoxV yV Goa

A general technique for solving such recurrence equations is only known for monat_qpig recurrence
equations, i.e. ones in which the recurrence is expressed by a monotonic ﬁmction.mln wgener‘al, ﬁe
nonmonotonicity of the operation o 'imélies that the funcdon f may not be monotonic, and hence this
technique does not apply. For restricted bgwconductmce networks, however, ia which normal nodes
may only. be interconnected by conductances of strength v, the function.f is monotonic. That s, a
restricted logical conductancé network has a condugtance matrix 6 with each element-equal to 0-or Ty In-

this case each element of G equals A or xy,, This implies that for any aand b
Go(aVh = Goa V GOb,‘ ‘

and therefore f is monotonic. The following theorem, a-special.case of one given by Scott [35}, shows

how to solve such an equation.

Theorem 6.1.
For a monotonic function f:.A™ — A", the equation

e=se

has a unique minimum solution given by

= Ao %o (6.11)

where 0 denotes a vector of all )‘s, and thesupcrscnpt k’ denote.sﬁk“ aéblicaﬁohs of the function f. "
Furthermore, this limit will be reached for some k < n-} A | wheee | | denates set slze, |
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Proof of Theorem 6.1:

Consider the following sequence

& 1@, fGO). ..., /5o, ...
First we w111 prove that its limit exists. Clearly 0 < f(0), and by the monotonicity of f one can prove by
induction on k that
Mo < e
Hence the sequence is nondecreasing.. Any strictly increasing sequence in A™ would have a length of at
most 0+ A | Therefore for some j<< m} A |, FHO = 73+ (0, and then for any k>3, 13O = 750
From this we can see that 8™ must be a solution, because
~ = fo = Atie = fO) = 1.
Finally, suppose for some a, @ = f(a). Starung with the basnsazawe can prove by induction on k that

« = Mo > e

Therefore

a> m e =

— k—00

Thus & is the unique minimum solution of the recurrence étiation.

This theorem follows as a special case of a meoremprovedby Soott(35]mgardmg the leastﬁxed
point of a continuous function on a continugus lamce whem comnmt; here is only dlstantly related toA
the contmmty of real analysls. In ﬁndmg the tmmmum solut:on of the recurrence equatwn a= f(a) we )
arecomputmg the leastﬁxed pomdfﬂneﬁmcuonf Anymhtﬁoeﬁ‘éomm askan‘ymonomic
ﬁmcuon ona ﬁmte lamce Scott shows that a result s:mllar to equauon 6. 11 holds for any continuous
function on a continuous lattice. Finite convergence, however, may not be guaranteed for functions on

infinite lattices.
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The process ou'tlined'in'this theorem of computing the sequence f (0, o), ..., k(m, ven
until it';convergés corresponds to a stiaightfbf@é;d relaxatii}h algomhm 1t starts by setting g to A for
each node and then performmg relaxations of the form g — f; (a) until it converges, ie. any funher
relaxation steps would not change a Smce we have cxpressed the method in vector fonn, each
application of f corresponds to applying relaxation computations at all nodes simultaneously. B

For example thé logical conductance network shown in Fxgure 6.1 models an nMOS Nand gate ; and
pass transistor with all transistors in the 1 state. The extra self-loop has been added to n3 to nm:edmedu

vvvvvvv

possxblhty of extraneous solutions. Equation Glﬁmnbeexpm&c! s
{!
v = +1'1\""1'2 “2V*12 I
w =1V,
V3 = - x'{2°vl v Xy, ® v

The above equations have the charging signals y left out for simplicity. The relaxation’ mstivod gives #he -
following sequences: R
M T, M v e

a: A
g A o M M
ag: A A 0 s B O T /)
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indicating that all nodes ha.ve steady state signals -y, and hence have steady states 0. Observe that an
extraneous solution never anses because at all times each value a is less than or _equal to the steady state
signal.

For this particular equation the minimum ,;oxm can be expressed in terms of the closure

operation.
Corollary 6.1.1.
For a matrix Ge{A,xyp}“x“,andavggwrbe-ln,meeqm R ‘
a =3V Goa : 6.12)
has a unique minimum solution given by . .
™ = Gok ) 6.13)

The function f{e) = bV Gocismonotonic.andanexpansionoffk(mgim

v . 2L g v -
= b bV ﬁ Go Globd = G} b
KO = IV GoA..BVGUV 6D )= osizi s {osjg ]o

N . — . . . .
ﬁ = h”' fk(»” GO‘. ‘»}"; e fegi i L

This result shows that for a mtedloglcalconductanoenmork mesteadystatemgnahsgivenby
Go(onvn o 614

As mentioned in Chapter 5, the tfahsitive cio.wre'operadc)n mth:s restricted case is equivalent to a
Boolean transitive closure, Element i, ofthe*matnx G equals npfifnod&s n; and n; are connected by
some path of logical conductances and equals A if they are qot. Thus the matrix G partitions the
network into a set of equivalence classes, where n; and n; are in thesame class if and only if element ij of

G equals xy P Since xy P is the identity element for © and A is an annihilator, computing element i of
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G’ o bin this case simply ihvolves selecting the elethents of b for the nodes in the same class as n; and
combining them with the operation V. Thus if we let b equal the ygctor of signals given by Eox V y,
and node  is in equivalence class Cj., then '

v = Y b
neEC !
Observe that all nodes in a class will have the same steady state sngnal If we were only concerned with

restricted switch-level networks with no transistors in the X me the computation of the target state

would be quite simple.
6.5 Solution for General Logical Conductance Networks

Unfortunately, the technique outlined for comnuting thq, steady statesignal in restricted logical

conductance networks can fail for general networks, beeause lt may converge on some solution other than

’!3- -

the minimum. Consider how the proof of Theorem 6.1 relies on the monotonicity of the function f.
First, itds-used to show that the sequence X(0) is monotonie and:henie converges. In fact, it appears that
this sequence would converge for equatiens of the:form of 6.12 regardless of -the monotonicity of f, -
élmough this has not been proved formally. More importantly; howeter; the monotonicity of f is usedto
show that @ > £X(0) for any a which satisfies the recurrence relation, and hence the limit to this sequencé
must be the minimum solution. This result does not. hold when the recurrence function f is not
mohotonic.

The network shown in Figure 6.2 resembles the network stiown it Figure 6.1 except that the pass
transistor has strength v;, and therefore we no longer have & resmctedlogxcal condiictance neétwork.

Equation 6.10 can be expanded s B
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Fig. 6.2. General Logical Conductance Network Example

=+ Ve Vi
MnVmey
= xrpen Ve

n
R
"

The above equations have the charging signals y lef out for simplicity. The minimum sofution of these
equations is ¥} = -y, &y = ~yy,:80d vy = -y}, giving a steady staie of 6-on ali-three nodes, just asone -
would expect. The relaxation method gives the sequences: -

q: A W M TV TV e

& A T Y2 2 Ty .-

LU U U2 A D T 2
The sequence converges with the signal xy; an nade ny, which ,sgrmerthaa the minimum value -y,
and therefore finds an extraneous solution with state X on node ny. .

This error arises due to an interplay between the effects of signal blacking(giving 2 noumonotosic

recurrence function), and the possibility of extraneous solutions of the equation. The network of Figure

6.2 has been contrived to cause this interplay. On the second relaxation step we introduce information

aboutthepa(hfromVDDton3insettinga3mﬂl,anddlisvalueisnotllesmanorequaltoﬂ)estwdy




-127 -

state signal -y;. Due to the presence of the self-loop at ny, this information wilk remain during further
relaxation steps. When the third relaxation step introduces information about the path from GND to ny
into a3, it combines with the old value of a3 to glve x-yl mstead of -71 Thus our relaxatirn method does
not take the effects of s1gnal blocktng into account properly and hence may reach an extraneous solution.
While this example seems rather contnved, snmlar effects can occur wrth more reahsttc (but larger)
The steady state signal for a general logical conductance network can be found by a method of
conditioned relaxations which first computes the strength of the steady state signal and then uses this
information while computing successive relaxations tqp;evgnt 3 node from being set to a nonnull signal
weaker than the steady state signal. For example suppose for the network shown in Frgure 6 2, we could
determme that the steady state srgnals will have strength 72 on nodes "l and n2 and wnll have strength 71\

on node ny. In generating the sequences of values on each node any tune our orrgtnal method would set

the node to a signal weaker than the steady state stgnal, we wrll tnstead set it to A. This gives the

following sequences:
L U T S I et/ Mt 3
I S e ¢ T 7 M £
ng o A A e Tk ; BRRTT

The .signal +yy is weaker than mesteady state signal for node "’1 and hence the first relaxation
computation at this node will give a value A. “Asa consequénce, the stgnalwltsnevef propagated to
node ny and will never create an extraneous srgnal. This example shows how the condmoned relaxatton
technique prevents extraneous sagnals from artsmg by kl!hng weak srgnals before they can become

extraneous. We will now prove fonnally that thrs method produces the correct results.
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16.5.1 Factored Equations

The method of conditioned relaxations can be derived formaﬂy by factoring the steady state signal
equation into its 1 and 0 parts, grvmg more tractable equatmns in the aigebra of s:gnal strengths. All
elements of E and G are null signals or have state X, which nnphes by equatnon 5. 19 that

HEoxh = REN*RxR = E<ix}
BGorlk = HIGRRrE = G-Urh

el = E<NxBTEyRT1GeNvR, (6.15)

which shows that # v § sal'.lsﬁesarecurrencerelauon ofthe fonn l rl = h(krh), wheremg function & is
monotonic. Recurrence relatwns fm’ l'v'l and LvJ can be denvcd as \vell.

Pl = Block(E > Fxl T Y11 GeIvl, ¥vD) (6.16)
Lvd = block(E*Lxd T Lyl 1 GeLvl Nol). (6.17)

Thus, if we could determine the value of §vl, we would have recurrence relations of the form
vl = f1(F¥7) and Lvd = fy(Lvd), where both f; and'f are monotonic functions. We will show later

that i v i, v, and Lyt must be the minimum solutions of their respective recurrence equations.
6.5.2 Recurrence Equations in the Strength Algebra

The minimum solution of a monotonic recurrence equamm in the strength algebra can be found by

a relaxation method similar to the one shown for the s:gnal algebra, as is proved in the followmg theomn.




-129-

Theorem 6.2.
For a monotonic function f:97 — 1, the equation
= fla)
has a unique minimum soluiion given by )
= = Im kg (6.18)
k—+ 00

where 0 denotes a vector of all 0’s. Furthermore, this limit will be reached for some k <nl¥|

The proof of this theorem parallels the proof of Theorem 6.1. For equatwns of the form of 6.15, the

minimum solution can be expressed in terms of the closure operation.

Corollary 6.2.1.
Foramamxcef‘xn andavectorbef‘ theequauon

a = bTG‘l,-

has a unique minimum solution given by

The proof of this corollary parallels the proof of Corollary 6.i.1. bbsewe that this rcﬁult holds for
strength values in unrestricted as well as restricted networks. - |

As a conclusion to our study of recurrence equations in the strength algebra, let us ook at the
relatmn between solutions of different equauons Deﬁne the relanon < between two functmns fandg
as f < g if and only if £ (a) < g(a) for all a. The followmg theorem shows that thxs relauon will mcn
hold between the minimum solutions of their respective recurrence equatnons. This theorem will prove

valuable in comparing the steady state signals of different logical conductance networks.
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Theorem 6.3.
If monotonic functions £:¥® — M and g : 4" — ¥ are ordered £ < g and 2™ and b"“arethe minimum

solutions to the equations -
a = fl)
b = g)
respectively, then
g < P
Proof of Theorem 6.3:

By induction on k f k(l‘)) <g k(O). and therefore

SRR P

|
This theorem is also a special case of one gwen by Scott whnch states that the least fixed pomt

operator is monotonic when applied to monotomc ﬁxmtaons.

6.5.3 Selution Technique
The followmg theorem shows that the minimum solunons of equatxons 6 15 6 16 and 6 17 do

mdeed lead to the value of the steady state sxgnal. '
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Theorem 6.4,

For a matrix G € %™ and a vector b€ AP, define G as G = xG. The unique minimum solution of
the equation a = f(a), where

f()i) bV Go. h 619

is given by - -y
= + A\

whereu"‘“andd"‘arethemmmumsoluﬁonsoftheequ%u ji(n)andd fp(d), respectively,
and the functions f; and f; are defined as: -
[ = bk TGemn : (620)

f@ = block(LbI T G4, 1), 63D

r= G enbL. ()

The proof of this theorem is given in Appendix I It serves mainly to confirm one’s intuition but
requires proving many subti points. Primarily,it involves showing. that the signal vector +u™* V -&**
satisfies the recurrence relation @ = f(a). It is then straightforward to prove that it must be the minimum
solution. o o

If we let the vecto; bin equaﬁonvl"ﬁi.lvé equal E ox V y thén we can apply Theqrem 6.4 to find the
steady state signal ». Alternatively, the Tesult of ‘this’theovént can be ‘éxpressed in’ 4 manner ‘more
suggestive of a sequencé of conditioned refaxations it i the ‘signal “algebra. Define the function

kil AX S~ A as
kil@b) = +block(Talb) V -block(Lalb). (623

In other words
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kil(a,b) = [ @ Wak=2Db
(.b) LA Ral<b.

This function expresses our technique of killing any signal weaker than>some éﬁéngth value. The

following corollary to Theorem 6.4 describes the method of conditior.cd relaxations.

Corollary 6.4.1.
ForamameE.‘l“xn andavectorbe .A“ 1fG|sdeﬁnedasG- xG then the minimum solution of
the equation @ = f(a) where

J@ = bV Goa

isgiven by i ‘ o
— im .
N '*},"_l_:—zwﬂ(” (624)
f(@ = kill(f(a), 1), (6.25)
and
r= G <Ubh

The proof of Coroflary 6.4.1 is given Appendix 1L - It proceeds by ﬁctonngthe function f* and
showing that
rto = +f,“(o) -fo"(o)

With this, one can easily see that the sequence will convememd‘" |

. The conditioned relaxation method stmeedswlmcthe straightfi

because the function f” is monotonic over the domain { 4| a < #™, and @ = block (a, ln"" )] },‘\yhereqs,
the function f may not be. Furthermore f' is closed over this domam Thus, when successive values of &
are formed by repeated apphcaﬂons of j‘ we wnll get a monotonic sequcnoe converging to a™, Tlm_
result is given as a corollary to the main theorem, because it does not generalize to switch-levél networks

containing transistors in the X state while the method given in the theorem does.

-
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6.6 The Target State

Returning to the problem of compuung the target state y of a sw1tch level network, where the
network may have conductance matnces in the sets { G } and { E} we saw that the target state could be
found by computing all poss:ble steady states y (G E) and then combmmg these possnble states with the
consnstency operatmn Ll Such an approach however would have exponentlal complexity if a large
number of transistors were in state x. Instead, we vnll denve a method of dlrectly computing y by
generalizing the method of Theorem 6.4. T -

To determine the target state yl of node n; we need only ﬁnd the range of values y (G E) can
assume. If some setting of G and E can be found whwh gives 1 or X for.y. ,(G E), .and some othersem
um—be found which gives 0 or X, then yi equals X: 1f; on the other hand, either of these two attempts
fails, then yl equals the state found by the other attempt. Deﬁne v(G E) as the vector of steady state
signals for the logrcal conductance: nawotk with condaetanoe matricetG and E. Then y l(G E) equals 1
or X if and only if (G, E)1 is greater than 0. Similarly, ¥ (G, £) equals 0'6¢ X if and only if Ly(G, E)
is greater than 0. This sugg&ts,that'the target. state of a node can be found by performing two
optimization processes. The first maximizes I"v. (G E)N for all posstble G and E giving a result u"’t whrle

the second maximizes Lvi(G, E)d givi'ng;a result d‘?‘i. These values can be combined to give the target

state:
- 1, u""t )0andd“"--0 , - (6.26)
Yi = 0, d°"' >0andu°"‘ =0
x ehe'

That i is, the target state will equal a proper value (0 or 1) lf and only 1f the correspondmg opttmmtton

process succeeds (obtains a nonzero value), while the other fails. This can be expressed by the following

equation:

Vi = <> L<-d"D>. 627)



At first this optimization approach might not seem to improve on the full enumeration technique.
It seems to call for a separate set of optimizations for each node, with each involving the trial of a number
of conductance matrices. Fortunately, these difficulties do not aﬁsé Instead, tﬁe values Iy, (G E)7 will
be maximized for all nodes with one particular palr of matrices G and E, and a similar result holds for
Lv(G, E)J. Furthermore, these values can be computed w:thout ever fmdmg the pamcular values of G
and E which give rise to them. Instead, the vectmsu""andd""can bcoomputed dxrectly by shghﬂy

modifying equations 6.20 and 6.21, as is shown in the followmg theorem.

Theorem 6.5.
The target state y of a switch-level network is given by
7 = <H™> U<, . | (628)

where u™ and d* are the minimum solutions of the equations w = g,(u) and d = gg(d), respectively,
and the functions g; and g, are defined as ‘

gi®) = bHock(E™+Tx11 Y11 G=*ur) . 6.29)
ggd) = bock(E™=-lxl T Lyl T G=-4d1), (6.30)
= G"‘"-(L‘"’ilxlj 1y0). : (63D

The full proof of Theorem 6.5 is given in Appendix H. k involves showing that

G, ‘ ‘ ; 6.32
{G}{E}n"( E), (6.32)

where u*™ equals the minimum solution of equation 6.29, and u'“(G E) equals the minimum solutlon of

the equatton u= fl(a) for

fiw) = block(ETxTT Y11 Geu G E-AxiTHyD).




-135-

That is u™(G, E) equals T'WG, E)1. We can see that u™ must be greater or equal to any u™(G, E) for
any Gin { G} and Ein { E } as follows. For any such G and E, G"™*<G<G™ and E""<E<E™, and
since block is monoténic in its first .argument and antimonotonic in its second, this implies that fl < 8-
Therefore Theorem 6.3 shéws that u*" must be greater than or equal to u™(G, E). To complete the
proof, we need only find a matrix G € { G } and a matrix E € { E } which give u™*(G, E) = u™. The
following matrices satisfy this requirement, although the proof is rather tedious:

gmh. yt = Qoru™ = 0
g = I j
] g‘“ uu, u°"‘i >0and u""‘j >0,

e“’“ij, I'xj'l >0.

et Fx1=0
& = { i
Observe that these matrices are defined in terms of the solutions they lead to. Our solution technique

bypasses the search for the optimal settings of G and E and yields the optimal solution directly. By

symmetry, one can see that a similar result holds for d**.
6.7 Explanation and Example of the Solution Method

Theorem 6.5 describes an efficient technique for computing the target state of an arbitrary

switch-level network. First we compute the vector r by applying the relaxation method to the equation
r = E™ellxi T hyll T G™er, (6.33)

which gives the same result as equation 6.31. The elements of r equal the strengths of the steady state
signals in the logical conductance network formed when only transistors in the 1 state are conducting,
since the equation involves the matrices E™ and G™". For any allowable values of G and E, any signal on
node n; with strength less than r; will be blocked regardless of the conductances of transistors in the X
state and hence can be killed. We then compute the vectors u™ and d® by applying the conditioned

relaxation method to equations 6.29 and 6.30. These computations consider transistors in both the 1 and
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X state to form logical conductances equal to their strengths, giving G™ and E™ in the first argument to
block in both equations, but any strength value on node n; less than r; is blocked. The ‘computations are
performed scparately for the 1 and 0 signals, so that a signal (represented by a strength value) will not be
killed if it could be the dominant signal for some set of transistor conductances. Signals of state X can be
considered to have both state 1 and state 0, and hence they enter iato both computations. ‘Once these
strength values have been found, they can be combined to give the mm :

This technique requires no enumg;aﬂgg over possubk: sets of transistor conductances whatsoever.
This method cannot be formulated as a meore hﬁiﬁve methol in ﬁessignal algebra, such as the method
shown in Corollary 6.4.1, because our opt_irrniz‘i_xt;Qn tﬁchmque does not correspond to the operation of any
single logical conductance network. Furﬂté&nbm,,‘hd §n1pkr method has been obtained for restricted
networks, because transistors in the X state in some ways resemble weak transistors. That is, the signal

paths in a restricted network cannot be analyzed independently when transistors in the X state are present.

Fig. 6.3. Switch-Level Network Example

7 x
mp— Ly
v
2
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This method can be illustrated by the example shown in Figure 63, representing an nMOS Nand
gate with both inputs equal to 1 connected to a pass transistor in state X. Assume that node 73 has size kg
and initial state 0. The recurrence equatioh for r can be wntten as

n =110in
rp = v T (plr
1'3 Kl.

"

The minimum solution of this set of equations is =1 ='y,, and 3 = K. The recurrence equation

for u™ can be written as

up = block(y; T (yalup) T (raduy) v
uy = block(y,luy, v9)
U3 = block (72 l Uz, Kl).

The minimum solution of this set of equations is u™; = u®™, = u™; = 0, indicating that regardless of
the conductance formed by the pass transistor, no signal with state 1 or X can form on any nodes. Even
though the i)ullup transistor provides a signal of strength +vy;, our computation correctly recognizes that
this signal will be blocked by the signal -y,. The recurrence equation for d* is

dy = block((yp1dp) T (va1d3). vp)
= block(y, T (o1 dp). 1p)

S-S
o

The minimum solution of this set of equations is d*| = d¥, = d™3 = y. Thus, ‘sivnce these values are
all nonzero, while the values of u™ are all 0, all three nodes have a target state 0.

If the same network has initial state 1 for n3, we would find ;hat u®™y = x;, while all other
elements of u™ and d*™ have the same values as before. This gives target states y; = ;2 = 0, and

')7'3 = X, indicating that the unknown'conductance of the pasé transistor creates an ambiguity in the target

state of node ny.
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6.8 Properties of the Target State

Now that we have a mathematical description of the target state, several useful properties can be

demonstrated.
6.8.1 Monotonicity

Our partial ordering of signal states ranks states according to how well defined they are. The state
L is underfined, i.e. it represents an absence of information. This state will never appear on a node jn a
switch-level network, because all nodes storerinfqmation dynamncally and hence can never be devoid of
state. The states 0 and 1 are well defined, i.c. meyaépreseﬂtaconsxstent degree of information. The state
X is overdefined, i.e. it represents conflicting infoﬁnation. The following &ieonem shows that the target
state function is monotonic for this ordering. This indicates that setting some node or tfansistor to X can

only lead to target states for some nodes equal to X which would otherwise equal Boolean values. -

Theorem 6.6.
Ifx<x'\y<y,z<1z then

arget(x,y,7) < target (x5, 7).

Proof of Theorem 6.6:
This theorem can be proved by comparing me'deriVatiOﬁ' of the target state for initial values XY,z
(which will be shown with unprimed values), with the derivation for initial values X', y', 2’ (which will be

shown with primed values.) Compare the function
gl(u) = block Ix11T Y171 G™en,r)
(™ 171G ur

with the function

g () = block(E™+Ix1 1 Iy11 G +ur),
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where

ro= GEs(E™egx¥ T-Ayl),

and

r o= G ET e x U T 8y W)

One can see from equations 6.1, 6.2, 6.3, and 6.4, that if z << z’ then
| Dol
G™

Emh
Gmh
E™
Gmn

v

4

AN IV

E™
G

Since the strengths of the initial stimulus signals are determined only by the node types and sizes,
fxl=NxNand iyl =Ny N Therefore r>r’. Furthermore, if x < x', then x < x’ and therefore
Ix1<Tx"1. Similarly, Fy1 < y1. Therefore g1 < g, and by Theorem 6.3, u™ < u®. By similar
reasoning, one can see that gy < g, and therefore 4 < d‘:"’", Observe that the function of b whose
value is <+b>» is monotonic, and therefore. <+u™y < <+ﬁ°""> and by similar reasoning

<-d» < €-d°""». Finally, by the monotonicity of L
larget(x,y3,7) = <™ [ €-d"> < <+u™> U £-d™> = warget(x,Y, 7). [ |

The monotonicity property then extends to the functions stepy and phase.

Corollary 6.6.1.
Ifx<x'andy <y then

step(y) < stepyAY).
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Proof of Corollary 6.6.1:

One can sce from the table in Section 2.5 that trans(x, y) < trans(x', y'). Therefore

step,(y) = target(x,y, trans(x,y)) < target(x',y', trans(x’,y)) = step A(y'). ]

Corollary 6.6.1.
Ifx<x'andy <y’ then

phase(x,y) < phase(x',y’).

Proof of Corollary 6.6.1:

By Corollary 6.6.1 and induction on k,
step X(y) < step K(y).

Therefore

— lim k lim Koy = ' 1
phase(x, y) Ly o0 1P o < L oy o0 StePx () = phase(x',Y).

These results show that the presence of an X value on a node can only lead to new network states which

have some nodes set to X which would otherwise be set to Boolean values.
6.8.2 Stability of the Target State

The target state is claimed to be the set of states which the normal nodes would eventually reach if
the input nodes and transistor states were held in states x and z, and the normal nodes were initialized to
state y, To really prove this, we must show that once the network reaches the target state, it will stay there
until some input node or transistor changes state. While this stability can readily be seen for the steady
state of a logical conductance network, it is less clear for the target state of a switch-level network. The

following theorem eliminates any such doubts,
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Theorem 6.7.
If Y = target(x,y, ), then ¥ = target (x, ¥, 2).

The proof of this theorem is also given in Appendix II. It involves st}owing that the terms I’y‘l and
Ly in equations 6.29 and 6.30 can be replaced with terms 'y and L y J where  is the vector of signals

with ith element having state equal to the target state y; and strength equal to the node size cap;.
6.9 Summary

Our entire development of the switch-level model so far can be summarized by three equations

T = EPclxlTAyET G¥er (6.33)
u = block(E®+Fx11 y11G*=*ur) (6.29)
d = block(E*=eLxl1 Lyl T G™+dr). ' (6.30)

By finding the minimum solution of the first equation and thenusing this value in computing the
minimum solutions of the other two, we obtain two vectors of strerigth values 4™ and d™ from which the

target state for each node canbe computed as

. 1, u°"l>0andd°"‘l =0 | (6'26)
Vi = 4 0, d™>0amdu =0
X, else.

Consider how far we have progressed from the electrical circuit-oriented view of the switch-level model
provided by the original definition of the target state in Chapter 2. This new method involves only simple
operations in a discrete algebra, and the equations can be solved by a straightforward iterative method. -
Furthermore, it finds whether nodes are sensitive to the unknown conductances formed by transistors in-
the X state (and hence should have target state X) without enumerating over possible combinations of
transistor conductances. Thus, it can be implemented by a very efficient computer algorithm as is shown

in the next chapter.
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7. Simulation Algorithms
7.1 Introduction

Theorem 6.5 defines a straightforward method for computing the target state function, and this
method can be implemented by an efficient e;lgoﬁthm to serve as the basis of a switch-level simulator., By
exploiting the locality of both the interconnections and the activities in the netwvork, the program can
achieve a performance comparable to logic gate simulators. First a unit delay simulation algorithm is
presented which provides the same functionality as the program MOSSIM [9] for designs which can be
described in the MOSSIM network model. Next, it is shown that a slight modification yields a simulator
with a timing model similar to Terman’s program [5], although the functionality of the two algorithms
differ significantly. The new algorithm differs greatly in its style from both of these previous algorithms,
largely because it is based on solving equations in a well-defined mathematical domain rather than on the
intuitive ideas of the simulator designers. These simulation algorithms are compared and contrasted
toward the end of the chapter. Some performance data from MOSSIM are presented to demonstrate the
performance characteristics of switch-level simulation and how it compares to logic gate simulation. All
algorithmns are presented as "Pidgin Algol" programs as defined in Aho, Hopcroft, and Ullman [1}.

Before delving into the details of the simulation algorithm, let us consider its intended mode of use.
Suppose the design to be simulated will operate as a synchronous circuit with a conservative clocking
scheme. That is, some external set of clock signals will be provided through input nodes which control
the sequential operation of the circuit such that as long as these clocks run slowly enough, no timing
errors can occur. Each clock cycle can be subdivided into a set of simulation phases (called "epochs” in
Mead and Conway [37]) where during each phase, all clock and data inputs remain constant. For

example, a two-phase, nonoverlapping clock contains four such simulation phases:
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Durmg each phase the circuit has sufﬁcxent tlme to stabnllae

To model the functlonallty of such a cn'cmt, a snmulator can sunply compute the state m whlch the
network would settle for each phase of each clock cycle settlng the clock and data inputs to new values
between the phases. The functlon phase deﬁned in Chapter 2 as phase(x y) = X —:m step (y) serves
this purpose. To the user, this techmque provides the effect of a umt delay nmlng model in whxch
trans1stors switch one time unit (i.c. on the next computatlon of stepx) aﬁer thelr gate nodes change state,
Such a techmque provides only hmnted information about the speed of the actual c1rcu1t, but gives an
indication of the l‘unctlon computed The characteristics of tlns and other nmmg models are discussed in
Chapter 8. o | |

This technique has been apphed to sxmulatmg self-umed systems [36] as well, in which activities
may occur independently and asynchronously Each phase then corresponds toa part1cu1ar settmg of the
input data and control s1gnals, and it is assumed that the cxrcmt wxll settle before the mputs are changed.

Although actual circuits may not obey these assumptlons almost all can be modeled as if they did.
1.2 Complexity Model

In a switch-level network, each node could be connected to every other node by any number of
transistors, giving an unbounded number of transxstors relanve to the number of nodes. In practice,
however, the number of transistors grows only hnearly w1th the number of nodes due to the limited
connectivity allowed by a two-dimensional integrated ctrcult chip and to electrical and functional
considerations. To evaluate simulation algorithms, we should have a model of the complexity of
networks which more closely matches actual circuits. The’ follqwing set of assumptions has been observed

to hold for a variety of designs, although it has not been subjected to a rigorous study.
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Define the connectivity set of a node as the set of uansistom f‘oﬁvhlch the node serves as the source
or drain connection and the connectivity degree as the size of ms set. The fanout set of a node is defined
as the set of transistors for which the node serves as the gate connection, and the ﬁmout degree is deﬁned
as the size of this seL An informal study of a vanety of desrgns has shown that almost all nonnal nodes
have connectrvrty degree less than 5. Excephons mclude large busses and the output nodes of large Nor
gates1 Input nodes, especrally VDD and GND however may have a hrgh degree of connectmty A-
s1mrlar staumc holds for fanout degree wrth the excepuon of nodes provrdmg ma;or control srgnals such
as clocks and reset or enablmg commands. |

We w1ll assume the network may contam 0(1) (i.e. a constant number) of mput nodes each with
O(n) fanout and connectmty degree where n is the number of normal nodes. An 0(1) subset of the
normal nodes may also each have O(n) fanout and connecttvrty degree but the remammg normal uodes
must each have O(1) fanout and connectivity degree From either the fanout or the connectrvrty
assumptrons, one can see that the network can oontam only O(n) tmnsrstors. ~ - |

The sparseness ofi mterconnecuons ina logrc destgn leads to a locallzatzon of the actrvmes. When a
node changes state, generally only a small number of nodes wxll be dlrectly affected. Funhermore, in
most synchronous designs, each lomc element wiIl be acﬂvated only a small number of times dunng each
clock cycle. That is, during a single simulation phase, information will only propagate from the outputs
of one set of storage elements through some combmattonal logrc to the mputs of other (or perhaps the
same) storage elements. Even allowrng for a small number of dynauuc hazards (trans1ent pulses caused
by unequal path delays) each node will change state only 0(1) ttmes dunng each phme In fact,

experience has shown that often significantly fewer state changes occur, For example in a random access

1. Structures involving many transistors of the same strength and type connected in parallel, such as
large Nor gates could be simulated more efficiendy if they were modeled by special "multi-transistors™
which have multiple gate nodes, any of which can activate the switch. A simple count of the number of
gate nodes in the X and 1 state would indicate the state of such an element.
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memory, only a small percentage of the nodes change state during each clock cycle. While this example
represents an extreme case, most networks contain only a small number of active elements at any given

time.
7.3 Sparse and Incremental Equations

Our complexity model shows that the connectivity in the network is very sparse, and that changes in
the network state occur only incrementally, i.e. a small number of nodes at a time. A well-designed
simulation algorithm can exploit both of these reductions in complexity and thereby achieve considerably
better performance than would a naive implementation of the matrix equations. These techniques will be
demonstrated by developing algorithms for solving sparse and incremental equations in the strength

algebra,
7.3.1 Sparse Equations

Suppose we wish to find the minimum solution of the equation a = f(a) where f:¥ — $™ can be

expressed as
. = . T o .
@k = b1 ne p/i® (7.1)

The set P, is called the adjacency set of node n; and in our application will equal the set of normal nodes
connected to the node by transistors in the 1 or X state. We will assume that all connections are
bidirectional, i.e. n; € Pj if and only if n € P;. Furthermore the function f is assumed to be both
monotonic and passive. The general definition of passive functions is described in Appendix II, but for

the function f above implies that for all indices i and j and all strength valuss s, f ij(s) <s
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As an example the function f; defined in equation 6.20 as

£@) = bock(CH1 1 Geoa ) (620

can be expressed in this form with b; = block (T'5;1, ri) and f ij(aj) = block (gij l 3, ;). One can see that
/3 is both monotonic and passive. This example also motivates the térm "pawve" which corresponds to
the property that a signlal ;:ouplgd through a logxcal canductance can never be increased in strength. This
example also demonstrates how the locality of interconnections in the network lead to sparse matrix
equations. Element ij of matrix G can:only be greater than Oxf atranststorm ‘the 1 or X state connects
nodcs n; and nj. By our assumptiops about netwg{k connectnvﬁy,lPil can beO(n) for only o) va]ues of
i, and must be O(1) otherwise. Therefore Z| P mustbe O(n).

The following program solves this equation where S denotes some data structure such as a stack in

which elements can be inserted (push) and removed (pop) in unit time. The order in which elements are

removed is unimportant.
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procedure SOLVEI(f):
begin
S—@;
for i — 1 until ndo
begin
- bil '
push(S, n,);
dpnei — false
end; '
while S 5 @ do
begin
n; + pop(S);
if donej = false then
begin
donej +— lrue,
foreachn, € PJ do
if f ij(aj) > a; then
begin
3 — fi@);
done; — faise
push(S, n;)
end
end v
end;
retum(a)
end

The procedure SOLVEL] resembles the relaxation method outlined in Chapter 4, except that it tn'o;s
to minimize the amount of combutation by comput?ng v;the effects éf a node vglué ‘onzadjacent nodes only
when the value changes. It starts by setting all nodes to the initial values given by b and placing thg node‘sm
in the list S. At any time, any node n in the list for which dongj equa)s Jalse has had a new value assigned
to 3, the effect of which has not been probagated tonelghbonngnodes: The pfocedure performs a series
of relaxations, each of which starts by selecting a node uJ from' S such that donej equals false. The effect
of the value 3 on each neighboring node in PJ ie. f ij(aj) is computed, and if this exceeds the previous
value on the neighboring node, the neighbor is updated and placed in the list with done; set to false. This
may lead to duplications in the list S, because n; may already be on it. The flag done;, however, provides

a means of checking whether the effects of the node value :Qril_:'adjacent node values have alr,eadyr been
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computed. This technique eliminates the need to test a node for membership in S before adding it to s.!
These relaxations continue until all nodes are consistent with one another, i.e. any further relaxations
would have no effect. -

The correctness of the‘ procedure SOLVEI relies only on the monowiﬁljci;ypf f. This can be proved
by inductive assertion on the number of relaxation steps (i.e. executioh; of !iiéh\‘ﬁhi;lzg loop body.) Let ak
equal the value of the array a after k steps. It is claimed that for any k, b ﬁ"ak < a"‘" and for any j such
that done; equals true, f ij(aj) <a for all i in 1"J This clégiﬂ‘y ho‘l‘ds_ at the start, because
b=al= £(0) < a™ and donej equals false for all j. Now supposélmis aﬁe;tion holds after relaxation

step k. A relaxation step involves propagating values according to-the set of functions f i and therefore

ak < akt1 < a¥ 1 1(ak), which gives
b < af <okl < Kraad) < amersam = e

Furthermore, the second part of the assertion clearly holds,{because the program sets donej to false any
time 3 has been changed and only sets it to frue once the effects of the new value haye, been computed.
By induction the assertion must hold when the procedure terminates with donej equal to‘ true for all j.
This implies that for the final value of the vector a, a; > fy(a) for alli andj. We also know that a>b
for all i, and hence a > f(a). By the monotonicity of / and induction on k, a > /(@) for all k, and

therefore

Ii li _
a > k_wak_(a) > Im kg = a

. k—-+00"
Combining this inequality with the inequality of the induction assertion gives a = # whea SOLVEI

terminates.

1. One could test the flag done; before inserting a node in § to avoid duplication in S, but the method
given here leads more naturally to our further developments,
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To analyze the complexity of this procedure, observe that a node is pushed on Sonly»when its value
is increased. Thus each node n; can only be pushed a maximum of ITI dmes; each ’ame causmg at most
one relaxation step requiring | 7, | operauons Therefore the algonthm has comexny less than or equal
o OCZI #1 Py 1) = O T1-2| ;) = O( #|-n).

The following example shows that this degree of complexity' can hétii’kal'ly‘ be lf_ealized. Definebasa

i £

vector of decreasing strength values followed by 0's, i.e.

by =L 7p+1*i’ ==
i Kppgrlop PHISISP*Y
. 0,  pretI<isn
Let | = {nz},P ={n, 1} and P, = {n I H_l}forlﬂ(n De'ﬁnefuasmeidenmy function
for nj € P;. This example corresponds to a linear chain of normal nodes with the nodes havmg initial
signals of decreasing strength. Suppose that S is implemented as a snack and thamdes are selected from
each set P in order of their subscripts. SOLVE1 will ﬁrst set all nodes " such thati > p+qto xy, and
then it will set all nodes n; such that i > p-+¢-1 to xy, and S0 on throsgh all possible strength values until
finally ail nodes are set to y P Thus, the worst case complexity of a SOLVE] equals O(} ¥ |-n).

For most MOS networks we can assume that ¥ is a very small set. For example, the network model
of MOSSIM can be implemented with = {0, KL Yp Y2 }. Therefore SOLVEI provides a linear and
hence optimal solution. Nonetheless, our )wOrst case example shows that SOLVE] can waste much effort
in propagating values which will only be overridden later. A slight refinement, however, leads to an

algorithm with complexity O(n). It replaces the list S with and array ef lists B, with one list for each

possible strength value.
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procedure SOLVEX(f):
begin
- for each s € ¥ do Bs] — &;
fori — 1 untilndo
begin
. ae—by
push(Bfa;], ny);
cnd: t
PROPAGATE(B, a, f);

return{a)
end

In this program node n; is inserted into the stack corresponding to the initial value b;. The procedure
PROPAGATE, defined below, then spreads these values through the network.

procedure PROPAGATE(B, a, f): -
begin
S vy
repeat
begin ,
while B{s] 7 & do
begin
n; + pop(BisD;
if done; = false then
begin
done; «— true;
[init; — false]]
for each m; € P] do

if fi:(2) > a; them
0

el

ond

The function pred in this procedure is the predecessor function for ¥, That is, pred (0) = 0, and fors> 0,
pred (s) equals the greatest element of I less than s. This function is used to enumerate the strength values ‘

in descending order. The line cnclosed in square brackets is required for our next extension of the
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algorithm,

The procedure SOLVE2? operates much like SOLVE], except that a node is selected for relaxation
only if it has maximal strength of all nodes for which done; equals false. It does this by keeping the nodes
on separate lists according tb their strengths and going through these lists in decreasing order. It relies on
the passiveness of f to assure that if a node of maximal strength is selected for relaxation, no nodés will be
set to greater strength during the remainder of the computation. Therefore each node is selected for
relaxation only once, and hence the complexity of SOLVE2 equals O(] P; [) = O(n). It is unclear whether
SOLVE2 will actually achieve a better performance than SOLVE], because the cost of implementing the
array of stacks might exceed the gain in efficiency. This depends on the details of the programming
language as well as on the networks to be simulated. Nonetheless, we shall pursue the algorithm for

SOLVE?2 for further development.
7.3.2 Incremental Equations

As an extension of this technique, suppose that we have computed the minimum solution a™" of the
equation a = f(a) with f defined by equation 7.1 and now wish to find the minimum solution a™ of the
equation a = f”(a), where

[f'(a)]i = bli T ”j GT P lfl ij(aj)’
and f' obeys the same restrictioﬁs as f. Furthermore, assume that b'i differs from b, for only a small
number of values of i, that f 'ij differs from f° i for only a small number of values of i and j, and that
P # P, for only a small number of values of i.
For the example of the function /i given earlier, the differences between b; and b'i reflect changing

input node states or changing connections to input nodes. The differences between f ij and f ’ij and

between P; and P i reflect changing connections between normal nodes.
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The differences between the functions f and f” can be regarded as perturbations of the function f.
That is node n; is perturbed if b; 5% b, P, # P, f, i #f ij o fii #f i Such a perturbation can only
affect nodes in the vicinity of node n;, where i is defined to be in the vicinity of #; if there exists some

path from ; ton in ihe graph with edges defined by the connectivity sets P’ r Thus, the new equation
can be solved "incrementally”, by only computing new values for those nodes in the vicinity of a
perturbed node.

procedure INCR_SOLVE(S, f, a):

begin :
E + @;
for each i such that b, £ b’, or P, £ P} or fij ;éj“ij or fji 7éf'ji do
begin
E—EU{n}k
done; «— false
end;
for each s € ¥ do B[s] — 9;
for each n; € E such that done; = false do
begin
INITIALIZE(n;, ', a, B);
PROPAGATE(B, a, 1)
end;
return(a)
end

The procedure INITIALIZE sets all nodes in the vicinity of #; to the initial values given by VY, using a
depth-first search technique for finding all connected nodes in a graph as is described in Aho, Hopcroft,
and Ullman [1]. The flag initi is used to indicate whether the node has already been initialized. It is
assumed to equal false at the start of the program and is also set to false by the procedure PROPAGATE
once the relaxations begin. The procedure also places each initialized node into the appropriate list in the

array B.
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procedure INITIALIZE(n;, b,a, B):
if init; = false
then
begin
initi +— [rue;
b
push(Bla;], m);
for each nj € P do
INITIALIZE(nj, b', a, B)
end

The procedure PROPAGATE has already been given. It will take the initial values set by INITIALIZE
and spread them through the network in the vicinity of the perturbation. Observe that the flag done; is
used for two purposes. It is used by the procedure INCR_SOLVE to avoid redundant computations
when two perturbed nodes are in the same vicinity. It is also used by the procedure PROPAGATE to
take care of the case where a node has been moved to a new list but has not been deleted from the old.
The complexity of the procedure INCR_SOLVE is proportional to the number of nodes in the
vicinity of a perturbed node. This can range from O(1) to O(n). In any case, the procedure is close to
optimal, because it only looks at nodes in the vicinity of perturbations. A truly optimal algorithm would

only look at a node if its value will change, but this is hard to achieve.
7.4 Unit Delay Simulation Algorithm

Theorem 6.5 shows that the target state can be computed by solving equations for r, u®®, and d** in
the strength algebra. We will now drop the superscripts on u and d. As the phase simulation progresses,
these values change only incrementally. Thus the techniques developed in the previous section lead
directly to ’an algorithm for a switch-level simulator. In the following programs it is assumed that the
network structure and state information as well as the vectors r, u and d are available as global variables
and need not be passed as arguments. Only an outline of the algorithm will be given here, because it

involves many details and requires further development of the proper set of data structures.



The program PHASE shown below computes the fasiction .

phasetx,y) = s:ep,“m o @3)

It takes advantage of the fact that each computation of stepx mvoh&s enly incremental changes to the
network state. The procedure is given a list of node-statg pmm as ana:gpment. Each element of this list
is of the form <’y x>, mdlcatmg a new settmg for an input node or ( s ., mdlcatmg a new setting for a
}m‘)rmal node. 'I‘he variable "x;gwyal" represents some glggxent:of thxshst. In g»,eggravl,vonly‘ input nodes
will be changed, because in.an actual circuit only these nodes are accessible externally.

procedure PHASE(A):

begin

E—@2;
for each newval € A do

SET_NODF(newval);

E~EU PER'IURB_NODE(newval)
SET_TRANSISTORS(newval);

E — E U PERTURB_TRANSISTOR S(newval)

while E 5£ & do
- E ~ STEK(E)
end
The procedure SET_NODE updates the node state, and mepmoedure PER'IURB,NODE places those
normal nodes perturbed by this change in the list E as well as sets the flags done; to false for these nodes.
That is, a changing input node will perturb all normal nodes connected by conducting transistors, while a
changing normal node will perturb only itscif. The procedure SET_TRANSISTORS updates the state of
every transistor in the fanout set of the node, whidle the procedure PERTURB_TRANSISTORS places
each normal node for which a transistor in its connectivity set has changed state in the list E and sets the
flags done; to false for these nodes. The procedure STEP simulates the effects of the perturbations on the
nodes in E which then creates a new set of perturbations to be simulated. This process continues until a

stable state is reached, i.e. no perturbations remain,
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The procedure STEP is shown below.
procedure STEP(E):
begin
A~
for each n €. E such that donei = falsedo
A — A U UPDATE(n);
E — @;
for each newval € A do
begin
SET_TRANSISTOR S(newval);
E +— E U PERTURB_TRANSISTORS(newval)
end;
return(E)
end
The procedure STEP selects a node from the list of perturbed nodes and calls the procedure UPDATE to
compute the new states of all nodes in the vicinity of the selected node. Those nodes which change state
during this process are accumulated in a list A. Once the effects of all perturbations have been simulated,
the transistors in the fanout sets of nodes in A are set to their new states. This will cause new
perturbations which are accumulated in the new list E. Observe that the procedure PERTURB_NODE
need not be called, because by Theorem 6.7. the target state will remain stable unless either an input node
or transistor changes state. By changing the transistor states only after all perturbations have been
simulated, the procedure STEP creates the effect of all node states changing simultaneously and then all
transistor states changing simultaneously. This implements a timing model in which transistors switch

one time unit after their gate nodes change state.

The procedure UPDATE is shown below. It applies the technique shown in the procedure

INCR_SOLVE to solve the equations

r = E™elixl T hyl T G™or (6.33)
u = block(E™Ix1 1T Ty11 G™ ey, 1) (6.29)
d = block(E™«Lxl 1 Lyl T G™d,r). (6.30)

From these the value of the target state is computed for each node as



1, up>0anddy=9. - . . (6.26)
0,d;>0andy; =0
X, else.

“«<
[N
i

Each node which changes state is placed in a list, along with its new valoe.
procedure UPDATE(n;)
begin ,
for each s € Bis} do Bls] — &;
INITIALIZE_R(n;, B);
PROPAGATE_R(B);

INITIALIZE_U(n; B);
PROPAGATE_U(B):

INITIALIZE_D(n;, B);
PROPAGATE_IXB);

A — UPDATE_STATE(n);

retum(A)
end

The remaining procedures will not be given.

The speed of the procedure UPDATE could be in'!pr_qyed for the case where no paths of conducting
transistors from m; to input nodes or other normal nodes contamtraxmstors ‘in the X state. Suppose
furthermore that all paths from #; to other normal Anode_s contaig‘ 991){ tranststors pf strength Yy Then
Corollary 6.1.1 shows that the steady state s:gnal for every node connected by some path to #; can be
found by combining the initial signals on these nodes using the operation V, and the state of this signal
equals the target state of all of these nodes. The procedure INlTIALIZE_R couldcheck yhgther this
particular condition exists, and if so a procedﬁre could be called to pcrformtms computauon, and then
the nodes could be set to the state of this sign:al., This computation invoive; considerably less effort than
computing r, u, and d. Considering that in most simulations the X state arises only rarely once the X’s
present at the start of the simulation have been fdjmed‘away, such an optimization could provide a

substantial spced gain. For the case where some normal nodes are connected by transistors with strength
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less than Yp (i.e. an unrestricted network) we could employ the method of Corollary 6.4.1 to find the
steady state signals and consequently the target states. This method, however, may not provide a
significant savings over the original method. |

Our network comple);ity gives a rather weak bound on the complexity of PHASE. If we assume
that each node changes state only O(1) times, then the total number of perturbations to the network will
be proportional to the sum of the fanout degrees of all nodes, which is O(n). However, a perturbation
may require O(n) operation to simulate its effects, although such cases are rare. This gives a total
2)_

complexity of O(n Such complexity is achieved only by highly contrived examples, however.

Experience has shown that typical networks require at most O(n) operations per phase.
1.5 Pseudo Unit Delay Simulation Algorithm

The algorithm presented in the previous section carefully holds all transistors fixed until all
perturbations have been simulated, thereby creating the effect of all nodes changing state simultaneously
and then all transistors switching simultaneously one time unit later. If we instead switch transistors
immediately after their gate nodes change state, we obtain an algorithm with many characteristics of a
unit delay simulator but in which all events are ordered. The characteristics of this timing model are

discussed further in Chapter 8.
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procedure PHASE2(A):
begin
E e~ @:
for each newval € A do
begin
SET_NODE(newval);
E — E U PERTURB_NODE(newval);
SET_TRANSISTORS(newval);
- E— EUPERTURB_TRANSISTOR S(newval)
end;

while E £ @ do
begin
ny +— dequeue(E);
if done; = false then
begin
for each newval € A do
begin
SET_TRANSISTORS(newval);
E — E U PERTURB_TRANSISTOR S(newval)
end
end
end
end

In this procedure, elements are removed from the list E in first-in, first-out order so that the effects of
simultaneous perturbations will be simulated before any subsequent effects are simulated. As a result, the
algorithm provides a similar timing model to the unit delay algorithm, even though the list E evolves

continuously during the simulatjon phase rather than being repeatedly filled and emptied.
7.6 Comparison to Other Switch-Level Simulators

Both MOSSIM [9] and the simulator developed by Terman [5] are designed along similar lines to

the ones described here. A comparison between these three simulators serves to highlight some issues in

simulator design.
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1.6.1 MOSSIM

For networks which can be described in the MOSSIM network model, the unit delay simulation
algorithm presented here will produce the same results as MOSSIM. The two programs, however, differ
greatly in their internal structure. |

MOSSIM precedes thé simulation by a relatively complex network analysis, primarily to partition
the network in a way which allows selective updating. At the start of this analysis each input node is
replicated to give a separate copy for each transistor in its connectivity set. Then the network is
partitioned into transistor groups with each group corresponding to a connected component in the
undirected graph with a vertex for each node and an edge between each pair of vertices corresponding to
the source and drain nodes of a transistor. This partitioning divides the network into components which

interact only through fanout connections, i.e. from a node in one group to a transistor gate in another.

Fig. 7.1. A MOSSIM Network Partitioned into Transistor Groups

% pullup node

* normal node
>— inputnode
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Since we assume the gate node is electrically isolated from the source and drain, such a connection is
purely unidirectional and depends only on the state of the node srgnal and not on its strength. Thus each
transrstor group can be wnewed as a logrc block wrth mputs, outputs, and mtemal state and which
communicates with other blocks only wrth logtc values 0 1 and X. An example of a MOSSIM network
partitioned into transnstor groups is shown in Frgure 71. A srmrlar pamuomng method has been used by
researchers at the Nrppon Blectnc Company in an analog sxmulator to achleve a localtzauon of actwmes
[42] Although Our new algonthm does not requrre tlus parunontng. s:reh a htechmque provrdes a way of
mtroducmg some degree of structure into the network Thts stmctunng has several applrcatrons that wrll
bedescnbedshortly | S

Dunng the srmulanon a transistor group need only be srmulated when one of its mputs has
changed 'Ihrs tends to restnct the sunulauon to the actrve pomons of the network thereby achtevmg
some of the effect of the mcremental updatmg techmque used mthe new algonthm. MOSSIM however
can only take advantage of the satic locality in the petwork, i.ec. that which can be detected without
considering transistor states. The new aigasithm slso thkes:advantage. ofidpsasiic Jocality!in -which the
source and drain nodes of a transistor in the 0 state are alsoconadered electrically isolated. Thus, only
nodes connected by paths of conducting transistorsto a pemn'bed node need be‘updawd. This added
selectlvely should yreld some gam m speed.

MOSSIM also uses a sasmﬂcantly different méthod bf updatmg a set of nodes followmg a
perturbatlon It exploits the lhct that in 2 restncted setwork a set of normal nodes connected by
uansrsmmmmelstatewmaamnmesametatgetmﬁw&showlmcmhwﬁll MOSSIM
simulates a transistor group by pa‘r”!iuonmg the nonnalnodqm a grogp xnm equi\ralenee classes and
computing the steady state stgnal for each class, i rgnqnng all transnstors m tc X state. Then the effects of
transistors in the X state are sunulated by first forming a "supergraph” wrth a vemx for each equtvalenoe

class and an cdge between two veruces if a transistor in the X state has rts source node in one class and its

drain node in the other. This supergraph is inspected to see which classes should be set to X because of
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possible connections to classcs with different state and greater or equal strength.

The MOSSIM algorithm has several drawbacks which:motivated the new approach. First, the
initial network analysis, as well as the computation of equivalcznce classeg supergraphs, and so on involves
a great deal of dynamic stbrage :aliucati(m. This requires mucl.;’ éoﬁipgtaﬁonal effort and cannot be
programmed easily in 1?{‘_‘8““3“ which lack automa@g heap sm@{ge;mapaggmenn "I'hc newvalgorit_hm, in
contrast, utilizes only recursive procedure calls and data structyres such as sets and a small array of stacks.
Fprthermore, the MOSSIM algpri;hm cannot be egt_gnded to ugrgstricted networks easily. Althqugh aset
of nodes connected by transistors wnth strength v, and state 1 in an Iugrest;igteq network yill form an
equivalence class with the same target state, the computation of this state becomes much more difficult,
While almost all MOS desagns can_“be descﬁbed as Vre’stri:ctedd‘lrx‘c‘ty\yo(ks, kﬂ\e Vgrea:t’ekr generglity of the new

algorithm gives added flexibility.
7.6.2 Terman’s Simulator

The algorithm used in Terman’s simulator provides a timing model similar >t‘o the pseudo unit delay
algo;imm presented here. These twg :Elgon'ttyné differ si_gnj_f‘t_camly in; tl_leir;ﬁmctionalibty and internal
smémre, howeyer. |

Terman’s program deals only with restricted networks. For nodes connected by paths of transistors
in the 1 -state, it crom\binesA the mmal signhls on the nodes vnth an opefat.ion’ k\similar to thevopération Vv,
just as-was suggested to improve the procedure UPDATE. As mentioned in Section 2.9, however, charge
sharing is simulated by real-valued capacitances.. ‘For nodes conaected:by transistors in the X state it
attempts to encode infom;zgtion about ;he _petwq;k oondmon iqgo gqgiﬁqg@l“"s_tatejs"; and_propaga_tg this
infoqnaﬁon much as it does the other states _(wﬁ}ch can be lji{l\’g_enefi, }to‘ gignals.) However, the small
number of additional states provides insufficient detail about ghe netwgrk cqn_dition, and this fofces a
rather inaccurate simulation. Furthermore, simply adding more statcs would not correct this problem,

because it seems as if an accurate algorithm requires two passes over the set of nodes: the first to perform



- 162 -

a pre-conditioning step and the second to compute the new sode states. ‘The functionality of Tenman’s

algorithm can be expressed in the signal algebra (except for-charge sharingyas: -~

L[ <G EY, (G ) = (G B

T ™ B o @B

That is, a node is set to X unless it has the same steady state signal when all transistors in the X state are
fully conducting as when they are nonconducting, Furﬂ\ermorewhencharged nodes in different states
are corinected by transistors in the X state, no attempt is made to take their relative capacitances into
account. Instead these nodes are set o X. As was shown in Section 29, one has little choiée'in this case,
because real-valued capacitances and transistor in the X state (apparently) cannot be dealt with
consistently. It can be shown that Terman’s algorithm S more conservativé than the one given here,
except when charge sharing is involved. That is, whenever it sets a node too or 1 ourssets tﬁe nodem
the same value, but in some cases it may set a node to X when ours sets the node to 0 or 1. To sce this,
recall that for a restricted network, both G™® and G™= mmtbeelementsof{o,yp}“xn, and therefore
any matrix in the set { G } must also obey this property. Let E equal any matrix in the set { E} and G
equal any mamx in the sctb{ G} Equa&oﬁ 5.17 shows that o is monotonic for Wm mpresenﬁns

conductance matrices. Therefore for any e € AR

xE™ox V yV xG™oa < xEox VyV xGoa < xE™ox V yV xG™og

and furthermore, these functions are monotonic in & AMW&M&MMM
KE™. E™) < HG.E) < w6™ ™)

If %(G™, E™) = v(G™,E™), then (G,E)= Y {(G™ E™) for any GE{G]} and E€{E}.

Therefore ;i = ¥ {(G™*, E™). “Thus, for the cases in which Terman's simulator sets a node to 0 or 1,

mnssetsittoﬂxesamevalue,excmtwhen&trgcs!mﬁng’sinM
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Fig. 7.2. Inaccuracies in Terman’s Simulator
Initial Correct Simulation
Value Result Result

é . ﬁ}__x y 0 1 X
El——x y 1 | 1 X

X
1 ¥y 1 1 X

As the examples in Figure 7.2 show, however, Terman’s algorithm may set a node to X when it
clearly should set it to 0 or 1. These examples are shown in the MOSSIM network model in which the
pullup resistor corresponds to a d-type transistor of strength y;, while all other transistors are n-type
~ transistors of strength y,. In the first example the node is being driven to 1 by a transistor of strength vy
in the 1 state and a transistor of strength y, in the X state. The node will have a different steady state
signal if the second transistor is conducting or nonconducting, and hence Terman’s program will set it to
x. The state of the steady state signal will be 1 in either case, and hence the node should be set to 1. The
second example shows a similar result when a normal node is initially charged to 1, and then connected
by a transistor in the X state to VDD. In the third example, if the transistor had zero conductance, node
ny would stay charged at 1, while if it has nonzero conductance, the two nodes will share charge but ny
will remain above the positive logic threshold. Therefore ny has a target state of 1, but Terman’s program

sets it to X. In many other cases, however, such as in simulating logic gates with some inputs in the X
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Fig. 7.2. Inaccuracies in Terman’s Simulator
Initial Correct Simulation
Value  Result Result
- y 0 1 X
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As the ‘examples in Figure 7.2 show, hidwever, ‘Tetman’s ‘algorithitn may ‘set a node to X when it

clearty should set it to 0 or 1. These examples are shiown it the MOSSIM ‘network model in which the

pullup resistor corresponds to a d-type transistor of strefigttl y;, while ali ‘other transistors are n-type
 transistéits of strength v5: I the first exinnple the node Is being driven t01 by a trafisistor of strength y,
in the 't state and a transistor of strength v, in the X state.” Phie node Wil have a different steady state
signal if the second transistor i conducting or nonconducting -and herice Térman’s program will set it to
X. The state of the steady state signal will be 1 in cither case; and herice the riode should be sétto 1. The
second example shows a simitar result when 4 normal node’K inidafly charged to 1, and then connected

ST

by a transistor in the X state-to VDD,  In the third examplé, if thé fransistor had 2ero conductance, node

ny would stay charged at 1, while if it has nonzero conductance, the two nodes will share charge but m
will remain above the positive logic threshold. Therefore n, has a target state of 1, but Terman’s program

sets it to X. In many other cases, however, such as in simulating logic gates with some inputs in the X
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As a further application of mixed-level simulation, in most MOS designs certain transistor
configurations arise very often and can be replaced by their functional representations to improve the
simulator speed. For example, MOSSIM recognizes the transistor configurations corresponding to.6
different nMOS logic eleménts: inverter, Nand, Nor, and each of these logic gates with a single pass
transistor on its output. MOSSIM performs this optimization only when the configuration comprises an
entire transistor group. Since transistor groups interact with one another only through fanout
connections, each group has a clearly defined set of inputs and outputs. Hence the functionality of the
transistor configuration can be guaranteed to match the functionality of the logic gate. For example,
group 02 in Figure 7.1 can only behave as an inverter, and group G4 can only behave as an inverter with
pass transistor. These optimizations affect only the speed of the simulation and not its functionality. This
cautious approach overlooks other possible optimizations but involves no guesswork. With MOSSIM
these optimizations are performed during the network analysis prior to simulation and entail little
additional effort because the network must be partitioned into transistor groups anyway. With the new
algorithm, no such partitioning is required unless the optimizations are to be performed, and hence the
added cost of applying them becomes much higher. However, for networks which will be simulated over
long sequences of inputs, the net savings can be significant.

Implementing a mixed-level simulator requires small extensions of the procedures PHASE and
STEP given earlier. In addition to maintaining the list of perturbed nodes E, we must also maintain a list
of perturbed function blocks F, i.e. those blocks for which some input has changed since the most recent
updating. When the procedure PERTURB_TRANSISTORS is called to find which nodes are perturbed
when a changing node state causes a changing transistor state, we should also call the procedure
PERTURB_BLOCKS which will add any block to the list F which is perturbed by the changing node
state. In the procedure STEP, blocks in the list F should be simulated and the nodes at their outputs
should be set to their new states. Any node which changes state is added to the list A. With this

implementation function blocks will be simulated much as they are in traditional event-driven logic gate
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simulators.
1.8 Performance of MOSSIM

* Although the algorithms presented in this chapter have not bee implemented, their performance
should be comparable to MOSSIM. Thus we can use the performance of MOSSIM as a measure of the
speed of switch-level simufation. Furthermore, ‘since MOSSEM can: réplace trangistor configurations
corresponding to certain logic gates by a gate-level representation, we can cotnpare the relative speeds of
switch-level and logic gate simulation.

MOSSIM is written. in the language, CLU [26]. All times were measured on a DEC 20/60. While
the program, programming language, and computer system have been: designéd tgrprovide reasonable
performance, there is room for speed improvements in aH three areas.

Table 7.1 lists the characteristics of six different binary counter circuits, three each of two basic
designs. Both designs have the circuit shown in Figure 7.3 for-sach-bit position. Data is stored
dynamically, and no initialization circuitry has been included. The chain of half adders forms a
carry-ripple adder. The two designs differ in how the half adders are implemented. The first, called
CNTR, utilizes four Nand gates and an inverter to impiement the suit -and carry logic in' a conventional

way. The second, called MCNTR utilizes a pre-charged:Manchester carry chain as shown in Mead and

Program 7.1 Test Case Networks

Name Transistors " Logic Gates
CNTRI10-OPT 0 70
CNTR10-UNOPT 200 0
CNTR16-OPT 0 112
MCNTRI10-OPT 124 52
MCNTRI10-UNOPT 258 0o
MCNTRI16-OPT 200 84

* includes depletion mode transistors
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Fig. 7.3. One Bit of Counter Circuit
Phil carry in

| J
sum
5 {>O— Ag:li |

Phi2 carry out

Conway [28, p.150] to implement the carry logic and a selector logic blotk [28, p.152] to implement the
sum logic. This design achieves high speed by pre-charging each bit position in the carry chain on each
clock cycle, so that the carry lines are never driven through load transistors.

Both designs were tried in 10 and 16 bit versions (e.g. CNTR10 and CNTR16). The suffix "OPT"
for the entries in Table 7.I indicates that MOSSIM replaced the transistors for whatever logic gates it
could find with the logic gate representation. The suffix "UNOPT" indicates that the network.was
simulated entirely at a transistor level. As can be seen, the conventional counter design can be replaced
entirely by a gate level representation, while in the other design only 50% of the network (measured by
the number of transistors) could be replaced. Experience has shown that between 50% and 80% of typical
designs can be represented at a gate level.

Table 7.1 gives performance data for the six circuits. All times are measured in CPU milliseconds
per clock cycle. Best and worst case times were measured by finding which cases minimized or
maximized the time, while average times were measured by averaging 1024 clock cycles. The best and

worst case times could not be measured with complete accuracy for the faster circuits.
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Program 7.11. Performance Statistics
CPU milliseconds / clock cycle simulated

Circuit average best worst
CNTR10-OPT 30 30 - 70

CNTRIGC-UNOPT 95 70 20
CNTR16-OPT u 30 110
MCNTRIOOPT 300 260 20
MCNTRIO-UNOPT 400 %0 440
MCNTRI6-OPT 490 - 450 530

First let us consider the data for CNTR. The transistor level simulation requires 3 times longer than
the gate level simulation. This provndes a measure of speed of a simulator which operates at a transistor
level relatwe to one which operates at a logic gate level Furthermore 1f the srmulator were deslgned only
to simulate lognc gate circuits, its speed could be nnproved further Noneﬂxem it shows that the speed
of a switch-level simulator can approach that of a loglc gate sxmulator Observe that the best and woxst
case times dxffer greatly Thls mdlcates that unless the carry propagates a long way durmg a clock cycle,
large pomons of the network remain macuve Thrs is also seen in the 16 bxt vers:on where the average

time is only slightly hrgher than for the 10 bit version, but the worst case nme grows in pmporuon to the
networkm , , R s

" The data for MCNTR indicate much different performance characteristics for this design than for a
c:onvemionkalj gate Mplenrehieﬁm The 'cimuit requires up to 13 umes hnser (for ﬁle 16 bit verslon) than
CNTR. This difference is due largely to the greater amount of actmty mMCNTR. On every cloek cycle,
all carrylmes are pre-charged, and smcethe sumlogic dependson the carry valms. the srmulator will first
comphte the sum based on the pre-dnarged veioe and then on the final carry value. Furthermore,
tmnsnentx statesanseduetosneakpathsmmepush-pulldriversforthewn'ycmmandmemlogle.
causing many more acnvmes to be simulated. Thus, the amount of actmty in the network is almost
independent of the length of the carry propagate. This is indicated by the closeness of the best and worst

case times and by the fact that the simulation time grows in direct proportion to the network size. Note
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also that in replacing 50% of the network with logic gate representations, we improve the speed by 25%,
showing t_hat these optimizations do not provide a major performance gain.

These measurements indicate that the performance of a switch-level simulatof can. §a1;y widely
depending on the nature of the d@it to be simulated. For cincuits implemented mostly with logic gates,
the activity is highly localized and much of the design can be simulated at a gate level. For designs using
more exotic techniques such as pre-charged and pass. transistor logic, activity occurs throughout the
circuit and a larger ponbnmustbe simulated at the transistor level - In either case, however, the

simulation time grows at most linearly with the.network size.
7.9 Summary |

Unlike previous switch-level simulators which were based: solely on the intuitions of the designers,
the algorithms presented here are based on a mathematical theory. This provides a framework much like
numerical analysts have in which problems are formulated as.a set of equations, and the goal becomes to
find efficient algorithms to solvé them. In our case, the simulation algorithm relies mainly on a technique
for solving recurrence equations in. the strength algebra. By studying this simplified and more abstract
problem, one can see more clearly the trade-offs between algorithmic complexity and simplicity of
implementation. Furthermore, the algorithms can be proved correct. The characteristics of equations
which arise in simulating MOS networks such as sparseness and locality of changes can be exploited to
obtain an algorithm which is particularly.efficient for this application,

| Once the basic unit delay algorithm has been developed, it-can be altered to provide a slightly
different timing algorithm or extended to improve the.efficiency and generality of the simulator. It can
be seen that switch-level simulation can be combined with logic gate and functional simulation so that the

best features of each may be utilized.
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8. Timing Models
8.1 Introduction

The unit delay algorithm presented in Chapter 7 simulates the network as moving through a
sequence of target states. To the external viewer, this provides a timing model in: which a transistor
switches one time unit after its gate node changes state; but in which sigaals propagate along paths of
conducting transistors instantaneously. For comnion implementations of inverters; Nand gates, and Nor
gates, such as those shown in Figure 2.2, this-algorithm also-simsulates jogi¢ gates as having unit delay. ‘In
this chapter, the modeling of time in MOS circuits will be investigated in terms of bom s1mulatmgthe
functional behavior of a design and detecting timing errors. Example networks will be iivén cb;xtaining
logic gates. It is assumed that these gates are implemented in one-of the styles shown in Figare 2.2, all of
which behave identicaily from a logical poiat of view.

As was mentioned in Chapter 2, switch-level networks share many commonalities with relay and
logic gate networks when viewed as systems computing logical functions. The target state provides the
basic characterization of the logical function computed by a switch-fevel network. It gives the node states
created by the network in response to the current states. Thus it desctibes the excitarion of the network
much as the excitation of a Boolean gate network [20] is definied us the output values of all logic gates as
functions of their current im;im values. Many of the thooretical techiniques and algorithms developed for
logic gate networks (and relay networks) can be adapted to the switch-level model. ‘In-doing so0, however,
several characteristics of MOS systems must be kept in mind.

First, the sheer size of MOS LS1 systetns imposes constraints on the. practicality and usefulness of
many techniques. Such tools a3 Karnaugh maps [20] and flow tables [22, 43] require a complete
enumeration of all possible network statcs, which would grow exponentisly with the number of nodes.
Such techniques can only be applied to smail sections of a design. In fact, any algorithm with nonlinear

time complexity must be viewed with skepticism for networks in which the elcments number in the
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thousands. Similarly, any tool which requires "hints" from the user such as the location of feedback
paths, state variables, or delays becomes unwieldy for large networks, unless this information can be
derived algorithmically from some source such as the layout specification. This problem becomes even
greater as LSI designs are generated by automated or partially automated systems, because the designer
may not have the intimate knowledge of the network required to provide such hints. Thus the desire to
handle large networks and to implement any technique as a computer algorithm changes the standards by
which techniques are measured.

As a further point, switch-level networks differ from networks in other logic models in that the X
level can arise during normal network operation due either to short circuits or improper charge sharing.
For example, sneak paths between input nodes in different states often arise in pass transistor logic
circuits such as the push-pull drivers used in output pads [28, p.165]. Generally these error conditions
occur transiently and have no effect on the ultimate network behavior. The presence of X states may not
indicate a badly designed circuit but only a temporary ambiguity in the network operation which must be
scrutinized to see how far it propagates. This contrasts with logic gate models in which either Boolean
behavior is assumed at all times or at least that an X value can only arise as the result of other Xs.
Techniques developed for other logic models often require modification to handle the X state.

Traditional assumptions about sources of delay in digital systems do not apply to MOS circuits,
either. Most analytic techniques for asynchronous circuits [22, 29, 43], assume that delays occur only in
logic elements (gate delay) and not in wires (line delay.) Furthermore, they assume that a logic element
will respond to all inputs simultaneously. This would require in MOS implementations of logic gates,
such as those shown in Figure 2.2, that all transistors respond to changing input signals at the same rate.
Such an assumption may not hold, because p-type and n-type devices may have different timing
characteristics, and even transistors of the same type may not behave identically due to variations in
geometry, fabrication details, and stray capacitances. A timing model for MOS circuits should allow each

transistor to have an independent switching time. With this degree of generality, however, we can also
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model tine delay by incorporating it into the switching times of the transistors with their gates attached to
the wire. Furthermore, transit delay (the time required for a signal to travel through a conducting
transistor) can usually be modeled by incorporating it into the switching time of the transistor. ‘Thus, a
timing model which allows arbitrary delay times for each transistor can ‘model all forms of delays i an
MOS circuit. Given that wiring delays are predicted to dominate in futare V181 circuits [36], the ability
to model wiring delays may play an important role. Many ‘of the traditional analytic tools, however,
cannot deal with this degree of generality.

As a final, and somewhat more optimistic note, much of the concern about timing-in traditional
logic design need not concern the MOS designer. - Most MOS: systéms: are designed to operate
synchronously with conservative clocking schemes. For example, in-a properly designed circuit with a
two-phase, nonoverlapping clocking scheme {28}, no malfinctions due to timing can arise as fong as the
clocks run stewly enough for the circuit to settle during each time epoch, but fast enough to avoid the loss
of stored charge. These methodologies have been adopted, in fact, to compensate for the difficulty in
accurately predicting the exact time behavior of MOS cifcuits, especially if the design is to operate
correctly despite variations in Fabrication and despite the inability to fine tune circuits once they have
been fabricated. For such systens, almost any timing model wouid provide sufficient accuracy to test the
functionality of a design. However, timing still remains an issae for those designs in which relative path
delays can affect the logical behavior and for ascertaining that a design can operate at a particular

clocking rate.
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8.2 Simulation Timing Models

Much attention has been focused on timing models for logic gate simulators. Some of these

techniques will be described and their suitability for switch-level simulation will be discussed.
8.2.1 Unit Delay

To implement a unit delay model the simulator computes the excitation of the network and then
sets the node states to these values. This model has been used successfully in both logic gate and
switch-level [9] simulators. It provides the same level of accuracy as logic designers use when they analyze
timing by counting logic gate delays. This suffices to model the functionality of a a wide variety of
designs, because very few circuits rely on a path with fewer logic gates having a longer delay than a path
with more. A unit delay model, however, may deceive the logic designer who finds that a design can be
made to simulate correctly if extra delays (e.g. inverter pairs) are inserted along some paths. Often the
actual circuit cannot be corrected so easily because of factors such as the assymetric rise and fail times of
ratioed logic gates and the inexact behavior of the circuit during transitions.

Unit delay simulators can fail to terminate, both in cases where the actual circuit would run
indefinitely, and in cases where the actual circuit would settle. For example, a simulation of an inverter
ring would not terminate, such as the one formed when the input to the network shown in Figure 8.1a is
set to 1, because the circuit would run indefinitely. More importantly, the circuit shown in Figure 8.1b
has a critical race if the input is changed to 1, but eventually the slight differences in the two Nand gate
delays would cause the conflict to be resolved (although not with a predictable outcome.) With a unit
delay simulator, however, both logic gates are simulated as having the exact same delay and the
oscillations continue indefinitely. As a practical matter, this problem has arisen only a few times out of
many siniulation runs by many users. The conditions leading to these oscillations seldom appear in real

designs. This nontermination due to perfectly matched delays can create major difficulties, however, if
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Fig. 8.1. Networks for Which Simulation May Not Terminate
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the simulator tries to initialize the network nodes to states other than X, because a naive choice could well
create effects similar to the example in Figure 8.1b. To prevent nonterminating simulations, the
simulation program can be designed to halt after a maximum number of unit steps, with this limit set

according to the network size.
8.2.2 Pseudo Unit Delay Simulation

A pseudo unit delay simulator proceeds by computing the excitation of a set of nodes resulting from
an event selected from an event list, where each event indicates a perturbation in the network state. These
nodes are then set to their excitations and any resulting perturbations are added as events to the end of
the event list. This process continues until the event list is empty, indicating that the network is in a stable
state. As long as the event list is maintained as a first-in, first-out queue, this simulator resembles a unit
delay simulator in that if two nodes are perturbed simultaneously, the effects of both will be simulated
before any perturbations they cause are simulated. However, activities which are modeled as occurring
simultaneously (and hence independently) in a unit delay simulator will be ordered, and hence one may
affect the other. This ordering will depend on the internal details of the simulation program and to the
user will appear unpredictable. Such a simulator would terminate for the example shown in Figure 8.1b,
although not in a predictable way, because the simulator would arbitrarily select one logic gate to simulate
before the other. The network shown in Figure 8.1c, however, has a similar form of critical race, but a
pseudo unit delay simulator would fail to terminate, because in following a FIFO discipline the simulator
would alterpate between the upper and lower chains, giving the effect of perfectly matched delays. One
should note, however, that this example is very contrived, whereas networks like that of Figure 8.1b are
quitc common. Itis not known whether less pathological examples would fail to terminate with a pseudo
unit delay simulation in cases where the actual circuit would reach a stable state. Circuits with
nonterminating behavior such as the inverter ring shown in Figure 8.1a will have nonterminating

simulations. Thus, a pseudo unit dclay simulator partially solves the problem of unbounded oscillations,
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but at the expense of introducing some degree of unpredictability. This technique:has been used

successfully in a switch-level simulator {5].
8.2.3 Zero Delay

To implement a zero delay model [12] all feedback paths must be_broken such that the system
becomes a combinational network, computing a ﬁmctioxi from Lt:he mputs and current values of the state
variables to the outputs and new values of the state variables, Each pass:theough the network appears to
occur instantaneously, and hence the term "zero delay”. This model assuthes the circuit is free of critical -
races. With this approach an .ordering can: be placed on the network elements sach that each element is
simulated at most once during a pass, thereby achieving greater efficiency than either a unit delay or
pseudo unit delay simulator. Simulations of networks such as those shown in Figures 8.1b and 8.1¢ would
terminate, assuming that the paths in both cases are broken in only one place, although-a simulation of
the network shown in Figure 8.1a-would not. Such a technique would apply to MOS. networks only if the
feedback loops could be identified automatically. Finding a minimum set:of feedback:loops is known to
be an NP-complete problem [17], but’ for most applications a set which is aot minimunt would suffice. If
an algorithm chooses to break the paths in Figures 8.1b and 8.1c in two:places, hewever, a noaterminating
simulation could result. Furthermore, the user would have little understanding of the simulation timing
unless informed of the points at which feedback paths are broken. - A zero delay model has appareatly not

been tried in a switch-level simulator,
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8.2.4 Continuous Time

Many logic gate simulators introduce a continuous time measure by allowing the user to assign
delay times to the logic elements and using a time-ordered event list schéduler.  Some-even allow logic
gates to have different rise and fall times [44), to model logic gates mmoedcimun& Such a technique
has been proposed: for. switcﬁ-levd simulation with' the network parameters which determine the delay
computed by a layout analyzer [5]. With MOS circuits, however, delays are%*‘aﬁéebedf%_y many -details |
which the switch-level model ignores, such as both the linear and non'l‘_vir_near effects of transistors, the
threshold voltages, the capacitive loadings (which maychange durmg operatxon) énd tﬁe exactr 'Qol(agé
waveforms on the nodes. As one tries: to take such details into-account, it becomes-difficult to achieve a
consistent level of detail without resorting to a-full scale analog simulation. An inaccurate simulation
would create more problems than it would solve, becasse users tend to place great: faith in numerical
results even if they have no validity.

Perhaps the most promising approach is to find lewer and upper bounds on- the circuit delay by -
applying only simplifications of the analog:behavior which can be guaranteed either conservative or
optimistic. The user can then tighten the bounds by increasing the level of detail at which the circuit is -
simulated, until it can shown that the required timing _condms will e-met~ Recent work: by Glasser
[18] takes important steps in. finding thesekinds of simplifications; but much more work is required
before it becomes a practical simulation tool. This form of simulation would provide the most reliable-

verification of the ability of a circuit to operate at a particularclocking rage.
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8.2.5 Summary

None of the models listed above will satisfy all users at all timies. . However, the unit-delay and
pseudo unit delay models stand out for their simplicity, understandability, and consistency with the level
of detail which the switch-level model is intended to provide: To-choose between these two, one must
compare the value of greater predictability against the value of a greater (but not total) immunity 0

nonterminating simuiations.
8.3 Analysis of Timing by Ternary Simulation

Rather than introducing a continuous time model into a'm-iexeltsimum, one might best
leave such a level of detail to analog simulators where it ‘can ‘be handled accurately. Instead, the
switch-level simulator could be used to identify those portions of a system which warrant closer timing
analysis by analog simulation or some other technique. This would allow the more powerful (but more
expensive) tools to be applied just where they are needed. For exampie; the speed of a synchronous
circuit is often: limited by a single critical path, such as the carry chain of an adder.: A unit-delay simulator:
could generally find this path by finding which nodes changed state during the last unit step of a
simulation phase and then working backward.

A method known as ternary sinudation has been developed to detect possible hazards and critical
races in logic gate circuits without introducing 2 continueus time model 31, 23,4& This w:mqaema
the X state to represent the ambmtycasedb;anadenmfmﬂ 01o0rtte0 Temary
simulation techniques can also be applied to switch-level networks to detect possible sources of timing
errors. These parts of the circuit can then cither be redesigned o analyzed by more detailed methods

such as circuit simulation.
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8.3.1 Algorithm

The algorithm for a ternary simulation of MOS networks can be described in terms of the function
phase. Suppose a switch-level network is in a stable state y, i.e. y = step,(y), and we ish to simulate the
effects of changing the input nodes to state x'. The resulting state y’ is computed as

q +— phase(x LIx',y)

Y + phasex’, q).
That is, first all nodes ki for which X £ x'j are set to X, and the network is simulated until it settles. Then
the input nodes are set to their final values x’ and the network is again simulated until it settles. For logic
gate networks implemented with transistor circuits such as those shown in Figure 2.2, this algorithm
reduces to the one proposed by Brzozowski and Yoeli [11] for logic gate networks. Ternary simulation
requires only slightly more effort than the unit delay simulator described earlier. Observe, however, that
the X state will now become the most prevalent state during the simulation, because every time a node
makes a transition, it must go through the state X. For the method to provide useful information, the X
state must be simulated accurately and efficiently. The algorithms presented in Chapter 7 satisfy these
requirements.

It is claimed that each node n; will have a new state y’i equal to 0 or 1 if and only if it would have
this unique state regardless of the magnitude of any delays in the circuit. Any nodes sensitive to network
delays will have y'i equal to X. This claim has not been proved formally, although it can be motivated
informally, and weaker statements have been proved.

The ternary simulation method will first be motivated informally. In setting the input nodes to
x LI x|, all inputs which may be changing simultaneously are set to X, indicating that their exact values
cannot be ascertained. In the first computation of phase, these X’s are propagated to all nodes which are
sensitive to the input node transitions, including into the feedback paths corresponding to unstable state

variables. In the second computation of phase, the final values of the input nodes are propagated to any



- 180 -

nodes which are combinational functions of the inputs and of any stable state variables. If a feedback
loop has developed containing all X’s, however, these nodes and any nodes dependent on them will
remain in the X state, because the behavior of the actual circuit would depend on the exact delays in the
feedback paths. The éssumption made in our logic model that a set of transistors with the same gate node
may behave independently when the gate node is in the X state gives the effect of each transistor
responding to a transition at an independent rate. Thus a node will be set to 0 or 1 if and only if it has
this unique state regardless of the transistor switching delays in the circuit.

For example, the network shown in Figure 8.2 contains a 2-out-of-3 majority with its output fed
directly to one input and through an inverter to another. An MOS implementation of the majority gate is
shown by Seitz in Mead and Conway [37, p.255]. The output of this gate equals 1 or 0 if at least two
inputs equal 1 or 0, respectively, and equals X otherwise. The reader can also verify that an MOS
inverter in our model will have output X if its input equals X. Suppose initially that x1=0,y=0,
¥ = 1, and that we change x; from 0 to 1. Assuming unbounded transistor switching delays (or
equivalently unbounded line delays), there will be a critical race depending on the relative delays in the

two feedback paths. A ternary simulation would first set xjto X, and then compute the new state X for

Fig. 8.2. Ternary Simulation Example
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both nodes ny and ny. Thus, feedback leops have developed containing only X’s. When x; is then set to
1, both ny and n will remain at X, indicating a critical race. This example demonstrates that a Muller
C-element {(consisting: of a majority gate with-its output: fed back to ofie of its inputs) implemented in
MOS may malfunction if ltsfeedhack path contains an excessive delay. Ini-fact, Definis and Patil have
shown [14] that a C-element cannot be constructed which- is gaaranteed:to function despite arbitrary line

delays.
8.3.2 Theoretical Results

Brzozowski and Yoeli [11] have proved that an algorithm similar to the one shown here will set a
node in a logic gate network to 0 or 1 only ifit has ﬁﬁssuﬁiqaemfmmof {ogic gate delays. Some
networks which would function properly assuming only unbounded:logic gate defays, such as the
example of Figure 8.2, however, may have nodes:set to X. Fhese authors conjecture, ‘but do net prove,
that their algorithm will set a node te 0 or 1 if and only if'#t has this unique state regardless of both garte
and kine delays. Their proof relies primarily on the monotonicity of the excitation function for the partial
ordering 0 << X and 1 < X. Their proof also assumes that a logic network-normally contains only nodes
with Boolean logic states, but this requirement can be relaxed. ‘The excitation function for the
switch-level model is step,, and we have already seen by Theorem 66 that it is monotonic. Thus,
Brzozowski and Yoeli’s proof can be applied to show that for'y' resulting from the termary simulation;
each element y'; will equal 0 or 1 only if it has this unique state' regurdiess of the transistor switching
delays, with the restriction that transistors with the same gate node must. have :tve same delay.
Furthermore, a proof of their conjecture could be applied to show that each element y'; will equal:0-or 1 .

if and only if it has this unique state for arbitrary transistor switching delays.
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Brzozowski and Yoeli’s proof also shows that the ternary algorithm will always terminate after a
linear number of simulation steps (in the number of nodes.) ‘For example, the simulations of all three
networks shown in Figure 8.1 will terminate, (but with the nodes in the: X: state.) Even though such
circuits as the inverter ring shown in. Figure-8.12 will rus indefinitely, their ternary simulations wil
terminate. Thus, the worst.case perfarmance of ternary simaulation is better than that of any of the timing
models described previously. In practice, this potential gain is offset by the larger number of node

transitions and the greater cffort required to simulate the effects of the X state. \
8.3.3 Application

A ternary simulation would provide useful results for synchronous systems, because a well designed.: -
synchronous system shouid contain no critical races-under any delay model.- Timing errorsean only arise. -
as a result of insufficient-clock intervals, and these should be. checked by critical path amalysis. For -
asynchronous systems, on the other hand, Dennis and Patil f14] have shown:that no: nentrivial sequential
circuits can be built which will functien correctly. despite arbitrafy line delays. - For examiple, the Muller
C-element forms the cornerstone of most speed independent circuit designs [29], and .we have already
seen how it can fail with ternary simulation. A ternary simulation of most asynchronous circuits would
overwhelm the user with X’s and provide little information-about the design. Unger {43} describes how
delay-elements could beintrbduoedinm a tesnary simulation. By inserting delay elements into carefully
selected feedback  paths, circuits. can be made to snuue ‘in a ‘reasonsble manner. This style of
asynchronous design, however, has limited application in MOS. LSI, because it requires too-much

fine-tuning of the circuit,



-183-

8.4 Toward a Simulator for Self-Timed Systems

In some design disciplines, timing constraints are assumed to hold within small regions of the
circuit, but as long as these constraints are satisfied the system will function correctly regardless of the
delays in other parts of the circuit. For example, many speed-independent designs require only that the
C-elements operate properly.. Seitz has proposed a class of systems called self-timed systems [36] in which
particular timing constraints can only be assumed to hold within equipotential regions, while arbitrary
delays may be incurred by any communication between regions. This methodology allows much
flexibility in the design style, because a subsystem contained within a single equipotential region can be
implemented with a synchronous or asynchronous circuit, or recursively as a self-timed system.
Self-timed systems may also have overlapping equipotential regions, but we will not consider this
possibility. Ternary simulation would provide a useful tool for testing self-timed systems if it were
applied only to those portions which are to function correctly despite arbiirary network delays. The
simulator should only model the functionality of those portions for which particular timing conditions are
assumed to hold, thereby providing the appropriate stimulus to the portions simulated by the ternary
algorithm.,

Such a simulator would have many advantages over detecting timing errors with a continuous time
model simulator. With a continuous time simulator, numerous cases must be simulated with slight
changes in operating conditions and network parameters. Even a poorly designed circuit may simulate
acceptably due to a chance combination of input conditions, element parameters, and simulation model.
With ternary simulation all possible forms of uncertainty due to timing are condensed into a single state
and hence a single simulation run analyzes many cases simultaneously, always finding the worst case
behavior. With a self-timed system simulator, the user could isolate small regions of the design for which
particular time behavior is assumed to hold. These regions could be tested extensively be a very accurate

circuit simulation. Then the simulator tests the hypothesis that as long as these regions function correctly,
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the entire design will be insensitive to other circuit delays.

A system could be simulated in this manner if the regions of the circuit for which ternary simulation
| is to be applied were separated from those regions to be modeled with a pseudo unit delay simulation by
special network eleménts as will be described informally. These elements serve to convert between the
two modes of simulation. Regions may only be connected through fanout connections, i.e. from a node
in one region to the gate of a trunsistor in another.

Ramp elements convert the 0-1 and 1-0 transitions resulting from a pseudo unit delay simulation to
0-X-1 and 1-X-0 transitions for the ternary simulation. When the input to a ramp element changes, the
output is first set to X, initiating a transition event, an indication of which is placed on a special event list.
Any time a perturbatioh resulting from a transition event causes an X to propagate to a node, this change
also becomes a transition event. Events are selected from the normal event list only when the transition
event list is empty. The simulation is continued until the network settles (i.e. both event lists are
emptied), at which time the X’s will have propagated as far as possible. Then the simulator sets the
outputs of those ramp elements with output equal to X to their input values, and the effects of these
events are simulated until the network settles. It can be seen that the combination of ramp elements and
this scheduling algorithm leads to a ternary simulation of those regions with ramp elements at their
inputs.

Trigger Elements convert the 0-X-1 and 1-X-0 transitions resulﬁng‘ from a ternary simulation into
0-1 and 1-0 transitions. That is, if a transition event causes the input to a trigger element to be set to X,
the output is held in its previous state. When the input is set to a new state by a normal event, the output
is set to this state. In this way, the X states arising from the ternary simulation will be blocked from

entering regions for which the simulator is only to model the functionality.
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While this simulation technique has not yet been implemented, it shows great promise as a tool for

locating possible timing errors in self-timed systems.
8.5 Summary

The relatively simple unit delay and pseudo unit delay timing models have proved adequate for
modeling the functional behavior of both synchronous and self-timed systems. These models provide
little information about possible timing errors, but for circuits designed with. conservative clocking
schemes, such information is et required. - A continuous time siodel simulator would prove most useful
for verifying that a circuit can sustain a particular clocking: rate. Such a simulator should try to plaoe
lower and upper bounds on circuit performance by: applying only. smpkfmﬁons which can be
guaranteed conservative or optimistic. It should-allow the user to-tightea these bounds by increasing the
level of detail at which the circuit is modeléd. Ternary and seif-timed system simulators provide a
powerful tool for detecting critical races. Unlike analog simulators, whick can only verify a design for a
particular set of circuit delays, these simulators can verify a design for:all possible sets of circuit delays,

except for small regions in which particular timing conditions must be assamed to hold.
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9. Conclusions
9.1 Final Thoughts

The value of the swifch-level model ‘has already been proved by extensive experience ﬁm
switch-level simulators. These slmuhlms have shown great versatility and accuracy in modeling the
logical behavior of systems constructed using many different architectural and circuit design techniques.
Furthermore, they utilize only information about the actual: structure of the design such as can be
obtained from the mask specifications. By operating at a logical level, switch-level simulators achieve
performances approaching those of logic gate simulators.

This thesis has demenstrated that the switch-level model can also be developed into a mathematical
description of the behavior of MOS logic circuits. This allows a rigorous derivation of equations to
express the operation of a netwark from which simulation algorithms can be derived and proved correct.
These new algorithms improve on previous algorithms which were based on the programmer’s intuition.

The degree of generality allowed by the switch-level model does not come without its costs. . As
compared to relay and logic gate models, our mathematical model seesas much more complex and
intractable. A long and difficult process was required to derive the basic simulation technique. This
difficulty stems partly from the novelty of the model. The switch-level model cannot be described
adequately by such well-developed concepts as Boolean and linear algebras, and hence we were forced to
develop a new abstraction and justify it in terms of an electrical model. Furthermore, the switch-level
model supports a much richer variety of circuit and architectural design techniques than do traditional
logic ’model& The Mead and Conway approach to custom LSI design differs from other approaches such
as polycells [33] and gate arrays [19] in that it allows the designer to select from the entire variety of
different design techniques and even tailor the individual devices to provide many trade-offs between
speed, power, density, and ease of design. To provide sufficient expressive power for this level of

generality, a logic model must be more complex than logic gate models, but as has been shown this



generality need not come through ad hoc extensions. -

Unlike commercial LSl designs, however,. Mead and Conway encourage the use of structured
design methodologies and simplified design techniques:. This permits a heavy reliance on computerized:
design and analysis tools to' replace. the many hours of highly skiuled labor used: to produce commercial
LSI designs. The tools can be designed along the lines of this:methodelogy, thereby achieving better
performance and encouraging the user to produce well structured designs. With the emphasis shifting
away from techniques appropriate for humans-to-those appropgiate -for computer implementation,
techniques should be judged primarily on their ability- to be implemented:as computerized tools. In this
regard switch-level simulators compare favorably with- logic gate simulators and" greatly outperform

analog simulators.:
9.2 Suggestions for Further Research

Thus far, the switch-level model has oaly been implemented in: the form of logic simulators with
simple timing models. . mem:appmuons have demenstrated the value of the switch-level model,
they represent only the beginnings of an entire class of tools for MOS design. - The swiich-level model
helps bridge the gap between the views of an LSI design as an electrical circuit or as a piece of artwork

and the view as a system which computes a logical function.. .
9.2.1 Simulation

Simulation will always play an important role ‘in: the :LSI design process. Humans have a
remarkable ability t0. synthesize designs, often applying great cleverness in selecting from a scemingly
- endless range of possible approaches. However, many. hours of tedieus-werk-and much self-discipline are
required to generate a totally correct design by hand. Computers, in contrast; lack the kind of cleverness.
and intuition which goes into novel and original designs but will: willingly perform tasks which humans

find impossibly dull. Thus a natural complement is formed with computers verifying the designs and -
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ideas produced by humans. Simulation provides just that form of verification. It directly tests the
functionality of a design in much less time and at much less cost than' the preduction of prototypes.
Furthermore, it can often provide more information: than can reasonably be measured from an actual
implementation of a deugn.

Future logic simulators could provide more rigorous checks of the correctaess of a design. Unlike
current simulators, which try to provide as much generality as possible, the simulator could be tailored
toward a particular design methodology to check whethersthe design adheres to this methodology. Manay
of these checks can be added with little additional complexity.

A slight modification of the algorithm given in Chapter 7 would yield a simulator which provides a
more rigorous test of CMOS designs. In CMOS, node voltages correspond to valid logic levels only if

they very nearly equal 0.0 or V44. Even the threshold voltage drop remltmg fmm a s:gnal w1th state 1

ey

passing through an n-type transistor or a signal with state 0 passing through a p-type trans:stor is
considered excessive. Thus, a1 signal passiag through a conducting n-type transistor sheuld beeeme an
X and similarly for a 0 threugh a p-type, unless the complementary transistoris connected in paraflel. ‘A
simulator can achieve this effect by modeling a turned-on mtype transistor as Baving conductance equal -
to its strength for signals of state 0 and having an unreliable conductanve for-signals: of state 1, and
conversely for p-type transistors. The techniques developed for modeling transistors in:the X-state can be
extended to describe the behavior of the network for this model with only slightly mcreased effort.

The self-timed system simulator described in Chapter 8 would test whether a circuit really fulfills
the requirements of self-timed system design. It does so in 2 more rigorouas and reliable way than would
an analog simulator and with much less computational cost. The algorithm for this simulator must still be
developed in detail, however, and the design of a suitable user interface will present many challenges. A
more formal understanding of the theory behind this simulation method is also required. Brzozowski and
Yoeli’s conjecture that a ternary simulation tests whether a design will: function properly for arbitrary line

delays remains an open problem. The proposed combination of termary and pseudo umit delay
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techniques has also not been studied formally. This style of simulation could greatly assist the design of
self-timed systems.

Simulators could also be designed to provide new kinds of information. For éxample, whereas
existing simulators only tellmc user the state of the network, & more sophisticated program could also tefl
how it got there.” This would greatly aid the user in debugginig a design. "

Simulators could also provide more information about circuit timing. Even with methodologies
such as conservative clocking schemes and tools such as ternary simulation, for some applications the user
must know the time behavior of a circuit. For example, if a system must’ function at a clock rate
determined by other chips or by the particular application; the designer must verify that this clock rate
can be sustained. Hopefully, a full scale analog simulation can‘be avoided by identifying the critical path
and simulating only this part with-a simplified-model." It is believed that a considerable amount of detail
must be added to the switch-level modet before it can model circuit timing with the same generality and
accuracy with which it models the functionality. While the: "order of magnitude™ electrical model may
describe the logical behavior adequately, it provides limited information about ¢ircuit speed. Ideally, any
simplifications of the electrical-behavior should be. guarantéed coitservative or optimistic so that the
simulator provides bounds o# the-performance. The simulator shieuld be able to apply different levels of
detail so that the bounds can be tightened until they are'atceptable for the application. ‘Unlike existing:
hybrid simulators in which increased accuracy is achieved only by going to a totally different (and often
incompatible) model, the simulator should allow a smooth and reliable uam&m bgtwegn the levels of
- AR ,

A switch-level simulator could also provide information about the effects of circuit faults. Unlike
the traditional methods of fauit amalysis, which assumé that a-fogic gate will fail by beceming “stuck-at™
some level, the switch-level model can describe the failure of individual transistors or connections. Fo;
example, 4 faulty transistor can be modeled as a transistor in the X state, i.e. an unknown and unreliable

conductance. Similarly, a faulty wire can be modeled as two nodes connected by a strong transistor in the
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X state. This application of the X state has not been studied in detail.

Finally, we must consider what form of simulation will work for VLSI design. The current
implementations of switch-level simulators model the entire design as a network of transistors or at best
combine some of these tranM into simple logic gates. While the cfficiency of this technique has
proved adequate for modeling LSI systems containing up to 10,000 transistars, it will clearly fail for VLSI
systems containing 100,000 or perhaps 1 million transistors. As with all other design.tools, the size and
complexity of VLSI systems forces a rethinking about logic simulation.- Systems of this size must be
designéd hierarchically, where each Jevel of the design involves combining subsystems designed at the
next lower level. A simulator must utilize this hierarchy to achieve the required performance and to assist
the user in maintaining the hierarchy. Switch-level simulation can provide valuable assistance at the
lower levels of this hierarchy. It can be used to verify that a transistor circuit implements a particular
logical function either by automatically comparing it to a functional specification or simply by allowing
the user to test the design. Once the functionality has been verificd, the simulator can replace the
switch-level representation with a functional representation for simulation at the next level of the
hierarchy. In some cases the user may also wish to simulate some portiogs-of the network at a functional
level and other portions at a switch level. As was seen earlies, a:simulator can be designed to combine
simulations at these different levels. Thus switch-level simulation will serve an important role in VLSI
design.

9.2.2 Other Design Tools

Most existing LS design tools treat a design as a piece of artwork.  For example, most layout
systems and design rule checkers view the design as a collection of geometric primitives with no
understanding of the actual or intended functionality. As a consequence, they provide only limited
assistance to the designer. The switch-level model can help introduce a greater understanding of the

functionality of a design.
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Cuﬁent design rule checkers, for example, check only the geometric features in the layout.
Experience indicates that they catch only a limited class of errors and also report many extraneous errors.
For example, if the designer omits a contact cut, no error is reported. If a wire contains a gap, it will be
reported only if the gap is ‘smaller .than-the interwire spacing tolerance. A more useful checker would
perform both the geometric analysis and the extraction of the switchjlevel logic network. It would
produce two results: the switch-level network it believes was intended, and the design rules violated by
the layout with respect to the network. By simulating the network and checking the list of violations, a
designer would have a much greater chance of detecting most errors. Furthermore, since the checker
would have a better understanding of the electrical connectivity in the layout, it could greatly reduce the
number of extraneous errors reported. bExperience with C. Baker’s layout extraction program [4, 5] has
already demonstrated that many errors in the artwork can be detected by deriving the switch-level
network and applying several simple checks.

The switch-level logic model could also be incorporated into a design "analyzer” which detects such
features in an MOS logic design as feedback paths, sites of dynamic storage, potential race conditions and
short circuits. Many of the theoretical techniques which have been developed for the Boolean gate model
could be profitably adapted to the switch-level model.

The ultimate goal of computer-aided design is to automatically synthesize an LSI or VLSI design
from a high level functional description of the system. Current automated design systems such as Bristle
Blocks [24] still require the user to design large portions of the layout by hand and have only an
incomplete understanding of the circuit’s functionality. These tools would benefit to some degree by

adopting the uniform representation of a logic design provided by the switch-level logic model.
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9.2.3 Theoretical Developments

The mathematical developments in this thesis provide a firm foundation for switch-level simulation,
but much more theoretical work is required before the full potential of the switch-level model can bé
realized. Several areas have already been mentioned in connection with their possible applications. For
example, the exact refation between circuit timing models and both ternary and self-timed system
simulation techniques remains to be established. Similarly, research has only begun on methods for
introducing more detailed timing information in ways which can be guaranteed conservative or
optimistic. Finally, developing computer algorithms to identify feedback paths, sites of dynamic storage,
and other features of a design will require a much better theoretical understanding of the structure of
MOS logic networks. Many of these analysis problems appear to be NP-complete, but heuristic
techniques can probably be devised which will work efficiently for most real designs.

The simulation model developed in this thesis provides only an operational model of a logic
network. That is, given a particular initial state, it describes the state in which the network will ultimately
" stabilize. A more powerful model would describe the function computed by the logic network. For
example, Shannon showed how the Boolean function computed by a combinational relay network can be
derived from the structure of the network. The Boolean function for a logic gate network can generally
be derived by inspection. Work on denotational semantics of programming languages is also directed
toward deriving the function computed by a computer program. Much more work will be required to
develop a corresponding functional model of switch-level networks. At present, the conversions between
the logic states, logic signals, and signal strengths tend to obscure the function computed by the network.
Furthermore, expressing the ternary function computed by a network (i.e. including the state X) involves

considerably more effort than expressing the Boolean function.
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A functional model of switch-level networks would have many applications. For example, it could
be used to verify that a network implements a particular function. Unlike programming language models
in which this task is in general uncomputable, for logic networks we can always construct truth tables by
simulation, and hence any.design .can be verified in at most exponential time. ‘Furthermore, various
heuristic techniques could reduce the complexity considerably for most problems. 'Ihqufprg,: autpq;at?c
logic design verification may be practical. A functional model could also help make ther .t;aﬁsiﬁér; t;rom a
switch-level simulation to a functional fevel simulation: That is; if the”finction comiputed by a section of
a design could be derived automatically, the simulator could replace the switch-level representation by a
functional representation. This seems especially practical if it is applied to small sections of the design,
such as to the transistor groups used in MOSSIM. Since most desxgnscontam many instances of a
particular transistor configuration, only a small number of different configurations would need to be:

analyzed. Thus, developing functional models for switch-level networks poses a great chalienge but

should yield many applications.



Appendix I - Multi-Port Networks

This appendix contains derivations of several equations and proofs of some properties regarding

passive linear resistor .networka.
L1 Introduction

Suppose a time-invariant network N contains only voltage sources-and passive, linear resistors in
which each voltage source has its negative terminal connected to the reference node GND and isset to a
voltage 00<v<(V 4. Assume furthermaore that each node:is coancgted by some path to a vokage source
and that voltage sources are never connected in parallel, and hence all node voltages are well-defined,
The corresponding zero-state network Ng is-defined as the network formed when all voltage sources in N
are set to 0.0, i.e. they are short-circuited. The network N contains only passive, linear resistors.

A port in the network consists of two terminals with any node serving as-the positive t\efmmall and
\the reference node GND serving as the negative terminal. We will be interested in networks with at most
three ports, labeled 1 through 3. The indices i and j are used to denote any of these ports. We require
only information about N and N which can be observed at the ports. Otherwise the networks can be

considered "black boxes”.

1. Nodes which are the positive terminals of voltage sources in N correspond to input nodes in the
switch-level network, while other nodes correspond to normal nodes. Either kind of node can be a
positive port terminal,
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1.2 Port Parameters

The open-circuit impedance parameters are defined in terms of the voltages measured at the ports of
the zero-state network N when a current sourge is connected across one of the ports. That is, if current

source I is connected across port i, and a voltage v'j is measured atport j, then z; is defined as

These parameters formt a matrix 2 which in our casé has dimension 3X 3. Most presentations of
multi-port networks [15] describe the analogous 2X 2 matrix for two-port networks. The diagonal
elements of Z are the “self‘impedance” terms, i.e. the impedarice measared atross each port of Ny when
all other ports are left open-circuited. The off-diagonal elements ‘are the "cross-impedance™ terms
mdncatmg the degree to which the positive terminalg of the two ports‘are contiéctéd, That is, 2 z; “equals
00 if there is no path in Ny between the positive teftminals 6f ports't and j,1 or if one ‘of these two
terminals is connected directly GND through a zero-state voltage source.” At the othér extreme, i . equals
2 if every path in N from the positive terminal of port i to GND passes through the positivé terminal of
port . |

For a passive resistor network, the matrix Z obeys several nnportant propemes. F"lrst all elements

are nonnegative and finite. Second, since the network is reclprocal, the matnx is symmetnc

-~

Zl] = zji' for all i mdj.

This follows directly from the Recxptoclty Theorem [15]. Third, for z;; >£0 when a voltage source with

a positive voltage v 1s connected dlrectly across port iof NO’ whlle all other ports are left open-cm:ulted, it

will produce the same effect as a current source wnh cun'ent v/ zZ Therefore the voltage at any portj

1. As the term "path” is used here, a path cannot contain the reference node GND or any node
connected directly to a voltage source as an intcrmediate node.
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under these conditions will be

This voltage cannot be less than 0.0 or greater than v, and therefore -

00 < z; < z; foralliandj. (ALD)

This result also holds when'z;; = 0.0, because this-case occurs only when the positive terminal of port i in
Ng is connected directly to GND by a zero-state voltage source, and hence z;; = 00.

The open-circuit voltage parameters of N are defined as the voltages v}, v, and v3 measured at
ports 1, 2, and 3 of N with all three ports open-circuited. Parameters of s nature have not.been found
in any other presentations on multi-port networks. In general, ﬂ:ese voltages will not be completely
independent of one another when the netwark cantains paths between the positive port terminak. To
derive some of their relations, suppose that a voltage source of voktage v; is comectedatros portiof N.
Then no voltages in N will be changed. Now.if all voltage sources in N are set to 0.0, the voltage at any

port j will be given by

when z;; # 0.0. Furthermore, since this voltzge was obtamed by changmg the semngs on some voltage
sources from nonnegative values toOO ltmustbelessman oreqnaltomemgmalopen-cucmtvolmof

port j in N, and therefore

Z::
b |
0.0 S lﬁ Vi

< vj foraﬂlsuchmazu#thommj. (A1)

The Thevenin eqmvalent of the networkNat pomcommnsavoltage source set to the open-circuit
portvoltageandaresxsﬁmofconductaneeequalm(henetcondtmmacroasmeportmmallsoumset
to 0.0. As long as the other ports are left open-circuited, the Thevenin equivalent of N at port i is

described by the parameters:
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Suppose the resistor conductances are given by rational functions of p with degree greater than 0.0.
Then the open-circuit parameters will also be given by rational functions: of p: with degree less than 0.

Furthermore, since 0.0=-2,,(p)<2;(p) for all values of p:
deg(z; ) < deg(zy) < 0 foralliandj.

Similarly, the open-circuit voltag;e‘_pafamete:vs- will be given by .ratiopal functions of p, and since

00<v;(p)<V 44 for all values of p

deg(v) < O foralli

1.3 The Effect of a Variable Resistor

A network containing a single variable resistor can be d@iwd:rhgi,a fixed network N with a
variable resistor connected across-ports-1 and 2, 'as-ahowa-in Faguresl 1. Si.nce the positive terminal of
port J can be any node in the network, the port voltage can represent t.he voltage on any node in the

network. Suppose the resistor has conductance b. and the resultmg port voltages equal v’ Y 2, and v' 3

Fig. L.1. Multi-port Model of Netwerk with Variable Resjator

_ h
1 N 2 = I 1 N 2 I
— 3 e 3
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This resistor will have the effect of injecting a current I into'port 1 of N and removing the current I from

port 2, where
I = h(V'lf V'z). )

By superposition, the voltage at any port equals the sum of the veltage crested by the sources of N, the
voltage created by the current injected into port 1, and #¥é voRage created by ‘the current removed from
port 2;
Vi = v+ Izh - Izgy (AL3)
vi= v+ ’h(v"'l -v'z)(zh -z -

For ports 1 and 2, this gives two equations in the two unknowns v'jand v'y:

V' = vp + b(v') = vilzy — 239)
viy = vy + h(v'} — Vvlz)y —222)' :

This set of equations can be solved to give
R Vi— V.
Yi-¥y = 0T h(zu—2112+122)

and this result can be substituted into equation AL3 to give

, 0 iy )a b | ity | |
vi = V + 10 + h(lll - 2212+ Zzz) (A1.4)

In particular, the voltage at port 3 will be given by

10 + h(lll - 2112 + 222). (ALS)

V'3 = V3 +
To gain some insight into this equation, observe that forsmaﬂvahm of h V'] = Vyrivy — vy,

and therefore A
Vi vy -vz3-2z9 0 (ALY

In other words, the denominator in equation Al.5 approximately equals 1.0. As h becomes very large, the
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increased conductance between the two nodes will be offset by the decreased voltage difference, and

hence each node voltage in the network appmaches an asympto&e

lim o _ (V1 - vz)(zu —42
‘h—’wv3 - V3+ 211—2212+222 (AI:I)
Thus v; is approximately a linear functiof of h-for:smalt vakied'df h and levels off to a constant value for
large h.

‘The general form of equation ALS is

vh) = vO& + 757 5T G4
Furthermore, since E3P) <zu and 39 <222

b = 111—2212+Z22 = (211*212)'1"(2”—212) > 00

i

(A‘1.8:)“
Equations 3.4 and A1.8 are sufﬁcmnt to prove Lemma 3.1 e .

We can derive further properties of equation AL.3. When a gositive curtent 1 s injected into port 1
and removed from port 2 of Ny, the positive terminal of port 1 must have the maximum node voltage in
the network and the positive terminal of port 2 must have thé minifmum, ’l‘hexeﬁ)re

I(z39 - 222) <

S lz3-299 < Uzpp-21)
(- 2)) < (13- 299 < (23— 219

The second mequahty holds when I is negauve as well From thls one can see that

|Zl3 - 223| < le - 2212 + 122 (A1.9)

If the resistor conductances are given by ‘rational funcﬁons of p, then the voltages will also be a
rational function of p and will have a general form

Vo o) = V(p.00) + oA,

Furthermore, since the impedance parameters all have degrees less than 0, deg(b) <0, and since equation



A1.9 halds for all values of p:
degl(v) — VN3 — 299)) < des(zy; ~ 2y) < denlzyy ~ 22y + 239).
Therefore | ‘
degla). <. deg(b) < O
These results are sufficient to prove Lemma 33.
As a historical note, although equation ALS would seer o have wther appiications in électrical

network theory, no such result has been»foiiﬁﬂ,in the kmmre; Some presentations on sensitivity analysis

(such as [15, p.678]) derive the approxlmate equation Al.6 for small values of h but the more generalr

S R30E i ) [ B

result is not given. The techmque of wewmg the vanable mstor as a cument soun:e of unknown current
and then later solving snmultaneous equatmns to fmd thxs cumnt is generally credued to Kron [25] which
he used in a method called "diakoptics". More m#nﬂy, this kéhmque Has been apphed to solvmg‘

systems of sparse equations by a method calied tearm& [7 32
s
1.4 The Effect of Cqm?ﬁllg Two Ports N

We can determine the effects:of connecting toged\er ports 1 and 2 in network N by letting the
conductance h in the prevxous development approach mﬁmty We wnll assume that z;; >0.0 and
272> 00, ie. there is 10 voltage source connected directy across ports 1 or 2 of N In the limit the
vo]tages on the two ports will approach a smgle voltage v whem o

(Vl - VLXZII - 2212

lim
v 1+ lu 2213+ 20

h— 00 1

vy =

By rearranging terms we get

_ (- z12)"1 + Gy - 212)'2
2112 + ZH

1. This restriction can be assumed, because the'combinoﬁon rule is never apﬁlied directly to the logic
signals which describe input nodes,
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If we define kq and ka8

= zpp/2py

~
[
i

Vthev T T giI0-kp) ¥ gpllBRy) . “4)

where g; and g, are the Thevenin conductances at ports 1 and 2, i.e. the reciprocals of 21, and 24,
respectively, and from our assumptions both values must be positive and finiite. The following properties
of the factors ky and k, can be derived from their definitions and from equations ALl and A1.2:

g2k = ‘91ky’
00 < k; < 10
00 < ky < 10

kl"\ll' S V2
'kz'VZ s Vl-

Equation 4.4 and the above properties of the factors k, and k- are sufficient 10 prove the validity of the .

combination rule for cyclic connections, as is done in Chapter 4.



Appendix II - Proofs of Results in Chapte: 6

This appendix comainé proofs of Theorem 6.4, Corollary 6.4.1, and Theorems 6.5 and 6.7..
I1.1 Passive Networks

The method of conditioned re!axétidns relies on the. fact that logical conductances act as passive
elements. That is, when a signal is coupled through a logical conductance, the resulting signal has
strength less than or equal to the original signal strength. ‘Furthermore, signal combination always
ignores the weaker signal. This allows us to kill any signal on a node. with strength less than the steady
state signal strength, knowing that no possible action of the network could amplify this signal into one
critical to the formation of some steady state signal.

The passiveness of logical conductanc.esﬁas xmponant ifnplicaﬁons on the recurrence equations
describing a logical conductance network. Before the éesiredvvtheorems can be proved, some general
properties of "passive” recurrence equations must be derived. For a value s € Jlet ag denote the vector
block (a,[s]), where [s] denotes a vector with each element equal to-s. Similarly, for a function
£:3% — £, let £ denote the function £ (a) = block (f(a), {sD:

A function £:9% — " is said to be passive ifférany s and any 2, f(a) = f(ay). In other words, if
b = f(a) then any element of b greater than or equal to s can depend only on elements of a greater than
or equal to s. No eclement of a less than s will be amplified into a value greater than or equal to 8. A
f‘unction of more than one argument is passive if it is passive for each argument. The functions 1, |, *,
block‘ and constant functions are all passive, as is any composition of passive functwns. The successor
function suc, on the other hand, is not, where suc is defined as mdyp) =Yp and for any a< Ty suuc(a)

equals the least element of ¥ greater than a.
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The following lemma shows the relation between the minimum solutions of the equations a = f(a)

anda = f, s(a).

Lemma A2.1.
For a monotonic and passive function f:9® — ¥® if 3™ js the minimum solution of the equation
a = f(a) then a‘““s is the minimum solution of the equation a = f s(a).

Proof of Lemma A2l

We will show by induction on k that

o) = f®

This clearly holds for k = 0, so assume it holds for k-1.

o = £l = rtloy = ey = sl

The minimum solution of a = f s(a) is given by
(o8O = o =y '
Observe that this property may not hold if the function f is not passive. For example, the minimum
splution of the equation a = suc(a) equals Tp but for any s> 0, the minimum solution of the equation
a = sucy(a) equals 0, even though the function séc is‘ monotonic o
We can now prove a lemma that expresses in a very distilled form that the method of conditioned

relaxations will not lead to a "runt” solution with some signals weaker than the steady state sxgnals.



Lemma A2.2,

For a monotonic and passive function f:92 — f9, if a®® is the minimum solution of the equanon
a = f(a) then 2" is also the minimum solution of the equation a = f'(a) where

@ = block(f(a), a™).

Proof of Lemma A2.2: |

Let 8™ equal the minimum solution of the equation a = f*(a). Clearly a™ is also a solution of this
equation and therefore 2™ > a™". We will prove that the two vectors are in fact equal by iaduction on
decreasing strength values. By Lemma A2.1, a“"’s and 2™ s are the minimum solutions of the equations
a = f(a), and a = f"(a), respectively for ax;y value of S. Thc function block obeys the following
identities

block ﬁ:,d) 1
block (c, d) = bock(s d“@;

That is, unless the secondargumentisgreéterﬂ’laﬂ‘ﬂaeﬁm,block behaves as an identity function of its
first argument. Therefore ‘ '

fy @ = block (f(a).a"') Sy (a)
This implies that a‘“‘,,p:_a"".,_’. ‘Now suppose &',y = 8™ qqy We will show that
g =a"y
A = f{a™) = bock(f ™), ) = bock(f ), o).

Wekmwmataﬂ"ms)_{:""s,anddmforcthekﬁhmdmmemofﬁock in the above equation
must be greater than or equal to the right hand argument. This means that this application of block will

behave as an identity function of its first argument, giving

= sy



which shows that #™*'; = a™_. The set ¥ is totally ordered and finite. Hence by induction on decreasing
strength values a™' = a®*. 8 |
This result also may not hold for a function f which is not \passi\;e. For example, the equation
a = suc(a) has a minimum solut:on Tp but the equatnon a = block (suc(a) Y p) has a minimum solution 0.
The result of Lemma A2.2 can be expressed ina form closer to what is requu'ed to prove Theorem

64.

Lemma A23.
For a matrix G € ¥ X0, andavectorbe AP, define the functmnsfl and[oas
]i(u) = block(FMN 1G5w, 1)~

- So@) = block(Lé) 1. G4, 1),

where

r = Gokbh

Ifu™ and d™* are the minimum solutions of the equations w = f¢(u) and d = f(d), respectively, then

Proof of Lemma A2.3;

Define the functiong as .
g@ = block(5N1Gea, 0.

Lemma A2.2, combined with Cofollary 6.2.1 shows that r must be ﬂle mmnnum solutibn of the equation

= g(a). We will show by induction on k that

ko = ko1 L.



Clearly this holds for k = 0. Now suppose that it holds for k-1.

gX® = block( BT Gogk YO, 1) = BlockWbUTG(;,X 10T K@), 1
50 = bock 116/ 1O, 0 1 bockLBI TGN 0 » =[O 4RO

Taking the limit of this equanon gives the desired result.

— i koy = I I
r= Imoete = f“(nn m o = e

1.2 Theorem 6.4

Lemma A2.3 takes care of the most difficult part of the proof of Theorem 6.4.

Theorem 6.4,

For a matrix G € X, and a vector b€ A, define G as G = xG The unique minimum solution of

the equation & = f(a), where
S@ = bV Goa

meventy o ute Vv -
= 40 g

where u™ and d™* are the minimum solutions of the equations u = fl(u) andd = Jo(@), respectively,

and the funcnonsfl andfo are defined as:
fl(n) = block(T$1 1 Gw, 1)

fo) =  block (LbJ 1Ged 1),

r= G sBbl




Proof of Theorem 6.4:
Define the vector kas & = +u™ V -d®®, We will first show that & satisfies the recurrence relation

k= f(K). Observethat K1 = u™ and LAJ = d™°. Lemma A23 then shows that
r= wSTd™ = NAN = NSNTG-NAN = 0BV Gohl.

Substituting this into the definition of f; gives

SiTRY) = block(T61 T GTh), BdV Gokll) = ThV Gokl.

Similarly,
Solthd) = LV Gohl

Since FA1 = u™, Tk = fi{T &7), and similarly LhJ = fo(L&). This shows that

h = +TRTV -Lkd = +T8V Gok1V -LbV Gokl = bV Gok

Therefore A satisfies the recurrence relation h=f (#), which implies that & > a™“. By the monotonicity

oft K, V,andL I

T P | (A2.10)
vt = CE1 > T (A2.11)
™ = LAJ > Le™l, (A2.12)

We can now show that & must equal @™ by factoring the equation @™ = f(¢™*). First we can find the |

strength of 4™ as

Ha™ N = 06V God™Ul = NBET G Ua™L.
Therefore Il @ | must be greater than or equal to the nﬁnimum sblution of this recurrence relation, i.e.
Ba™ 0 >r=WUAH Combining this result with the inéquality of equation A2.10 shows that

Ha™ il = il AN. Now we can see that
Fg®) = bV God™ = block(TH1 T G * Ta* 1, H ™ N)



F@1 = block(b1 1 G*Fa™11) = HEE),

Therefore ['a™7>>u™, which when combined with the ‘itequality of equation A2.11 gives

F@™7 = y™. A similar derivation gives Le"*J = d™*. We can now complete he proof with

@ = M@V oLl = sy e
113 Corollary 6.4.1
Corollary 6.4.1.

For a matrix G € 2%, and.a vector # € A", if Gis:defined 2 G = x @ ¥ionthe mitiimum solution of
the equation a = f(a) where

f@ = bV Goa
isgiven‘by‘

= M orke - 6
S@ = kil (f(f); D, (6.25)
and. R
1= G‘;!.ﬂ.
Proof of Corollaxyv 64.1: | _
Expanding the equation for f* gives

f@ = kill(d V Goa 1) = fblock(rb_\/ Goctl,l )] V -block(l.b V Goal, 1)

lntheproofof'mmremﬂmsshownthatr-— Id"’landmemforeﬁ)rany¢<d"'

r = Ba*l = UM T G U™ > IblTG-lcl = llVGo‘l

Forany e < a™*

block(F8 V Goal, 1)
block(Fb V Goal, 1)

block (block (T8 1 G+Ta; Bd V Goal), 1)
block(T$1 1 G=Tal, 1) = f;(Fa),

4



where f] is defined in equation 6.20, and a similar result holds for the 0 part with respect to the function

J, defined in equation 6.21. Then for & <&™*

f@ = +{Ta) V -fylLad). (A
We will show by induction on k that o o
e = tovgte a2

This clearly holds for k = 0, and assuming it:holds for k impliesthat.

rkos = o

Foru™ and ¢* defined in the statement of Theorem 6.4, /; (@) < v™* and /5X(0) < d™*. Therefore, by

the monotonicity of +, -, and V:
O = ke v ke < v e =

and equation A2.13 applies when & = /" ,k,(ﬁ- 'Ihlsallowsmexpandf'k+ 1 a:

o = reto = oo v Rerten
o = ke v -Rikey = vttle v -gitle,

which proves the induction assertion. Combining the result of Theorem 6.4 with equation A2.14 gives
e ey e = g g
e !
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114 Theorem 6.5

The target state y of a switch-level network is given by
T o= < <™, e : (6.28)

where o and d* are the minimum solutions of the equations u = g,(u) and d = go(d), respectively,
and the functions g4 and g, are defined as :
g1(w) = HockE™Tx1 1T AT Eewn) o (629):

g = block®™+Lx] 1 kpdT G=+d ) (6.30)
and
T = GEuE U TNy 631)
Proof of Theorem 6.5:

First, the idea behind the optimization memodmbedeﬂvedﬁxrmanyﬁy alzebmc maliipulatlon.

Yy = YG.B) = <-(G E) ) < l'l(G 1-:)1 Y L:(G B>

{G}{E} {G} {E} : {G}{!}
y < r > <-LKG,E)2>.
T = 6y TED “{G},{E} -G, B

Thelaststepabovefollowsﬁ'ammeldmmyshownmemMOnss hzﬁ@oamefactthatmﬂemme
state of a signal equals X, exther:ts()panontslpartnnmeqnalﬂ Furﬂzemoreobservematthe

functxon of b whose value is <+b> smonotomc and memfore
<+a>u<+b> = <+(aTb)>

and that a similar identity holds with -. Hence

y = MG, EY1)>» LI <~( LoG, E)1)>. (A2.15)

1
“UeniE} {G}{E}
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Since T denotes the pointwise maximum operation, this equation shows that the target state for any node
n; can be computed by finding the maximum values of I'v(G, E)1 and Lv(G, E)] foralGE{G}and
E€{E}.

Define u™*(G, E) and dm‘“(G, E) as the minimum solutions of the equation u = fl(u) andd = fo(d),
respectively, where

block®=Fx11 Fy11 Geu, G'=(E=NxiTnym).

fiw) =
fo(d) = block(E*lLxl T Lyl 1T G-d, G'o(E fixflyn).
Theorem 6.4 shows that
u™YG,E) = WG, E)
"G, E) = LWG,E),
Therefore, if we can prove that
= L e (¢ A216
u™ (G }T’ (E }u (G. B) ( )
™ = ™G, . A2.17
(GL{E} (G, E), ( )

then comparing equation 6.28 to equation A2.15, it can be seen that the theorem will be proved.
Only the proof of equation A2.16 will be shown. Equation A2.17 follows identically. For any
Ge{G}LEE{E}andue s

ETx11 Myl 1 Gou < E™rx11 [yl 1 G™ou
G o ENxNTUypH) > G o(E™ o x I 11 yH)).

Therefore, since block is monotonic in its first argument and antimonotonic in its second, f} < 81

Applying Theorem 6.3 gives u™(G, E) < u*™ for any G and E in the allowed range. Therefore

T winG E) < ™
{G}L{E}
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To complete the proof, we need only find some setting of G.and E which gives u” %G, E) = u™.

Define the matrices G’ and E as follaws:

o = opt
8'-- - ijp U Ooru’ =0

8‘"‘5,, ‘)Oan@‘ll‘:’?ﬂ' et

e"'" rx'l 0
{e“' rx,.vo.

We will show that (G, ') = u™. From these definitions. we can see that

E°rx1 = E™Ix],

and can show that for any u < a™

block (G'4,¥) = block (™ *u,1).

To see this, observe that for u < u™®,

block (G'*u,1) < block(G™ *w, 1) < block (G"' o u, r)

Therefore, for u™; = 0,

0 < bIock([G'°n]i,fi)- 5 ilwk(u"i,ri) = 0,

andforu"‘i>0,'

block (G’ * ul, ry)

block (G’ * u};, 1)

block ([G':- o), r') block ([G"'l . “]i' r).

FquauonsAz 18 and A2. l9nnplydta£n"‘1sasoluﬂontomeequ

u = block(E' l'x'lT l'y'lTG' u,r)

block (! (854 u). "

Hock >0 1“:’ -’i

(A2.18) \
(A2.19)

block (u°" r)

(A2.20)

and furthermore any solution less than or equal to w™ must also satisfy the equation u = g4(u), and

therefore u™ is the minimum solution of equation A2.20. Lemma A2.2 then shows that u™ must also be
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the minimum solution of the equation:
u = block@E'*Tx11 [y) 1 G ou riu™.

Lets = G +(E'* xR T HyW). Itisclaimed that s.= ¢ w™. Clearlty -
r = Gmh‘.(Eﬂl.I:%l}'l’]‘)) < G"-(E' «AxBtlyl)) =

We know that s is the misimum solution of the equationa = ia) where

Ka) = ENxiTylTGea

This shows that s > u°, because the function in the recurrence equation A2.20 is less than or equal to k.
Therefore s > r T u™. Next we will show that r T u™ = A{r T a*), which will prove that r T u™ > s, and

when combined with the previous inequality, shows that r T u™* = s, First observe that
G(rfu™) = G™erf{G'ou™

This follows because if 1; > u™, thea u™; = 0, which nnpllesﬂmme ith column of G’ will equal the &h

column of G™. Similarly
Eelxl = E™of x0T ETx1.

We also know that r satisfies the recurrence relatmn

T = E% llxlleIIG"""r. ;

Combining these facts with equation A2.20 gives

uHfr = E<rx17 NITGu™tr
uPTr = EeTx1TE®elixi 11T Ay1 1 G ll"'TG"""r
uPtr = E«<BzbT iyl 1 Gt -

u™*1r

Mr T u™).
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Putting these results together, we have shown that u™ is the mirfimtam solution of the equation

block (E'sTx11T511G'ou, G ~® <1 x0Ty W),

—
=

and therefore u™ = I'W(G’, E'Y1. This completes ourproofthat

= (erETED

Asimilarremltcanbeprovedforﬂ";m ich completes the proof of thie theofem:d -

IL5 Theorem 6.7.
Theorem 6.7.. , o ¢
Ify = target(x,y,2), then § = target(x, ¥, 2).
Proof of Theorem 6.7.:
Define the vector y as the setof’signalsformedbymenormalnodsmstae; ie
<> =3 e
Ayl = o

Observe that Ry § = § ¥ N = cap, and therefore for r defiiied in equiation 631
= G @ e uxl Uyl = CRNEAxA T A5,

Hock (= +Tx1 T Ty} T G=n )

block ™ «TxT1 1 Ty11 G™<un.

5H®.
;1(‘)

Let u™ and u* be the minimum solutions of the equations u = g4(®), andu = EI(u), respectively, We
will show that these two vectors are equal. First, I'y;1=u™jcap; for all i Furthermore,
u™, > block (T, 1), and ;1 < cap; for all i, which implies that 'y;1 > block (Ty;1, 1;). Therefore,
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since block is monotonic in its first argument
block (Ty1, 1) => block (block (Ty1,1),r) = block Ty, 1),

which shows that g, >> g;,and by Theorem 6.3, U™ > u’™. We will now show that these two * lues are

in fact equal by showing u™ = g, (u™). Since u™ > 'y > block (Ty 7, 1),
gl(u""‘) = u" = u{block(TyLr) = Zl(u“")T block (Ty1, 1),

and furthermore El(u""‘) = 81 (™) = u™ > block (T'y1, 1) which gives

U™ = El(u‘”').

Thus u™ = u°", and by a similar argument we can show that d™ = d°", where d°" is the minimum

solution of the equation
d = block(E™+Lx) T Lyl T G™«4d,r)

Theorem 6.5 shows that targer (x, ;" z) is given by

target (x, ¥,2) = <+u”> J<-0"> = <+u™> U <-d"> = twrgel(x,y, ). |
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