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Abstract

A campus-wide network requires many subnetworks connected by gateways and it
has a relatively loose administration. Modularization of network implementation is
important in this environment to make efficient use of ever-improving technologies
and protocols. The need for modularization makes it desirable to separate a routing
and target identification scheme from gateway implementation—a facility that source
routing provides. Moreover, removing routing and target identification
responsibilities from the gateways leads to their simplicity and, therefore, a better
chance that gateways will not be bottlenecks in the high-bandwidth network. This
thesis focuses on the design of a Routing Service to support source routing in the
campus environment. . .

The Routing Service is designed to find paths from a requester’s attachment point to
a node specified by the requester. The Routing Service accepts hints from the
requester about the destination node's location in the network to limit the search
involved. The Routing Service also provides user-control of paths and diagnosis for
faulty paths. The design of the Routing Service places strong emphasis on
scaleability with respect to the size of the network. Reliability and simplicity are two
other key features of the Routing Service. ,
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Chapter One -

_Introduction

Computer communlcataons networks are begmnmg to play an mcreasmgly lmportant
role in society. A major motivation for networkmg is the need to share resources
related to communication facilities, go,mpu;tn‘ng.b fggd;ggg, {a‘;;gq_ﬁaq‘fgrm:apgn._ ggmg by
present trends it is expected that, in the not too distant future, almost everyone in
society will have access to some sort of comppt_er-h,aggd network to cater to hig
communication, computing, and information needs. Prééent and envisioned
applications of these networks include such diverse fields:as electronic mail, office
automation, heaith care, computerized commerce and-marshgament systems, military
‘applications, news, and education. Infact, informatienprocessing is expected te be
-“the backbone of futurs societies.  Current projectionsdnditate’ thatwreneithaiv: haif of
the U.S. economy will be based on activities related to infarmiation: processing by the .
year 2000. '

Pioneering work in the area of cbmputefnetwerks%vlas initiated by the: design:of the
ARPANET. Since then, the field of rietworking:has-grown 10 the Jevel where:it:isnow
a 'major preoccupation of-scientific.and-technological endeavors. -Research in the
area has indicated: that different types. of networies or network architectures are
suitable for-different sets' of applications. - For example;-radically different network
characteristics are suitable for a long-haul network likethe ARPANET, a.pecket radio -
network like the PRNET, and a local area network like the ETHERNET Similarly, a
campus envuronment w|*h its special characferistlcs, has |ts 6wn set of requurements '
foradata commumcation nefwork o o S

A campus-wide network will extend beyond:a single building, but it permits low cost,
high-bandwidth transmission media to be installed because:thie network exists within -



a single cohesive political and administrative organizafion. Within a campus, several
thousand nodes (i.e., data sources and data sinks) will require interconnection.
Since local area network technologies like the ETHERNET can only support tens
through hundreds of nodes and can extend for only thousands of meters, these
technologies are not sufficient to support a campus-wide network. It is expected that
a campus-wide network will consist of a number of Iocal networks, interconnected by
gateways with a group of nodes being attached to each local network

To maintain high-bandwidth communication spanning one or more gateways, it is
necessary for the gateways to be fast; otherwise, the gateways will be communication
bottlenecks in the campus-wide network.

Another key feature of the campus environment is the diversity. of communication
technologies and protocois likely. Also, since these:technologies and protocols are
constantly improving, the network shouid be designed to evoive with them.
Modularity of-network functions. is: crucial to achiéve the-abjective: of-adaplability to
new network characteristics.

A combination of the need for simpler gateways and the need to modularize network
environment. Source routing aliows targetidentification and routing: decisions 0 be

esponsibility otherwise assigned to.gateways. This redistribution
of responsibilities, in one stroke, accomplishes.the aim of simpler:gateways and
‘modularity (to the extant that target identification:and routing: schemes need not be
tied.with gateway imptelmm). ‘

For source routmg to be successful, one cannot auow target ldenbﬁcahon and
routing responsibilities to fall on mdmdual nodes. Target odentiﬁcation and routing
for the entire network, or even for the subset of the network a node may be interested
in, may be too complex for simple nodes. (like: microprocessors) to undertake. A
~ more reasonable approach is for network-wide services to cater to the target




identification and routing needs of network users. A network-wide service also leads
to economy of scale through sharing. Forcing each node to implement the service
within itself may, on the other hand, lead 1o a lot of redundant processing. The
purpose of this thesis is. to design a network-wide service to cater to the need for
routing information.

1.1 Goals

The Routing Service described in this thesis was designed keeping.certain goals in .
mind. A short description of each major design ~goa|r is given .below. First, since
messages in a computer network contribute significant:delays (even in a high-
bandwidth network), it is desirable to minimize the delay due to messages required .
for the correct functioning of the service. -Secon; the Réuting Service should be
reliable—robust in the face of arbitrary changes in the nétwork. - Third, the service
should be reasonably fast-—fast -enough to avold: being a bottianetk. Fourth, the”
service should avoid any: unnecessary dependencies: between s functioning-and
other :network functions. - Fifth, the .service shouid-‘scale:'gracefilly -for larger
networks. “Sixth, the routing server should maintain a8 goad a user interfate.as
possible, keeping the other goals in mind. Additional goals ensure that the Routing
Serwce faces up to changing network conf guratlons mobule hosts artificial

TEiTy T
.,-..,1,./ H

partmomng, mult| -homing, and sharedaccess SR

1.2 Related Work |

Telephone systems untit twd decades ago used source routing to connect a dialing
line to the dialed line. Dial pulses would ‘be’ followed to physically connect
appropriate switching devices‘to complete the connection {i.e., the numbers dialed
were used to selett an appropriate route through the switching network). In fact, a

1Thns refers to the hierarchical configuration of the network that is used to make the service
scaleable. The configuration is subject to change.
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priinitive sort of "Routing Service" was also in existence. If a given number routed a
call from the east coast to the west coast via Chicago and the operator had reason to
suspect that the connection to Chicago was faulty, then the operator might try
another number that would route the call via Detroit instead of Chicago. In the
campus-wide network, the switching devices correspond to gateways, the telephone
numbers correspond to a source route, and the operator corresponds to the Routing
Service. Clearly, there is a limit to which the analogy can be pursued, ma';inly_‘
because the "Routing Service" in the telephone system context was human whéreas
the Routing Service in the campus-wide network ninsoh'computars. |

Source routing has ‘also been used in the ARPA packet radio network (or PRNET)
[10]. Packet radio technology enables. packet switching, which has been used for
point-to-point- communication lines, to be applied to broadcast radio also. The
development of packet radio technology was directly motivaded by the need to
provide a communication network for terminais and computers in motion.
Broadcasting is a natural way to ‘avoid the need:to-control rapidly: changing:routes. .
PRNET also offers.point-to-point routing that can be used: when routes are not .
expected to change very rapidly; source routing is-:used to support this point-to-point

There are two main differences between routing as imp!gmen;ed in‘the PRNET }andr
as it will be implemented in the campus-wide network with a Routing Service. The
- first difference relates to the methods used for collecting topology information. A
station in the PRNET is the entity that collects topology information and corhputes
routes; there may be several Stations in the PRNET. Each packet radio in the.network
periodically announces its existence by transmitting to each station.its PR neighbor
table. A PR neighbor table for a packet radio typically contains.information on which
other packet radios can be heard along wath information about tt;e‘,quality of the
links. In the campus-wide network, a similar approach would imply that nodes and
gateways in the network periodically send topology information to the Routing_
~ Service. Since gateway simplicity is one of the 'major"moti\iétions of usiﬂé source
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routing with a Routing Service, even this function has been removed from gateways
. (and nodes). The Routing Service in the campus-wide network assumes the
responsibility itself of contacting nodes and gateways to gather topology data.

The second major difference between the point-to-point routing strategies of the
PRNET and the campus-wide network concerns écaleability. The PRNET point-to-
point routing strategy is not designed to scale gracefully for large networks. Each
station has to be aware of all operational packet radios in the net ahd each station
must also compute all routes. The Routing Service for the campus-wide network, on
the other hand, is designed so that it actually consists of a hierarchical structure of
several Routing Servers. Any given Routing Server has only to gather a limited
amount of topology information and compute a limited number of routes. A number
of Routing Servers may have to cooperate to find a given route. The hierarchical
structure of Routing Servers is designed to scale very gracefulily as the network size
increases.

1.3 Outline of Thesis

This thesis is only a paper design of a Routing Service—no implementation has been
attempted. The lack of an implementation is partially compensated by a
comprehensive evaluation of the paper design.

Chap. 2 describes the campus environment and the suitability of source routing for
cambus-wide internet transport. The function of a Bouting Service is explained and a
set of requirements laid down for the design of the Routing Service. Chap. 3 begins
by addressing questions about the configuration of the campus-widé network, an
implementatioh of source roUtinQ, and the kind of routes to be computed. Next, each
function of the Routing Service is described together with the method used by the
Routing Service to achieve it. Chap. 4 evaluates the design of the Routing Service.
Each requirement from Chap. 2 is examined in turn to see how it influenced the

12



des un. Finally, Chap. 5 gives a summary of the Routing Service design and the

areas for further improvement and research.
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Chapter Two

The Requirements for a Routing Service

Before the requirements for a Routing Service can be discussed, it is necessary to
look at some of the important properties of a campus environment and to look at an
appropriate mechanism to support mtemetreuﬁng

Section 2.1 descnbes the campus envnronment |n order to gain some msrght into the
choice for an mternet routmg mechamsm Sectron 2 2 explalns why source routtng is
a good |dea |n a campus envrronment Sectron 23 descnbes the functlon ot a
Routrng Servuce and sectron 2.4 Iays down some basic requirements for a Routmg
Service. Fmally. sectron 25 |ooks at some advanced problems that wrll beA
encountered in a Iarge, muttr network system and sectlon 26 edvocates a more':

flexble approach that should be taken to solve these problerns.

2.1 The campus environment

The campus environment has been: characterized in considerable detail in [18]. A.
network in a campus environment wtutyprcauyspgngevarat buildings.and.will-not be
subject to a strong central administratiop,.. The.properties that characterize a
campus-wide network could equally well apply to a network at a corporate site, a
government complex, etc. |

2.1.1 Allows installation of low-cost, high-bandwidth transmission medium

The key property of a campus-wide network |s that although the network IS |oosely
administered, it does Ile completely within the domarn of one pohtrcal body. This
property, along with the limited geographrcal extent of a campus wrde network,
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permits installation of a low cost, high‘-bandwidth communications medium
throughout the network. This is in contrast with a long-haul network like the
ARPANET that must res_ort to transmission over a common carrier. -

2.1.2 Local network technologies will not work

A campus-wide network is expected to-have several thousand nodes and, therefore,
local interconnection strategies like [13, 14, 4, 23, 7,24}, which-can support only tens
through hundreds of data node ’;iintercdnriet‘.ﬁons; ‘are not feasible soifutions.
Moreover the geographrc ‘scope of local networks is Irmrted to a restncted area such
as a burldmg or a cluster of burldrngs Hence, a local network cannot cover a very
large campus A campus network will have several drfferent Iocal networks
connected together by gateways See Flg 2-1 for a vrew of a typrcal campus- -wide
network. The part that is enclosed by dotted lrnes is the campus-wrde network An
actual campus- wrde network wrll of course, have many more local networks ng‘
Net, Ethernet, Chaos Net, and Cambndge Drgrtat Communicatlcn ang are the names
of local network technologres, ARPANET TELENET and TYMNET are the names of
long-haul networks.

2.1.3 Diverse technologies and protocols likely

As mentioned before,'th'e network wilt have' & loogé administraﬁoh “This, afong with
the fact that there is an extremely diverse range of mchnctogres avartabte in the
‘computer communications world today, will engure & S 3 K
in the campus network. In fact, the protocols used in a campus network are'likely to-
~ be just as diverse. -The reason for this diversity is that there is no consensus yet in

the protocol community on how protecels. should. be.jayered :and -how the various

functions should be divided. However, there is also hkety to be a push towards

commonahty in the campus-wide network desprte pressures Ieadmg to drversrty The

reason for thrs push towards commonalrty is the desrre to facrlrtate commumcatrons»
- between any two nodes i in the campus- -wide network

16
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Due to the diversity likely in a campus-wide network, it is a good idea to provide, at
the lowest layer possible, a campus-wide protocol that unifies all the diverse
protocols below it and provides a uniform interface to all the higher levels of protocol.

2.1.4 Technologies in a state of flux

Not only is there a diversity of communications technologies and protocols, these
technologies and protocols are also in a state of flux. Ideally, a campus-wide network
should be able to evolve with these ever- changmg technologtes and make the best
possible use of them with a minimal amount of effort To achiéve this, it is necessary
to limit the effect of any local changés-{i.e., to modularize each function performed in
a campus interconnection strategy). Qwe conclusuon of this tiné of thihking is that the
routing function should be completely liberated trom the addressing involved in a
campus-wide network.

2.1.5 Special uses _ot gatewaﬁs

There are a couple of other observations to be made about gatevéays in a campus-
wide network. The first is that some gateways will be administered. with cenitral

planning and' some will exist only for the private use of somé-users.- The second

observation is that there may be gateways attached to public @ta networks like

ARPANET, T’YMNET TELENET, etc. The external network can be*merely used as a

link between two parts of the campus-wide network or it can 'be 'used to set up

connections between nodes in the campus-wide network and nodgs in the external

network. .

2.2 Source Routing for a Campus-Wide Network

This section first describes how internet routing works ia general and then goes on to
describe the mechanics of source routing. Finally, this section also discusses some

- advantages of source routing in a campus environment.
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2.2.1 How does internet routing work

Source routing has Abeen proposed in [18] as the mechanism to support internet
transport. Source routing among subnetworks takes place at a low level in the
hierarchy of network protocols. It makes use of the local transport layer that is below
it in the hierarchy. The local transport layer-is used to transport packets over local
networks such as the Ethernet or the Ring network. - Packets that have to be sent
over more than one local network have an internet target identifier attached at the
front of the packet. - All the gateways along the way will refer to the target identifier
(and will perhaps look up some routing tables) to determine the next part of the route.

The target identifier can be of different types it can be an unstructured unique
identifier. In this case, every node on campus has a unique |dent|f|er as its target
" identifier. Every gateway has in its possession a ‘routing table ‘that contains
information on the next part of the moute for- packets bound: for every destination in
the network. This approach is also called "step-by-step routing” or “hop-by-hop
routing” because each gateway decides the next "step” or *thop™.in the path.

Another approach is to 'treat the target identifier: as a hierarchical address. One
possubrlnty is to have two fields in the hserarch;cal address—one for the subnetwork to
which the node is attached and one for the node rtself Now. every, routmg table only
contains mformatlon on the next "step” or "hop"” tgwardsﬁevery» possible subnetwork
in the network. The main attraction of this scheme is that the table size is.reduced.
Hierarchical addresses (for target identifiers) with more fields Iead tc even shorter
tables.

2.2.2 The mechanics of Source Routing

The approach that source routing takes is one in which the target identifier is
replaced by a variable-length string of local transport addresses. When the packet
first leaves the source node, the first local transport address (if not the destination
address itself) is treated as the address to the first gateway on the path. The second
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local transport address is used as the address on the next local network to which the
packet should be sent and so on. The rest of the variabledength string gets
interpreted similarty along the path until the packet eventually reaches its destination.
The important thing to notice is that the roumg tables needed by gateways in
previous schemes just vanish. The gateways are "commanded” by the appropriate
part of the variable-length target identifier to choose the correct next step. Target
identification decisions are no longer made at gateways. Therefore, the gateways
can now be extremely simple and it is less likely that they wilf be bottienecks in a
high-bandwidth campus-wide network. One implementation of source routing that
dynamically constructs reverse routes is described in [18].

2.2.3 Where do routes come from? , ,

The next logical question to ask is, "Where do routes come from?” -4t was explained
‘before that the source node places a variable-length string or spurce route in front of
internet packets but it has not been: described yet where'the 'source route comes
from. Therearetwowaysofsolvmgthtsprob!em The first way is to have every node
in the network compute the routes o évry ofter node I the nétwork. This would be
a crushing load on small nodesmdﬂisnotrequiréd Thesecbhdwayisforeach
nodetoknowhowtooontactsomeplaceinmenelwérkthatknowsmeroutes Once
a route has been found, itcanbeencachedanduseduntilﬁnolongerwodwmunﬁl :
abetterroute isfound.

This situation calls for a Routing Service in the network. Using a network servicetor
routing to be shared by each node in the network brings the benefit of economy of
scale. It will be the function of the sesvice to malntain an. intemal representation of
the network and to act as an identxty nasolver and a rouﬁng information d:smnser
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2.2.4 The advantages of Source Routing

The advantages of using source routing in a campus environment are described
below. - S -

1. The main advantage is that it provides an opportunity to separate target
identification and routing. One consequence of this isthat.galeways are
a lot simpler. Also, the modularization of network function provided by
source routing is a big -asset in itself. It -allows -gateways to: be
implemented: without having-to fix.any network-wide: target identification.
Therefore, Source ‘Routing-aliows: the coexistence of several different
experimental routing policies with different tasget identification schemes.
Also, since target identification is no longer associated with an internet
packet’s route, paths can lead anywhere. They can traverse "external”
networks or they may traverse a "virtual path" inside a node to identify a
"socket" or a particular " process

B {;2‘:, yin oLt

2. Another important observatlon about a source rouhng strategy is that it
alldws a source 10 precisely controt the path thiat’ am&ﬁb going to
take. This control can helpin.geveralways. - o o

“-a, Troubte location: 1f a path is faulty but it is not knowrr which part
of the path.is.the. culprit, it is. easy-{o-pin-down the blame with-a
_ source routing scheme. A test packet can be sent up to some part
~ of thie foute and then back’ it this'is défe 8 \es, each tine
with a different chunk of the route, the part of the route &t fault can

be pinpointed. '

b. Class-of- -service implementation: .An internet gonnection can .

have several properties of interest fo the end users—error rate,

- Wransport delay; bandwidth, security, rating, 6t¢. . It-is passible to
choose a route with the. prOpertles dessred |f the Routmg Service is
'sopmstncated enough. '

c. Policy implementatlon Agam the prec:se control of routes
implies that certain routes may be selecttvely used and some pohcy '
can be enforced to decide when they are used. o

d. FIFO. streams: |If it is assumed ihat packets are routed by
gateways in the order in which they arrive there, then packets
reach the destination in ‘the orderis whtcﬁtheyteft ‘the source
(unless of course, some do not reach at all due to some reason).
This property means that FIFO streams can now be easily

20.



implemented.

e. The precise control on routes helps in several other ways
described in [18]. Looping of packets is no longer a problem;
fragmentation/reassembly strategies are easily implementable,
and multi-homing is less of a problem at least for gateways
(because the Routing Service can take care of it).

3. Another important property of source routing is that since a source route
is a variable-length string of local transport addresses, it can be spliced
together from several different parts. 'Each paft can be computed
separately, perhaps by servers that only know part of- the tomiogy of the
network.

2.3 What exactly does a Routing Service do’?

There is still a lot.of oon;‘ussonas to what names.wdresses, and routes are
supposed to mean in a network. One converilent-weay fo took at-some network
functions, including the function of a Routing Service, is to. view them.as name
resolution  functions. This 8ection- describes the. mmién of a netwerk Routing
Service as one of several name resolutions reqwred to. ba able to set up a connection
with a network service.

2.3.1 Confusion over names, addresses, and toutes '

Shoch [20] attempted to give clear and concise deﬁnitlons o! names, addresses. and

routes. However, there is still a lot of confusion about the exact meanings of these
terms. Saltzer [19] tries to explain in his paper how most of the confusion is
generated by tight associations between network objects and the common ways of
referring to them. |

Shoch defined a name as something that identifies what you want, an address as
something that identifies where |t is, and a raute as somethmg that tells you how to
get there.
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2.3.2 The four important network entities

Saltzer’s terminology will be followed here. According to Saltzer,'there are basically
four important network objects.

1. Services and Users: These services are functions available on the
network and the users are the clients that use the services. .

2.Nodes: Nodes. are computers that can run a service or run user
programs. .

3. Network attachment points: These are the electrical copnectors of a
network. Nodes ‘are attached to the network through network
attachment points.

4. Paths: Paths are the routes between network attachment points. A path
is given in terms of the nodes and communication links (or gateways) on
the way from one network attachment point to-another.

2.3.3 Naming requirements in terms of blndlngs

Each of the network objects mentroned before can have a name. The bindings
possible among these four types of, objects are listed:below. -

1. A service can be run at several different nddes and has an identity
independent of the node.

2. A node may be connected to several network attachment points and 'has
an identity independent of the network attachment: points to which it is
connected.

3.A network attachment point can have several paths” from it to another

network attachment point and both have- ldentities- independent of the
paths between them.

Therefore, the bindings that must be made in order to send a message to a service

are.

1. Finding a node on which the service is running,

2, Finding a network attachment point for the node, and
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3. Finding a path from the source network attachment pomt to this
attachment point.

2.3.4 The function of a conventional Routing Service

The service that performs the name resolution described in the third part above is
normally referred to as the Routing Service. The first two bindings are done by a
service name resolution service and a node name location service respectively.

Since there are several choices at each level of name resolution, it may be necessary
to backtrack and choose a different binding at a previous level if it is found useful in
certain circumstances.

2.3.5 A slightly different Routing Service

The Routing Service described in this thesis will be somewhat different in function
from one that only identifies paths léading from the network attachment point of the
requester to another specified network attachment point. The Routing Service will
now attempt to identify a path from the requester's -attachment: point to a node
specified by the requester. However, the Routing Service will accept hints from the
 requester about the network attachment points to which the destination node may be
connected. (A node name location service (or name server) may be used to find the
names of the network attachment points to which a node is connected.)

Some of the basic requirements that a Routing Service, which performs the function
described above, should satisfy are described below.

2.4 The basic requirements for a Routing Service

Some basic requirements for a Routing Service in a campus environment are
described below.



Rt etk IR E

2.4.1 The Routing Service has to work in a distributed environment

All nodes in the network are pretty much autonomous and independent entities and

they communicate with each.other by sending messages. Qyée_'rfgh'e network to which

they are connected. This structure must be reflected in thé desigﬁ of the Routing

Service. Although a campus wide network is expected to have a lot of inexpensive

bandwidth, sending messages over the network can stnll be qucte expenslve in terms

of the amount of time taken for a me&age to travel from one end of the network to

another. The number of messages that a Routmg Semce must send and recewe for
it to function properly should be kept low especaally when this d|rect|y affects the time

that it takes to r&epond to users

Although local network routing and Ibng-hau!' network routing also operate in a
distributed environment, significant design differences can arise because bandwidth
in the campus environment is a more scarce commodity than in the local network
case and a less scarce commodity than in the long-haul network case.

2.4.2 The Routing Service should be reliable:

This requirement might be partiaity met by keeping the Routing Service as simple as
possible. Therefore, in the design of the Service an effort will'be made to keep the
"extras” out. If at all any “extras™ are retained, they will be those that will be
extremely hard to incorporate in the design once the Routing Service is implemented.
Those "extras” whose design would require an effort quite orthogonal to the current
design effort are most likely to be discarded. Simpiicity in the desigrt of the Routing
Service is also likely to effect an improvement in maintenance cost, recovery tnme,
trouble location, and so on.

Reliability of the Routing Service alsc means that it should stand up to any changes
in the network topology or its connectivity. - Reliability is.a necessary requirement
even in the local network and long haul case but-the kinds of changes ‘possible and
their frequency are different in the campus environment.: These changes are listed

24



below.

1. A gateway, subnetwork, or node breaks down or comes up again.
2. A new node is installed or removed fror the network.

3. A new gateway or subnetwork is installed or removed from the network.

Therefore, routes should not be established only once at the time of network
installation but rather the Routing Service should be capabie of updating routes
based on new information. Howaver, it is entirely pIaUsible that some changes may
be such rare events that it might be wiser to just restart the Routing Service instead
of building into it the ability to respond sensibly when such a change does occur. For
example, a new gateway or subnetwork is not likely to be installed every day and, -
thereforé, it is is not at all necessary for the Routing Sérvice to be incrementally
responsive to such changes.

2.4.3 The Routing Service should be reasonably fast

It was mentioned before that one of the advantages of Source Routing is that it
makes gateways almost trivially simple. This simplicity might help to make good use
of the cheap and abundant bandwidth available. If Routing Service wers inordinately
slow, it would wipe out all the advantages of trying to speed up routing through
gateways. In fact, this brings up another point. In the design process, the option will
_exist at several stages to make.the Routing Service vary in sophiétication along
various axes, e.g. the information gathered by the Routing Service may range from
just topology or ,connectivity information to detailed class of service information
about the traffic, gateways, subnets, etc. Another option that can be exercised is the
amount of computation required to compute "good”, "better”, or "best" routes. In
all these cases, it should be remembered that the philosophy behind a campus
environment and a long haul environment (like the ARPANET) is most drastically
affected by the fact that in the first case there is lot of bandwidth to utilize and in the
- second case bandwidth is a critical resource. Therefore, there is no need to squeeze
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out the last ounce of bandwidth in the campus environment. The Routing Service
can afford to be sub-optimal in conserving bandwidth if in the process we have
bought ourselves simplicity, or we have decreased the time that it takes the Routing
Service to process queries. To sum up this requirement, the Routing Service should
be designed so as not to be a bottleneck in the campus environment.

2.4.4 The Routing Service should require minimal support from the rest of
the system ’ |

This requirement is mainly to ensure that the opportunity to modularize the routing
function is taken advantage of. As mentioned before, target identification and
routing can be separately performed in the campus enviranment. However, it must
- also be ensured that no built-in dependencies creep into the design of the Routing
Service. Moreover, trouble location and recoﬁery are facilitated by keeping the
dependencies low. Distributed systems, in general, have a potential for being more
reliable than other systems based on central processors. Making the Routing Service
self-supporrive to as great an extent as possible will go a long way towards making .
the Service robust and modular. | |

2.4.5 The Routing Service should scale gracefully for Iarger networks

A serious attempt should be made to provude scaleabmty in performance (m terms of
response time, reliability, etc.) for the Routing Serwce

It is claimed that distributed'systems are intrinsically more reliable than centralized
systems. This claim is only justified if the system is designed to exploit the existing
potential. If, for example, the system is designed to ecale grabefully, redundancy can
be used to make the system more reliable.

It is entirely plausible that the campus-wide network may grow much too large for one
Routing Service to handie efficiently. One.approach to this problem is to partition the
network into smaller units that single Rduting Servers can handle. There may be
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other good reasons, in fact, for the network to be partitioned into several smaller
units. Much like telephone zones, it is likely that there-will be zones consisting of
several adjacent subnets where most of the traffic originating in those zones will be
directed to nodes within the respective zones.. It is quite wasteful in this situation to
force the Routing Server in one such zone to maintain information on all the nodes in
the network. It is also not wise to oompute routes to all the nodes in the network if,

for example, 98% of the routes to nodes outsrde azone are not used at all. There is
another scenario in which it makes good sense to partrtion the network into smaller
units. Consider the case of two large campus-wide networks—one in M.L.T. and
another in Harvard—connected together by éxactly one gateway. 1t clearly does not
make sense to require the Routing Setvice in M.1.T.'s campus-wide network to know
about the Harvard network in any intricate detall if all the tiessages from the MIT
network are going to go through a single gateway connecting the two networks
anyway. Moreover, the Harvard administration may hot wanit outsiders to know about
the innards of thelr network. Now that a good case for partitioning the network has
been constructed, how can the system actuaiiy function with a different Routing

i

Server for each region?

Fig. 2-2 shows a network partitioned into ten different regions. Each region consists
of a number of subnetworks. Ditferent regions are connected by any number of
gateways. It is useful to consider the general case of a network in whlch some region
is isolated from the rest of the system The network may be desrgned to be
‘completely connected but failures may cause regions to be isolated temporar_iiy.
Aiso, assume that each region is administered separately by a Routing Server and
that the ten regions are administered by one higher level Routing Server. The
Routing Server for region 5, for example, will only oompute routes from nodes within
5 to any other node in 5 and the higher level Routing Server will only compute routes
in terms of the smaller regions that make up the network. The higher level Routing
Server may decide, for instance, that all routes from attachment points in region 4 to
~ other attachment points in region 3 should go from region 4 to region 5 and then to
region 3.
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Figure 2-2: The campus-wide network partitioned into ten parts

Now, consider one way to handle routing queries in such a system. Suppose a node
(call it 'abcd’) connected to an attachment point in region 5 wants to communicate
with a node (call it efgh’) that is connected to an attachment point in region 7. The
first node (i.e., the source node) will query its Routing Server to find out the route to
‘efgh’. (The query should include the network attachment point name of ’efgh'z. The
network attachment point name of node ’efgh’ should have enough information in it
to let the Routing Server know that the attachment point lies in region 7. For
example, the attachment point name could be hierarchical.) Since the netwdrk
attachment point to which ‘efgh’ is attached does not belong to region 5, the Routing
Server of region 5 will pass on the routing query té the higher level Routing Server.
The higher level Rduting Server may then decide that the best route from region 5 to

2As explained before, a name server is invoked to map node names to network attachmerit point
names.
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region 7 should go via region 6. The higher level Routing Server will also ask the
Routing Servers of regions 5, 6, and 7 to construct the parts of the routes that pass
through their territory. After the complete route has been assembled by the higher
level Routing Server,it will pass the route to the Routing Server of region 5, which, in
turn, will pass it on to the node that originated the query. ';The problem is to
coordinate the whole process so that it works.in all sﬁuations and also to generalize it
to the case where there may be several levels-of Routing Servers.

2.4.6 The Routing Service should maintain & good user interface

As far as possible{tha,Rou,ting Service .should pamper the user. For example,
suppose that the Routing Service maintains c!’aas-of-sewice: information about
subnets and gateways. The user should be able to inspect the class-of-service
information about the gateways and subnets on any route. If, for example, the user
wanted to get a route that did not pass through a certain gateway because its class-
of-service information did not meet the user’s requirement, it should be possible to
do so. ’

However, having a good user nterface will only be a secondary objective. This
requirement will lose out if it confiicts with the requirement of reliability or of the
Routing Service being fast, etc. '

-

2.5 Some additional requirements

Some very basic re_qulremnté for a Routing Service were dascribed in the previous
section. There are some additional requirements for a Routing Service that arise
mostly from concerns about large networks,
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2.5.1 Towards a flexible meaning for network attachment point names

To allow for any communication in a computer-network, one must-be abie to name
the nodes of interest and thelr network attachment pomts before being able to find
routes to them. Thisi rs usually not a prob|em in a smalt computer network where it is
possuble to keep track of remote nodes faxrly easrty For example, |f com mumcatron |s'
restricted to a local network over which the normal way of sendmg messages is by’
broadcast [4, 13], then only unique identifiers need to be used as names for nodes,‘
no names are required for network attachment points unless one node can be
attached at two different points on the same local network. It is not necessary:-to-
know the connection paint of any node and packets can be sent with the unique
identifier of the destination node at their front. As the-packet goes by each node in.
the local network, the destination node (i.e., the node whose unique identifier
matches the destination unique identifier of the packet) picks up the packet. Things
are a little more complicated as the size of the system-increases.: It is not as easy for
each user or application program to know about the complete system configuration.
Moreover, if nodes are allowed to be mobile and the configuration of the system'is
flexible, it is difficult to. know the exact name .of the netwark attachment point of a
destination node. ' This situation demands & more ﬂexrbte meentng for names of |
network attachment pomts in the network.

2.5.2 Hierarchies to combat problems of scale

Hierarchical methods are used all the time to keep problems associated with large
systems manageable. The essential idea is that if the number of attachment points
grows very large, it becomes useful ‘todi.vid_e the attachment points up into several
regions to simplify naming of network attachment points. There is a server in each
region to take care of routing within that region. Each network attachment point now
has a hierarchical name that consists of the identifier of the.region that it belongs to
and the identifier of the node within the region. Routes will now have to be computed
from region to region and within regions. It is no longer necessary to cempjyte routes



between every pair of network attachment points. The same approach can, of
course, be applied recursively and there will then be several levels in the hierarchy.

There are two main motivations for using hierarchical names for network attachment
points. The first is that routing becomes a lot simpler. The second reason is that with
hierarchical names, the authority for assivgning‘ or acquiring names can be
distributed. | |

2.5.3 Problems....

Some of the problems associated with using a strict hierarchy for network attachment
point names are described below3.

One of the most obvious problems is that routes are less optimal when a hierarchy is
used. This may happen because one or more levels of detail are skipped over while
computing routes that span more than one region. The other problems are described
below:

1. Changing Network Configurations: A large network will be broken
up into several regions on the basis of expected and-observed traffic
patterns. Regions are chosen so that most of the traffic originating from
them is directed to attachment points within the same region. This is
done because inter-region communications is more costly than intra-
region communication. Another reason for choosing regions may be for
administrative reasons. Due to a change in any one of the reasons
mentioned above, it may be necessary to change the hierarchy of
attachment points. Yet another reason for changing configurations may
arise if a region grows too large or too small due to a lot of nodes being
moved in or moved out. It may then be necessary to either split up a
region that has grown too large or it may be necessary to merge together
two adjacent small regions. For all the reasons cited above, it is not
advisable to fix a hierarchy for the network once and for all.

2. Mobile Hosts: It is possible that a node may be moved from its current
attachment point and attached at some other point in the network. In this

3 [21] also discusses some routing problems associated with large, multi-network systems
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- various connection points fromother parts of the networ

case, it is necessary to ensure that the nodes preserve.their identity after
the change in connection points. In a strict hierarchy, the mobile host
has to inform all other nodes in the network interésted in it about the
transfer and all ongoing computatmns must. be able to change the
hierarchical address of the mobile host they referto.

. Artificial Partitioning: It is possible to envisage d situation in which

the route to the server of a region may:not wark due to:a faulty gateway.
Therefore, it may not be possible to communicate from outside with any
of the riodes in the region although routes ray attiraliy exist to some of
the nodes. This :s a case of partitioning being artificially forced on the
network.

. Multihoming: A node may be connected to more than one place in the -
_network, These connection points may be in different regions of the

hierarchical network and. therefore, different routes exust to these

ways to handle the problem of a source node desiring to find the best .
route to a destination node that is connected to more than place The
first way is for the network routing service to be smart enough to figure
out the best way given on& of ‘the hieratéHicat ad és “of the
destination or maybe. the unique identifigr of the destination. The other
way is for the source to be aware of the different connection points, to

ask for the paths to all these, and to ‘then choose among the paths

. available.- The first: calis for a sophisticated network 'service and the

second fora sophnstlcated souroe node

In fact, this brings up another way in which ‘a source may not be able to
communicate with a destination although a path to the destination may
exist. This.can happen if the destination: has.several.connection points
but all the paths (to the connectlon pomts of the destinatlon), that the

~ source knows about, are-down.

5. Shared Access: It is possible 'that two or more nodes may share a

single connection point in the network. This is possxble if there is a
shortage of connection points. Another reason may bé 'that the nodés
involved would rather share the cost of the network interface than have
complete access to the network. This may be especially true of smalil
computers. In a strict hierarchy, both of them will have the same network
hierarchical address and there will be a lot of coniusnon when a message
gets sent to the ehared connection point. RS
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2.6 A more flexible approach to Routing

The problems described above require special attention by a Routing Service. One
approach to attack the issues raised is described below. '

Firstly, it was emphasized while discussing mobile hosts, shared and changing
configuration access, that it-is impartant 1o préserve the idanmyd a node if it shares
its attachment point with other nodes or if the attachment point for. the node either
changes or even just changes its name. Oneway to sove this problem is to-assign a
unique |dentifier to every node and to have every internet message contain the
unique identifier of the destination node;. perlms p part of the.source route of the
message. Now, the unique identifier of every jf sentto any attachment point
can be checked against the unique. idemmers of tha nodes cumently attached to the
connection point.

However, this still does not salve the problem. of mobile hosts.completely. It is not

possible under many circumstances to know the oompbte hierarchical name of the
- attachment point of a node. The Routing Servioe shguld be ablaio dosome kind of a
- search for the destination node in the network. However, it may be impractical to -
search the entire network. The Routing Setvice should, thierefore, be able to accept .
hints (from the node requesting the information) to limit the scope of the search.

In fact, the procedure described above is one way of solving the multi-homing
problem, too. If a search is made for some destination node, several attachment
points for the same node may show up and the best among them can be chosen.

As for the case of.artificial partitioning mentioned before, one can either provide
alternative routes to servers or attually have redundant servers for each region.

There is another way in which partit_ioningv may be forced on 'the' network although a

path may exist between the two supposedly "partitioned” parts. This can happen if
_ no path exists between two attachment points in the same region but a path may exist



if the path from the source goes outside the region and comes in again to a part of
~ the region from which the destination may be reached. This is solved by using a
backup and retry scheme. Helb has to be asked of the Server of the region that is
hierarchically one level above the region in which the source and destination exist.

This chapter has concentrated on laying down a set of basic requirements for a
Routing Service and on developing a general approach to solve some more
advanced problems. The next chapter delves into more details about the Routing
Service. |
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Chapter Three
The Routmg Serwce

This chapter describes the design of a Routing Servicein detail. : Before describing
the details of the design, it is necessary to explain how the:campus-wide network is
configured. It is also necessary to describe a particutar implementation of source
routing and to decide what kind of routes should be computed by the Routing
Service. These preliminaries are taken care of in the first three sections. After that,
Sec. 3.4 describes the topology-finding algorithi of the Routing Service. Sec. 3.5
deals with the algorithms that are used t6 compute paths in the network and Sec. 3.6
lays out the procedure for asking the Routmg Serwce for routmg mformatlon Sec
3.7 discusses the types of changes in conﬂguratlon that are useful ina campus-mde
network. The next three sections describe strateg:es for user control of paths, for
responding to faults in the network and for corigestlon controt ’

3.1 The Configuration of the Campus-wide ,Nati.ne‘-rk

As discussed in Chapter 2, a hierarchical approach: will be taken to break down the
problems of routing for large networks into manageable sub-units. The configuration
of the network is described below. A

The campus-wide network will be essentially a large ndmber of local networks (or
subnetworks) connected together by gateways. The lowest level of the hierarchy will
consist of a number of adjacent subnetworks?, Thas Iowest level in the h|erarchy will
be called a level-1 region. One such Ievet-j iqe;gnoh is shown ih Fig. 31. ltisalsoa

A subnetwork is adjacent to another if the two subnetworks are connected together by at least one
gateway. A bunch of subnetworks are adjacent if one. can find a path (that passes thtough gateways
~ and other subnetworhs in the same region) between any two suibhetworks indhe region.
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requirement that two different level-1 regions may not overlap and that the entire
network be divided into level-1 regions (i.e., every subnetwork will belong to one and
only one level-1 region).

In a similar manner, several adjacent level-1 regions may be grouped together to form
a level-2 region. If this depth in the hierarchy is deemed necessary, it is enforced
over the entire network. In other words, the entire level-1 space is dmded into non-
overiapping level-2 regions.

In a completely recursive fashion, level-2 regions may be grouped into level-3 regions
and so on. Fig. 3-2 shows what a level-i region looks like in terms of level-(i - 1)
regions. The number of levels in the hierarchy will depend on the actual siie of the
network and will increase or decrease with the size of the network.

Before going any further, it is- necessary to emphasize that regions are chosen
primarily on the basis of the following two factors:
1. Regions are chosen so that traffic originating from the region is mostly
directed to attachment points within the region. The reason for doing
this, as mentioned eatrlier, is that routing decisions involving routes that

span more than one region are expensive. This will become apparent
when the Routing Service is described in detall.

2. Regions may be decided upon to respect administrative and political
boundaries. If regions are divided up this way, it is easier to assign
responsnbmtles for maintenance in the network.

Each region has a Routing Server associated with it. A Routing Server is said to be
level-i if it looks after a level-i region. A level-i Routing Server should know its place
in the hierarchy (i.e'that it is level-i) and it should know how to communicate with all
the Routing Servers of level-(i - 1) below it in the hierarchy (unless i = 1) and with the
Routing Server above it in the hiérarchy (if one in fact exists). A Routing Server for a
level-i region only computes routes between the level-(i - 1) regions that exist in the
_ level-i region. A level-1 Routing Server only computes routes between attachment
points that belong to the level-1 region.
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Each region, local net, gateway, and node in the network has a unique identifier
associated with it. Every node and gateway remembers its own unique identifier.
The unique Identrfier of a subnetwork is mmembered by the gateways on the
subnetwork. The umque identifrer of a regron is remembered by the gateways that
exist on its boundary

The reason for assigning unigue identifiers to nodes was discussed in Chapter 2 (i. e .
to preserve the identity of a node if it shares Its attathment point with other nodes or
if the attachment point for the node changes) )

The reasons for assigning umque identifiers to subnetworks, gateways, and regions
are slightly different. There are essentially two reasons.
1. Since class-of-service information will be maintained for sdbnetworks

gateways, and regions, it is necessary to be able to identify these
network entities easily and unambiguously. = :

2. Due to several reasons (flow control, user control of path, or temporary
malfunctioning) it may be necessary to find a path between two
attachmntpomtsmthenetwcrksuohthatﬁsepathdeesnotpass
through certain subnetworks, gateways, or regions. For this reason, too,
it is necessary to be able to point to each of these network entities easily

and unambiguously. -

Attachment points in the network do not need to have unique identifiers assigned to
them. Attachment points may have identifiers. that are unique only within the
subnetwork in which they exist®. In this thesis, attachment point names may be
sometimes referred to equivalently as local transport addresses (or simply addressee)
of the nodes that are cbnqected to the attachment points.

5There are a couple of exceptions. Nodes an@gateways will each have a common broadcast. address

. as will be seen later.



3.2 An Implementation of Source Routing

To permit explicit discussion of the Routing Service, it is necessary to look at an
actual implementation of Source Routing. .The imp!ementation- described here is
essentially the same as the one described 'in [18]. One of the features of this
implementation is that it dynamically constructs a reverse'mufé. This feature has
been retained in the. implementation because it is. extensively used by the Routing
Service. The implementation is described below.

The internet source route field is shown in Fig. 3-3. It consists of two one-octet
numerical fields and a variable (but constant for the life time-of the packet) number of
octets of route. The first field contains a count of the number of octets of route while
the second field points to the next unused octet of the route. The first field remains
constant for the life time of the packet but the second one is updated at each
gateway and also by the source node and the destination node. )

Assume for now that every gateway connects exactly two subnetworks. The
operation of a gateway that gets a packet uging the local transport protocol of the
incoming subnetwork and wants to send it out on some ‘outgoing subnetwork Is
described next. The gateway uses the second numerical fieid {which points to the
next unused octet of route) to find the next local transport address®. The assumption
here Is that the gateway knows the number of octets required by a local transport
address of this subnetwork. This local transport address is placed in the local
‘transport address field for the outgoing subnetwork. Also, this local transport
address is replaced by the gateway’s own local transport address (after reversing the
address octet by octet). The gateway then increments the second numerical field by
the number of octets it extracted from the route, and it uses the local transport -
protocol to send it 'out on the outgoing subnetwork. This routing strategy assumes -
that all paths are bi-directional and that all local transport addresses on a subnetwork

eNcotethanhelccalh'ansportaddressofanodeonsomesubnetisnotthesame‘asthenamoofthe '
node. Node names are unique identifiers but local transport names are unique only within local nets.
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local addressn

Figure 3-3: The internet source route field

are of the same size. Also, the reverse route comes out upside down and will have to
be reversed before it can be used.

In case a gateway interconnects more than two subnetworks, it behaves as if it were
another subnetwork. The next local transport address’ in the source route is used to
choose the outgoing subnetwork. Finally, to make it consistent and simple, even
gateways that interconnect just two subnetworks will be made to go through this

7Just as local transport addresses for riodes are not unique identifiers, this local transport address
should not be confused with the unique identifier that is assogiated with the subnet. Each gateway uses
some names to identify the different subnets to which it is connected. These names, which are treated
as local transport adgresses on the conceptual subnetwork of the gateway, are unique only within the
~ conceptual network.
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step.

The operation described above is repeated not only by each gateway but may be also
repeated inside the destination node to route the packet to the correct activity and
inside the source node to route the packet to tﬁe ccrrect local network (since a node
may be connected to severallocal nets)

3.3 What kind of routes should the Rouﬂhg Service compute?

The campus-wide network 's charactenmd by“hhla bandwidth communication lines
that are available at a rela§velx low cost @omggred to the communication links
available for a long-haul network like- the ARPA% network). 1t is, therefore, not
worthwhile to look for extremely sophustﬁcated routmg strategies that may use a lot of
computational resources to make the vexy besi usd of bandwidth. Since there is an
abundance of bandwidth, it safﬁees tousea mm strategy that computes shortest
hop paths. By choosing a shortest hop routing strategy, the cost of making the
complicated routing calculations required for long-haul networks like the ARPANET
will not be incurred. ' "

By pursuing the line of reasoning given above a little further, one might argue that
routing calculations should be cut down even fusther by calculating any routes
whatever (i.e., routes that are not necessarily shortest in length). -However, there are
at least two good reasons for finding shortest routes as contrasted with finding any
routes. The first argument in favor of using shortesi{ ‘routes is the reliability argument.
The smaller the number of subnets and gateways that a message has to pass
through, the better are the chances of it getting through intact to'the other end (on
the average, at least). The second reason for using shortest paths and not any paths
whatever is as follows. If any paths whatever are used, then there will be more traffic
generated in the network due to each message (on the average) because the
message may have to go over a higher number of subnets and gateways as
" compared to the case when shortest paths are used. Consequen#y, the number of



S s “.,‘;‘MW%”'M R e R R S S Rt
. LA ARG ) SRRV

different messages per unit time that the network can sustain- will be decreased,
which is a disadvantage. - '

If shortest hop paths are the paths that the W@&m@e will. gomputs, then the
only thing that needs to be monitored is ﬂ\etopology of the netwbrk and its
connectivity, both of which are subject to ‘Givange. ' Traffic -conditions “on
communication ' finks. need-not be ‘monitored, as i e "ARPANET, to make
sophisticated routing decisions. The Routing Sefvice that ie desciibed later in this
chapter has been designed keeping this in mind. - : -

Given the structure of the.campus-wide network in which Qarious subnets are
connected by means of gateways, it is logical to define.a path-length to be as many
hops as the number of gateways and subnets that it spans. Therefore, nodes on the
same network will be one hop away, nodes on-different subihets connected by a
common gateway are three hops éway and so on. There is another way to define
hops that is simpler although it may be less intuitive. The nusmber of hops in a path
can be defined to be the number of gateways on the path. “A‘little bit'of thought will
show that shortest hop paths, which are computed by using either of the two
definitions, mean the same thing. (The reason for this is that the number of hops in a
path, using the first definition, is a monotanically increasing function of the number
of hops in the same })ath, usihg the second definition.) The second definition of path
length will be used in this thesis. . . o

3.4 Finding the topology of the Campus-wide Network

Finding the topology of the network is the first task of the Routing Service. As
explained before, a hierarchical approach has been taken to split up the routing
problems into manageable units. For convenience of distussion, suppose that the
network is itself a level-n region, where n is some number greater than zero. -

This section is organized as follows. First, somespéci_al featurés'that are réquired for
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the topology finding functions of the Routing Server have been explained. Next; a
very crude description of the topology finding operation of the Routing Server has
been given. This has been done to give the reader a higher level insight into the
algorithm before introducing a lot of details. ‘ ' '

There are two ways to read thig.section. If the reader only wants to get a feel for the
algorithm, it is recommended that he should gkim over the description of the special
features and then he.should only read the crude description of the algorithm. On the
other hand, for the reader interested in.more details, the following is recommended.
The reader should first skim over the description of the special features and the
crude description of the algorithm.  Next, thé readeér should read the exact
algorithm—referring to the description of the speciat featums. if necessary.

This thesis will not attempt to d_escribe the details. o{-cod,ing the various messages
that are required for the operation of the Routiag Service. - Also, no attempt will be
made to describe in detail how the Routing Servers, the gateways, or the nodes
organize the storage- of:state associated. with the operation of the Routing Service

except where aosolutelg necessary. -

3.4.1 Eleven special features requlredfor topology-ﬂndfng

1. Gateways respond toa common Iocal transport address Every gateway
has a local transport address on each subnet that itis connectedto. The
local transport address of the gateway on every subnet is unique over the
subnet. However, it is required that all gateways on a subnet also
respond to some. other:common local transport address. The common
address for gateways on a subnet may be different from the common
address for gateways on another subnet. . The common. address for
gateways will be used to broadcast messages to all gateways on a
subnet and it is for this reason that the the common local transport
address may: be referred to equivalently as the breadcast address for
gateways.

2. Nodes respond to a common local transport address: Just as gateways
respond to a common address other than their regular local transport




address, all nodes on a subnet respond to a common local transport
address other than their regular address. It is possible to.make the -
common ‘acidress for nodes: identical- 10:the comman -address: for
gateways on the same subnet.” Software: cen: then: be - used to
differentiate between broadcasts meant for nodes: fravthose meant for -
gateways: . ‘However, it witl_be assumed, for smes.of digcussion, that the
common--address for nodes mmmmmmmﬁ
gateways owthe samasaomt
. . g ,3 .
3. Remote Broadcast message Before descnbing thls message, it is
necessary to explain the standard:represeitation 0f:a_message in this:
thesis. This standard representatlon |s gwen below
To- (destmatuon)((T ype of message) (parameter 1> <parameter 2>
<parameter D,.. ,<parameter nd)

Here {destination) is the destination for this kind of packet. Examples of
{destination are gateways, nodes, etc. In an actual. measage, of courss,
this correspoivds 16'the source routé that is'used:to send the message to
the appropriate destinations  (which are of the- type* gwen in the
<destmatcon> fveld of-the description). Co

{Type of message) <{parameter 1>, etc. are aﬂ holdethat correspond in
an actual mesBage, to-pieces of informationthat are:coded into the
internet transport packst!: The:details of: oodmg mmmnm are not
of hnportancetbtﬁlsm

If this type of message has a standard reply message associated with i, it
will look like this:

From-<destinationX<Type of message>, (paraneter a, <parameter: b,

From-<destination)> corresponds, in an actual message, o a source route
that leads from the destination to the originator of ithe: To-<destination>
. message. (The.dynamic reverse route construction: strategy, which was
described earlier, is used to get the reverse route requured above )
<Type of message>, <parameter a>, etc now correSpond to pleces of
information that are coded into the internet transport-packet that i8 used
for the reply.

Now, to get back to the original discussion, nothing has been said so far



about the mechanism that is used to send a packet over a local network
using the local trangport protocol. intdeed; each looal natwork will-have
its own local transport protocol that may-be different from any-other local
transport pratocol. -However, one assumption must-be made about the
local transport protocol. The assumption s that if there-are seversal
attachment points on a:subnet with the same Jacel. transport.address-and:

if aipaciast having the common jocsl transpaont sdurees is deliverad to the
subnet, then the packet will eventually be deliwered:-to.ali the attachment
pointsonthesubnetwimtheoommon localtraneponaddress

The remote broedcast mmmubm

To gateway(Remote broadcast dwination local transport address of

~ The "destination” field of the message can contain either "nodes" or
"gateways". This: field essentially telie: the: racipiant of the: message
whether the packstinciuded in the "packet” fieid shavic he broadcast to
all the gateways: aaﬂﬂacmdesmﬂmmtmdidmﬁﬁndfhm “lecal
transport address”® field.. Suppose, for exampie; that-the-"destination”
field of the message says "nodes”. The:getewsy:willithen plece the
packet contained in the message on the appropriate subnet using the
correot local transport: protocol {afies putting the: common address for
nodes on the subnet:in the local transpart address: fielg of-the packet).
The: gateway: wiil diso:-be responsible: for amanging ihe intemet:source -
route field of the packet that it will send so that itiocks s itthe erginater
of the packet is the same as the origmator of the remote broadcast

message-sent to the gatoway. .

4. Gateway Descriptor: Each gateway has a gateway descriptor assoClated
with it. The descriptor is-essentially supposed {0 stone information about
where the gateway belongs in the hierarchical configuration of the
network, the routes to the various Routing servers of interest, and the
class: of service information abotit the gatewayand the various-regions
and local nets around it. TﬁbeMfMW*
oomamuawwm pieoeaeﬁinmm o

a. The untque identiﬁerofmegatmy
bTmmwmmmwmdm

8mis local transport address is the addrees of the subnet on the conceptual subnet of the gateway.



gateway, of the subnets that the gateway.is connected to. -
c. The Iocal transport address on each subnet.

.d. The ctass of.serwce mformation on the gateway

e. The: highest level of the gateway betwéen the ipcal networks.- (If
both the local networks belong to the sense:lexei<1-régionthen the -
highest level of the gateway between them is taken, by convention,
to be.0. it should be noticed thatif this highest leved'is i, then the
gateway is also -a.level-j gateway between the dwo:local: networks
for0<j<i.) |

Eor each local network connected to the gateway

f. The unique identifier of the region.

g. The class-of-service information on theregion.

h. The route to the‘Reuting Server of the region®. -
It is not necessary for the gateway to have-all this informiation at all times.
In fact, when the gateway first begins operation, it is only necessary for it
to know b, ¢, and e: “The rest of thé: iiformation gats filled in-as part-of
the operation of the Routing Service as will be seen later. Also, b, ¢, and
e have to be kept in some kind of ‘stable stofage because it is required
that this information be retained by the gateway even if it crashes and
comes up again.

5. Node descnptor Each node has a node descriptor associated with it.
The node descriptor consists of the following pleces ot ihforniation: :

a. The uniqde iﬂentiﬁer of the node.

b. The class-of-service ‘lnfotmatioﬁ onthenode.

O or the level-O-region (i.e., the loea! network), this is not applicable.. Another exception to this rule is
that the a level-O gateway also containa information on the-unique identifier-of.the level-1.region and the
. foute to the level-1 Routing Server.
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¢. The local network addresses of the attachment peints to whnch it is
connected.

d The unique identlfiers of the local networks to which it is
connected. , )

Clearly, ¢ and d change whenever a.node is moved from one local
network to another. Information on c is acquired by the node when it is
connected to.a new.place inthe network. Ttnmmwrhamingd
dynamically wil be described tater. . .

6. What-m-your-deacrimor? meseaee. Them are- twe variations on the
What-rs-yourdescapmr? message. The two variations are shown below:

a. To- gateway (What- is-your-descriptom
From- gateway (What-ls-your-descripton gateway descriptor)

The gateway descriptor here is the same as the standard one
described before. - L

b. To-node (What-is-your-descriptor?)
From-node (What&isryour-eescﬁptm;-npda descriptor)
This node deecnptoristheme as them&deseribedear!ier
7. Fill-m-your-desenptor message. Thls messageappsersasfollows.

To- gateway (Fill-in-your- deseripto: (information pair 1) <information
pair 2,..)

The information pairs mentioned above consist of two parts
themselves— the first is the kind of H\fotm&ﬁouﬁaatmuet be filled in-and
thesecondbatheirttmmonitaelt S . .

" A variation of this message also exists:

To-node <Fill-in-your-descriptor, <information pair-a>, <mtamatten pair
b, ...)

Sometimes, an originator of this message might want the gateway to pick
up the reverse route as one of the pleces:-of information to be filled in.
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For example, a Routing Server level-i might want to fill in some gateway
descriptor that needs the route to the Routing Server. The Routing
Server might only’know the route from itself té the gateway. In that case,
the information pair field corresponding to this route (from the gateway
to the Routing Server) may refer to the reverse route constructed by the
dynamic reverse route construction straﬁgy e

8. Give-me-descriptors-of-gateways-at-the-edge-of-your-region message.
This message looks as follows:

To-Routing Server(Give-me-descriptor-of-gateways-at-the-edge-of-your-
region, hierarchical address of attachment point where I want rcut%
from, ﬂumber of iast update) ‘ =

The reply to this message looks as folfows: -

From-Routing Server (Give-me-descriptor-of-gateways-at-the-edge-of-
your-region, <information changed?, <information ‘on gateways>)

The information that the Routing Server is asked to furnish concerns the
gateways that tie on the boundary ‘of the region-that the Routing Server
administers. This information involves not only the descriptors of the
gateways but also routes to the gateways from the pomt in the network

specified in the request. - Each- update -by the ﬂoutlng Server or
information about the gatéways is numbered. Therefore, if-the request
contains the latest update number, the réply puts 1o in the *information
changed?" field and makes the "informatioh on gateways” fiefd blank. ff,
however, the update number is different now, then the “information
changed?" field has yes in it and the “information on gateways*" field is
filled with the appropriate information. The "information on gateways"

. field, in fact, consists of the following sub-fields:

a. List of descriptors: This is a list of descriptors of the gateways on
the edge of the region. '

b. List of routes to the gateways: This is a list of the routes to the
gateways mentioned in the “list of descriptors"” field in the same
order. The routes are given from the attachment point whose
hierarchical address was’ specified in the request. The way to
specify a hierarchical address is descnbed later m thus thesis.

c. Number of this update: Thls ﬁeld specnf:es the: update number of



9.

the information on the gateways sent back in this request.

Here-is-the-route-to-Routing Server-above-you message: This message
looks as follows:

To-Routing Server (Here-is-the-route-to-the-Routing Server-above-you,
route, unique identifier of Routing Server, list of unique identifiers of
Routing Servers above the one mentioned, list of Routes to Routing
Servers above the one mentioned from the originator of this message)

This message will be used by some Routing Server level-i (where i > 1)
and will be sent to one of the Routing Servers lgvel-(i — 1) under the level-

~ i Routing Server. The route specified in the. message may. refer to the

10.

11.

reverse route that is normally constructed. Also, if the level-i Routing
Server has information (regarding unique identifiers and routes) on
Routing Servers above it in the hierarchy, then that information is sent,
too.

I-would-like-to-get-information-on-Routing Server level-i message: This
message looks as follows:

To-Routing Server (I-would-like-to-get-information-on-Routing Server
level-i)

From-Routing Server(l-would-like-to-get-information-on-Routing Server
level-i, highest level j < i of Routing Servers for which | have information,
list of unique identifiers of Routing Services above me: -until Ievel-j, list of
routes to Routing Servers above me until level-j)

All fields in this message typé are self-explanatory. The routes to
Routing Servers are from the Routing Server to which the message was
directed.

- What-is-the-route-from-me-to-you? message: This message looks as
follows:

To-Routing Server (What-is-the-route-from-me-to-you?, my hierarchical
address)

From-Routing Server (What-is-the-route-from-me-to-you?, route)
Clearly, the originator of the message must have a route to the Routing

Server to be abie to send the message in the first place. However, the
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route may not be a good one and it may go past several other attachment
points unnecessarily. The message described above may then be used
tofind a retatwely shorter route.
k)

Assume for.now that. the Routmg Semer to.whigh m,_ ory | ; 2,
capable of coming up with a route of the type specrhed The exact
algorithm for finding this route or any other route, for that matter, will be
described later. ' '

It should be noted that most of the messages described in this section had some kind
of reply associated with them. The | replies tO those rrteseages also act as
acknowledgments for the messages themselves and, there,fore; there is no need to
send explicit acknowledgments. There aretwo rn&esages, however, which do not
have any replies associated with them—namely, the Frll-m-your-descnptor message
and the Here-is-the-route-to-Routing Server-above -you message. it may be
necessary to send explicit acknowledgments for these messages although none have
been mentioned in the description ot these messages.

3.4.2 A crude description of the aigorithm

One assumption of this -algorithm is that a level-i Routing Server exists within the
level-i region that it serves or, to be more preoiee, the node on which the Routing
Server runs is connected to an attachment pomt mthrn the level-i region that it
serves. Thrs is not an unreasonable assumptron conssdenng that the main motivation
for dividing up the network into regions is to prowde better servroe to each region. It
is, therefore, natural to place the Routing Server as close as possrble to all the nodes
or Routing Servers below it in the hierarchy.

Another thing to notice is that level-1 Routing Servers are a little different from level-i
Routing Servers, where i > 1. 'The reason is that level-1 Routing Servers do not
gather their topology information from lower level Routing Servers but. instead
directly from the nodes and gateways in the level-1 region. The operation of alevel-1
Routing Server will, therefore, be described first and then the operatuon of other
Routrng Servers will be described. " A

o
:‘<
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Also, note that the operations that are described-are actually repested over and over
again. The frequency of the repetitions should be hrgh enough so that changes get
noticed fairly quickly but the frequency should not be so hngh that the Routmg
Service gets siowed down unduly by }ustthrs paﬂeﬂts memiﬁlw

3.4.2.1 The operation of a level-1 Routing Server

Assume that when a level-1 Routing Server first begins operation, it knows absolutely

nothing about the topology of the network. It will only be required that the Routing
Server should know that it is level-1 and also to kriow the unigue identifier of the
region that it will serve'®. Now, it is known that the node on which the Routing Server

runs is attached to a point in the same level-1 region'*. The idéa is that the Routing

Server should find out first about the nodes and gatewayson the subnet on which it
exists and then expand its knowledge to nodes‘énd gateways in neighboring subnets
until the boundary of the level-1 reglon is fi nally reached. ’

Therefore, to begin with, the Routing Server sends out a What-is-your-descriptor?
packet on its subnetwork dnrected to all the nodes there. This i is done by putting the
common address for nodes in the local transport addrees field of the What-rs-your-
descriptor? packet. Next the Routmg Server sends out a What-:s-your-descnptof?
packet to all the gateways on its subnet. The replres that the Routing Server gets
back from nodes and gateways give it mformation on all the nodes and gateways on
the subnet (except those that are down temporarllyﬁ) h

The gateway descriptor that the Routing Server receives will: inform it of other
subnets in the region that it has not explored yet. Using remote broadcasts, the

ln fact, the Routmg Server need not even know this unique identifier. It can get a unique identifier
from some network-wide unique identifier dispensing service or some such means before proceeding.

Assumptnon made earlier.

12There is no need to despair, however. Information on these will get collected in later iterations: of
this algorithm.



Routing Server will put What-is-your-descriptor? messages for both gateways and
nodes on all subnets that it has not explored yet. ‘ Again; information from nodes and
gateways is coﬂected and orgmizsed amm A&mﬁiea mm\waya ceme,

in, the: Routing Server gets $o know-abiout othe “aiybnets i the:regisn. that it was not
aware of before. All such subnets are then explored until no more subnets are left’

unexplored.

it should be noted that there may be several ways in which a sebnet may be revealed
to the Routing Server (i.e., through different chains of gateways). However, a single
subnet needs to be explored just once: through remote broadcasting What-is-your-
descriptor? messages (for nodes and gateways) on it.” Discoverifig that each: subnet
is explored just once is a responsibility -of the Routing: Server -and it is possible
because each local network has a unique identifier that is part-of the descriptors of
gateways that are connected to the subnet.

Another important observation concerns gateways that lie on the boundary of the
region and that are connected to ‘several subnets. Clearly, one of the subnets to
which such a gateway is connected lies within the level-1 region (because the
Routing Server becamé aware of the gateway through a broadcast on some subnet).
Also, for the gateway to be on the boundary, one of the other subnets must be in
another level-1'region (i.e., the gateway must be level-1-between: thése two subnets).
The important thing is that the other subnets may be either:within the fevel-1 region of
the Routing Server in question or they may be out of it. if they are within the region,
they must be explored (unless they have already been explored). The point is that a
gateway may be on the edge of a region and yet some of the subnets that it leads to
~may be within the region and these should be explored as usual.

Also, note that it has not yet been described how. the information. collected from
nodes and gateways is organized. The purpose of describing the topology-finding
algorithm is only to convince the reader that the iopologyﬁ dan be _found (and
efficiently). S



The next thing that will be described is the operation of a level-i Routing Server,
where i > 1. As explained earlier, the differences in the algorithms are due to the fact
that this Routing Server will get the topology information from Routing Servers below
it and not directly from nodes and gateways below it in the hierarchical configuration.

3.4.2.2 The operation of a level-i Routing Server

Just like a Routing Server level-1, a Routing Server level-i has no knowledge of the
topology when it first begins operation. Al it knows is that it is a level-i Routing
Server and that it knows the unique identifier of the region. The idea here is to
contact all the Routing Servers of level-(i - 1) below the level-1 Routing Server in the
hierarchy and to gather information from them about the gateways of level-(i - 1) at
the edge of their regions. ‘

To do this, the Routing Server of level-i must first contact the Routing Server of level-
(i - 1) in whose region it lies. This is done by first getting to the Routing Server level-1
(in whose region it lies) and working up to the Routing Server level-(i - 1). This, in:
turn, is done by first sending a What-is-your-descriptor? packet to all the gateways on
the subnet on which the Routing Server level-i is.located. Any.one of the gateway
descriptors received in reply will give the level-i Routing Server the route to Routing
Server level-1 and the unique identifier of the level-1 regions. Next, the Routing
Server level-i sends an I-would-like-to-get-information-on-Routing-Server level-(i — 1)
message to the level-1 Routing Server'3. The route to the Routing Server level-2 is
then computed by concatenating the route to the level-1 Routing Server with the
route from the level-1 Routing Server to the Routing Server level-2. An I-would-like-
to-get-information-on-Routing Server level-(i — 1) is then sent to the level-2 Routing
Server and so on until finally the route to the level-(i - 1) Routing Server Is found. It
should be noted that short-cuts can be taken if some Routing Server in the chain up

13As will be seen later, a level-s Routihg Server sends to each level-(s - 1) Routing Server below it the

- route from the level-(s - 1) Routing Server to itself as part of its topology-finding algorithm. Therafore,
the level-1 Routing Server is expected to have the route from it to the level-2 Routing Server above it.
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from the level-1 Routing Server to the level-(i=8) Routing Server knows of more than
one Routing Server above it. (This was explained .in the /-would-like-to-get-
information-on Routing Server level-i message.) . - = -

This route that the Routing Server )!évei-'i ndw know.; to reach Routing Server level-(i
--1) may not be the best route because it will: go by severdl other Routing Servers
along the sequence from Routing Server level-1 to Routing Server level-(i - 2). To get
a good route, the Routing Server level-i sends a:What-is-the-route-from-me-to-you?
message to the Routing Server level-(i ~ 1). Using this route the Routing Server level-
i then sends a Here-is-the-route-to-Routing Server-above-you message to Routing
Server level-(i — 1) and it also sends a Give—me»descriptors-ef.-gateways-at-the-edge-
of-your-region message to the same Routing Serverievel:(i~1).

Now, the Routing Server level-i can, by inspection of the gateway descriptors
received from Routing Server level-(i - 1), find out the;rou:te%,}g the Routing Servers
of the level-(i — 1) ,.regipns lying beyond the level-(i - 1) region fo which the level-i
Routing Server belongs but Iying within the level-i region beihg considered. This is
done as follows. Each gateway on the boundary of the level-(i - 1) region to which
thelevel-i Routing Server belongs will have routes to.the Routing Servers level-(i - 1)
lying beyond it. To get the route to any of those level:(i:~ 1) Routing Servers, the
Routing Server level-i has to merely concatenate the route from itself to the gateway
with the route from the gateway to the other level-(i-1) Roqting,segver.

Using these routes to other level-{i - 1) Routing Servers (within the level-i region), the
level-i Routing Server can send Here-is-the-route-to-Routing Server-above-you and
Give-me-descriptors-of-gateways-at-the-edge-of-your-region message to the level-(i
~ 1) Routing Servers. This can then be repeated for each level-{i — 1) region that lies
in the level-i region. until all of the level-(i - 1) regions in the level-i regions have been
explored. '

Again, the details of organizing the topology data will not be described now. For



present purposes, the claim is made that the level-i Routing. Server will, at the end of
the topology finding operation described above, know about: the connections of the
level-(i - 1) regions in the level-i regaons and it will know the descriptors of the level~(|
- 1) gateways that connect the level-(i - 1) regions.

The way the algorithm has been described so far, a level-i Routing Server will get
information from a level-(i - 1) Routing Server below: it: only when. the level-i Routing
Server sends a Give-me-descriptors-of-gateways-at-the-edge-of-your-region
message. However, it might be useful to provide a feature whereby a level-(i - 1)
Routing Server could bring to the attention. of the level:i-Routing Server above it any
changes that might have occurred in the level-(i < 1) region since the last update that
was sent to the level-i Routing Server'4. In fact, one can goeven further and make a
level-(i — 1) Routing Server always report to the level-i Routing Server immediately
after an iteration of its topology-finding operation. These changes €an be reported to
the level-i Routing Servér in the form of a reply toa Give-me-descriprors-of-gatbways-
at-the—edge-of-your-region message (even though in fact, ho such message may
have been sent). ' :

This is the end of the crude description of the topology-finding algorithm. The rest of
this section gives a detailed description of the algorithm.

3.4.3 The full algorithm for finding the toﬁdldby of the network .
‘First, the algorithm that a level-1 Routing Server uses for topology-finding and an
informal explanatlon about how it works is gcvon This is followed by a similar

description for the algorithm that a level-i Routing Server uses for topology-finding :
and by an informal argument for its correctness.

14Note that we are only referring to changes in the level-{i - 1) regmn that the Ievel -i Routing Server is -
interested in.



3.4.3.1 The level-1 topology-finding algorithm

The algorithm that will be described uses four different lists and a queue. All the lists
and the queue start out empty for each iteration of the topology-finding algorithm.

The lists are:

1. List of node descriptors
2. List of gateway descriptors

3. List of gateways on the boundary of the region: This list only contains the
unique identifiers of the gateways on the boundary.

4. List of local net descriptors: A local net descriptor will consist of the
following two items:

a. The unique identifier of the local net in question.

b. The unique identifiers of the gateways on the local net.

The queue that the algorithm uses will be called the exploration queue. Each item on
the queue will consist of the unique identifier of some local net and also the route to

the local net from the Routing Server.

The topology-finding algorithm is given below.

1. Put the local net to which the Routing Server is connected on the
exploration queue.

~ For each local net on the exploration queue do:

2.Send a What-is-your-descriptor? message to all the gateways on the
local net. Use the remote broadcast feature with "gateways" in the
"destination"” field and the contents of a regular What-is-your-
descriptor? message in the "packet" field of the remote broadcast
message. Send the remote broadcast message to the last gateway on -
the path to the local net with an appropriate "local network address of
subnet" field.

3. Send a What-is-your-descriptor? message to all the nodes on the local
net by using the remote broadcast feature.
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4. For each reply from 2 do

a. Check to see if the gateway descriptor contams the following
information:

- the unique identifier of the gateway

-the unique identifiers of the local networks to which the
gateway is connected

- the route to the Routing Server

If the unique identifier of the local net (currently being explored),
as contained in the descriptor, is different from the unique
identifier of the local -net in the descriptor of the last gateway on
the path of the remote broadcast sent in step 2, then do the
following. Check the exploration queue to see if it contains an
entry corresponding to a local net with the unique identifier that
the present gateway descriptor contains. If there is such an entry,
remove it fromthe exploration queue. '

If any of the-above pieces of information that are checked for in the
gateway descriptor are incorrect or missing, send a Fill-in-your-
descriptor message to the gateway to change the descriptor
suitably.

b. Add this new updated gateway descriptor to the list of gateway
descriptors for the region. If a descriptor for this gateway already
exists in the list, then it is replaced by this new descriptor.

c. If the gateway happens to be level-1 between the present local net
and some other local net to which it is connected, then add it to the
list of gateways on the boundary of this level-1 region.

d. Add the local nets to which the gateway leads and that lie within.
the same level-1 region to the end of the exploration queuse (uniess

the local nets in question are already in the queue or unless there
is an entry for the local net in the list of local net descriptors).

end of do
5. For each reply from 3 do:

a. Check the node descriptor to see if it has the following pieces of
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information:
- the unique identifier of the node
- the unique identifier of the lacal net being explored

If either piece of information is: miwnﬁts,ﬂ;h\ewswd a Fill-in-your-
descriptor message to the node to complete g

b. Add this new updated node descriptor to the fist of node
descriptors for the region. If it is already there, just replace the oid
descriptor with the new one.

end ofdo

6. Complete the local net descriptor for the local net just:explored and add
it to the list of local net descriptors for the region.

end ofdo

7.Send a reply to a Give-me-descrlptors-of-gateways-at-the-edge-of-your-
region message to the Routing Server above this one (although.no such
message may have been sent by the higher level Routing Server).

3.4.3.2 How does the level-1 topology-finding algorithm work?

No formal proof for the correctness of the algorithm will be given. However, some
less-than-obvious properties of the algorithm will be clarified.

The exploration queue is used to store leads to local nets that have not been
expiored yet. The most important property of the exploration queue is that it
promotes a breadth-first search of the level-1 region as opposed to a depth-first
- search (if depth is defined in terms of number of hops). This ensures that the local

15It might seem a little exotic to get a unique identifier for a node but this facility is provided to take
care of the rare circumstance when a nods does not have itg own unique idéntifier due to some reason.
Normally, every node is expected to come with its own unique identifier.

16The unique identifier for the local net that is given to the node is the same as the unique identifier
_ that the gateway desgriptors were given for this local net. :
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net zero hops away from the Routing Server (i.e., the local net on which the Route
Server resides) is searched first. Next, all local nets one hop away are searched and
then all local nets two hops away, and so on'”. Therefore, the path that is used first
to get to a local net is the mrmmum-hop path from the Route Server. This is the -.
reason why the route from gateways to the Route Server is put in the gateway
descriptors as the local net isbemg explored. it is not:recessary to wait for the
completion of the algorithm to find the shortem hop path from each gateway to the
Route Server

An attempt has been made in the algorithm to explore all local nets only? once. Thisis
the reason why a local net is not put in the exploration queue if it is already
somewhere in the queue or if it is in the list of Iocai rret descriptors However. this
property may not always be true and sometlmes a Iocal net may be explored more
than once if care is not exercised. Consider the case of a local net-that does not
have a unique identifier yet. Also, assume that the local net is connected by
gateways to two of the local nets that are about to be explorod Since the gateways
that lead to the local net in qu&stron will not have a umque Mentrﬁer for it, the Routing
Server will get unique identifiers for the local net for each of the gateway descriptors -
not knowing that it is for the same local net.- Since the unique identifiers are different,
the local net will be placed on the exploration queue twice. The algorithm is,
howevér, smart enough to recover from this situation. When the local net is first
explored through one of the gateways that leads to it, the Routing Server will notice
that some other gateway has an inconsistent unique Identifier for the same local net.
The exploration queue i3 scanned to check if there is an emstry with. the inconsistent
unique identifier. 'If there is, then it is removed from the exploration queue. Also, the
gateway descriptor for the gateway with- the inconsistent' unique identifier is
corrected accordingly, as usual.

There is another question that is worth dwelling on for a little while.. Is the topology

711, this context, "all local nets" refers to all local nets that lie in the level-1 region being considered.
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information really complete? The claim is that the topology data is complete. The
reason—to put it very intuitively—is that every lead to a local net is pursued (if it lies
within the 'same level-1 reg_iori) and, therefore, each local net in the region is
explored. Also, since all node descriptors and gateway descriptors on each local net
are collected, complete topology information for the level-1 region exists.

3.4.3.3 The‘ level-i tovpology-findin'g algorithm

The topology-finding algorfthm of a level-i Routing Server (where i > 1) uses three
different lists and a queue. All the lists in the queue start out empty for each iteration

of the topology-finding algorithm. The lists are:

1. List of gateway descriptors: The gateways in the list are all the gateways
at the edges of the various level-(i - 1) regions in the level-i region.

2. List of gateways on the boundary of the level-i region.

3. List of level-(i - 1) region descriptors: A level-(i — 1) region descriptor
consists of the following three items:

- The unique identifier of the level-(i - 1) region.

- The unique identifiers of the gateways on the boundary of the
level-(i - 1) region.

- The route to the Routing Server of the region.
The queue that the algorithm uses will be called the exploration queue. Each item on
the queué will consist of the unique identifier of some level-(i ~ 1) region and the
route to the Routing Server of the level-(i - 1) region.
The topology-finding algorithm is given below.

1. If the route to the'level-(i -~ 1) Routing Server is known, then go to step 8,
else go to step 2.

2. Send a What-is-your-descriptor? message to all the gateways on the
local net to which the Routing Server is connected by putting the the
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common local transport address for gateways in the local transport
address field of the packet.

3.Send an I-would-like-to-get-information-on-Routing Server -level-(i ~ 1)
message to the level-1 Routing Server. (The route to the level-1 Routing
Server is picked out from any of the gateway descriptors received as
replies t0 2.)

4. Check to see if the reply to step 3 contains information on the route to
the level-(i - 1) Routing Server'8, I it does then the route to the level-(i -
1) Routing Server from the level-i Routing Server is constructed by
concatenating the route from the level-i Routing Sexver to the level-1
Routing Server with the route from the level-1 Routing Server to the
level-(i - 1) Routing Server. Now, go to step 8. '

On the other hand, if the highest level that the level-1 Routing Server
knows about = j < (i - 1), then construct the route to the level-j Routing
Server from the level-i Routing Server. '

5. Send an /-would-like-to-get-information-on-Routing Server level-(i — 1)
message to the level-j Routing Server.

6. Check to see if the reply to 3 contains information on the route to the
level-(i - 1) Routing Server. If it does then the route to the level-(i - 1)
Routing Server from the level-i Routing Server is constructed by
concatenating the route from the level-i Routing Server to the level-j
Routing Server with the route from the level-j Routing Server to the level-
(i - 1) Routing Server. Now, go to step 8.

Otherwise, construct the routé to the highest level Routing Server
(known to the level-j Routing Server) and make j = the level of this
Routing Server. Now, go tostep 7.

7. Send a What-is-the-route-from-me-to-you? message to the level-(i - 1)
Routing Server. (Note that the hierarchical address to the sender has to
be included in a What-is-the-route-from-me-to-you? message. The level-i
Routing Server knows the unique identifiers of the regions in which it

18A level-s Routing Server will always know the route from it to the level-(s + 1) Routing Server after

~ the level-(s + 1) Routing Server goes through the topology-finding algorithm. See step 11 to find out the
reason.



resides from level-0 to level-(i - 1)'®. Only the information correspondmg
to these fields is put in the hierarchical address (of the level-i Routing
Server) that is placed in the What-is-the-route-from-me-to-you? message.

8. Put the level-(i - 1) region in which the Ieveii ‘region lies on the
exploration queue. '

For level-(i - i he explor;

9.8end a Give- me-descnptors-of-gateways-at~the-edge-of your-region
message to the Routing Server of the level-(i - 1)’ region. If this does not
work for some reason, then go to step 1. ’ .

10. For each gateway descriptor in the reply to 9 do:

a. Check to see if the gateway descriptor contains information on the
unique identifier of the level-i region and the route to the Ievel i
Routing Server.

If the unique identifier of the level-(i ~ 1) region (currently being
explored), as contained in the descriptor, is different from the
unique identifier of the region, as contained in the entry for the
level-(i — 1) region in the exploration queue, then do the following.
Check the exploration queue to see if it contains an entry
corresponding to a level-(i - 1) region with the unique identifier
that the present gateway descriptor contains. - Jf there is such an
entry, remove it from the exploration queue.

If any of the pieces of information checked for above is missing or
incorrect, send a Fill-in-your-descriptor message to the gateway to
update that information.

b. Add this new updated gateway descriptor to the list of gateway
descriptors for the region. If a descriptor for the gateway already
exists in the list, then itis replaced by this new descﬁptor

c. If the gateway happens to be, level-i between the present level-(i -
1) region and some other level-(i - 1) region to which it is

19It gets this information from the reply to 2 and the replies to the I~would-like-toget-in!ormation-on-
_ Routing Server level-(i - 1) messages that it sends out.
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connected, then add it to the list of gateways on the boundary of
this level-i nagon

d. Add the level-(i - 1) regions, which the gateway leads to and which
lie within the level-i region, to the end of the exploration queue

(uniess the level-(i - 1) regions.in question are already in the queuse
or unless there is an entryforthelevelﬁ-nmnmthehstof
level-(i - 1) region descriptors).

end of do
11.Send a Here-is-the-route-to-Routing Server-gbove-you message to the
level-(i — 1) Routing Server with the relevant mto:mation

12. Complete the region descriptor for the level-(i - 1) region just explored
and add it to the list of level(i - 1) region descriptors for the level-i
region.

end ofdo

13. Send a reply to a Give-me-descriptors-of-gateways-at-the-edge-of-your-
region message-to the Routing Server abave. this level-i Routing-Server
(although no such request: may have meimm mem level Routing
Server).

3.4.3.4 How does the level-i topol’og‘yi-ﬁndingﬂgeﬂthm w’ork?
There are only a few differences between the topology-fmding a!gonthm for a level-i
(i > 1) Routing Server and the toporogy-ﬁndmg alaoﬂthm of*a levei 1 ‘Routing Server.

.Essentially, a level-(i - 1) region is treated just Ilke a Iocal -net was treated before.
There are two important differences, however.

The first difference is that the gateway descriptors for a lower level region are not
collected by using remote broadcasts (as before) but by sending a Give-me-
descnptors-o!-gateways-at-tha-edge-ol-your-region massage to the lower level
Routing Server.

- A second difference lies in the fact that now the level-i Routing Server has to find a



route to the Routing Server for the level-(i - 1) region, in which it resides, before any
~ topology information can be collected. This is done by getting the route to the level-1
Routing Server from a gateway on the same local- mt and then by sending a series of
I-would-like-to-get- mformeﬁamomﬁouﬂng Server: MMF ‘@ 9)-thessages ‘o higher
and higher level Routing Servers until the route to the level-(i <'1). Routing Server is
found. An optimization that allows the level-i Routing Server to avoid contactmg all
Routing Servers in the sequence from the level-1 Routing Server up to the level- (i-2)
Routmg Server is tucked in.

Apart from these two major differences, this algorithm is -baSicaIly the same as the
one for the level-1 Routing Server. Hence, the same correctness arguments apply.

3.5 Computing routes in the campus-wide network

it was mentioned in Sec. 3.3 that it is advantageous to use shortest hop paths in the
campus-wide environment. The Routing Service yvjll, therefore, attempt to convert its
topology information into an equivalent graph énd then apply a shortest hop
algorithm to find shortest hop paths. Inventing shortest hop path algorithms is not
the subject of this thesis; therg are plenty available alréady. 'The shortest hop
algorithm described here is simpler than seVetﬁl well-known shdrtest{ path algorithms
that compute shortest paths in graphs with directed or variable-cost edges. For
example, Dijkstra’s algorithm [1, 2, 8, 16, 5] finds shortest paths in a directed graph
with no negative-cost (but variable) edges. The simplicity of the shortest hop
algorithm, which the Routing Service will use, arises from the fact that in this case all
paths are bi-directional and all hops are treated equivaleritly‘(i.e., no variable costs
are assigned to hops)..

As mentioned before, the Routing Service has first to convert its tbpology information
into an equivalent graph before applying its shoﬁest hop algdrithm. A level-i (where i
is 1 or greater) Routing Server will treat each of the level-(i — 1) fégicns in its territory
as a node in the graph. Furthermore, each link between any two level-(i - 1) regions



will be treated as an edge in the graph. Therefore, one gateway in the region can
correspond to more than one edge in the graph. For example, if a gateway connects
~ three level-(i - 1) regions, then each levei-(i ~ 1) region wili-correspond to a node in
the graph and the gateway will correspond to three edges— one between each pair
of nodes in the graph. |

After constructing 'the graph for its region, a level-i Routing Server will apply ‘a
shortest hop algorithm to find shortest hop paths between all pairs of nodes in the
graph. This, in turn, is done by first constructing shortest hop oaths from one node
to all other nodes in the graph and then repeating the same-algorithm for each other
node. The algorithm that finds shortest hop paths from:one node to all other nodes is
described below. It essentially does' a breadth-first search of the graph starting from
some source node and outputs the shortest hop routes (as well as the number of
hops in the routes) from the source node to the other nodes as it does the search.
The shortest hop algorithm will use a FIFO queue.

The shortest hop algorithm

1. Enqueue each edge from the edge list of the starting node, with # of
hops =1 and path to the node set as thts edge

2. Dequeue first edge. Output node with its associated path and # of
hops. Also, insert the path in the table of shortest hop paths for the

region.

3. For the node in the previous step, check its edge list. For each node in
the edge list, do the following. If the node In the edge Tist has atready
been output, then-do nothing. If, on the other hand, the node has not
been output yet, then enqueue it with # of hops equal to one plus the #
of hops output in the last step. Also, the path to the node should be set

" to the path output in the last step with this last edge added on &t the end.

4. Repeat steps 2 and 3 till the queue is empty.

The algorithm described above only finds shortest paths from one node to all the
- other nodes. The algorithm can be repeated # nodes times to find shortest hop



paths between all pairs of nodes.

The algorithm described so far has one flaw. If one edge is deleted, the whole
algorithm has to be repeated all over again. A complete repeat can be avoided by
finding a path between the nodes on the two sides of the deleted edge2°. This path
can then be spliced into any path in place of the deleted edge. The resulting path
may not be a shortest hop path but the path will serve as a temporary measure until
shortest hop paths are computed again between all pairs of nodes. In fact, the same
principle can be used to find paths that do not go through certain specified nodes or
edges even if they may not have been deleted. In terms of the campus-wide network,
the previous technique is applicable to finding routes that avoid certain regions or
gateways. The technique will be used to implement user control of paths and to .
respond to faults in the network as will be seen later. .

3.6 Answering queries about routes

This section is organized as follows. A description will be given first of the
specification of hierarchical addresses. Next, some special features that are
necessary for users to ask the the Routing Service for routing information will be
explained. A description of the exact procedure to be employed by both users and
the Routing Service to process queries for routing information will follow.

3.6.1 Specification of hierarchical addresses

A great deal of flexibility has been provided in the way names of attachment points
can be specified. As explained before, these names are hierarchical.

2Oln fact, the algorithm described above can be used to do this if the source node is set to one of the
nodes on either side of the edge. There is another reasonable approach to this problem. 1t is possible to
use shortest path algorithms that require only an incremental calculation rather than a complete
recalculation of all shortest path routes for a single change in network topology, e.g. the new ARPANET
routing algorithm [12] -
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For a network of level-n, a completely specitied higtarchical address for an
attachment point would look as follows:

uiD /UID /../UID /UID 7LTA,
- (n-1) {(n-2) 1 0 .

where UID( 2 is the unique identifier of the level-(n - 1) region in which the

n -
attachment point lies, UJD( 2 is the unique identifier of the level-(n - 2) region in
which it lies and so on. Similarly, UlD is the unique identifier of the level-0 reglon
(i.e., the local network) in which it lies, and.. LTA is the local transport address of the

attachment point on the local network.

However a hierarchical address need not be completery specifed as shown above.
A hierarchical address may have an implicit prehx An :mplic:t prefrx can be used if
the higher level fields that are left out correspond to the hsgher level regions to which
the originator of the query belongs. For exampie, a merarchical address might look
as follows: _

UIDi/UlD(i ) 1)/.../UIE),1 /UJDOILTA.

where i is less than (n - 1).

There is another variation on hierarchical addresses. A hierarchical address may
have omitted components. This is used when the-anique identifiers of some regions
are not known. Those figkis that are unknown may: be omitted: it is not allowed to
omit the highest level field of the hierarchical address after an implicit prefix. An
‘example of a hierarchical address with omitted ccomponents s as follows:

UiD /UID //UID /...//7UID /LTA.
i G-1) -3 0

In the example shown above, the unique identifiers of the level-(n - 3) and level-1
regions were not known and they were omrtted In fact, the example shown above
illustrates another feature; it is possible that a hierarchical address may have an
implicit prefix and omittad components at the same time. .



3.6.2 Some special features required for answering queries

There are essentially two special messages required. The format for their description
is the same as before. '

1. What-is-the-route-to-the-Routing Service? message:
To-gateway(What-is-the-route-to-the-Routing Service?)

From-gateway(What-is-the-route-to-the-Routing Service?, route, unique
identifier of the local network)

The route that is returned in the reply is the route to the level-1 Routing
Server. '

2. What-is-the-route-from-the-source-to-the-destination? message:
To- Routing Server(What-is-the-route-from-the-source-to-the-

destination?, hierarchical address of source, hierarchical address of
destination, unique identifier of destination)

From- Routing Server(What-is-the-route-from-the-source-to-the-
destination?, status of query, route, actual hierarchical address of
destination)

The hie.rarchical address of the source must be specified up to the level-
O address only (i.e., only the local net field and the LTA field need to be
filled in).

The "status of query” field can say any of the following things: "Route
found”, "No such destination found", or "No path to destination found".

. Each possibility for the "status of query” field is self-explanatory. If a
route is found, then it is sent back in the "route” field of the reply. Also,
if the message to the Routing Server contains omitted components, and
the exact address (of the destination) is discovered by the Routing
Server, then it is returned in the "actual hierarchical address of the
destination" field of the reply.

At this point, it is reasonable to ask if it is plausible for a source node to
know the hierarchical address of the destination node. It is definitely not
plausible for each node to find the hierarchical address of all other nodes
by itself. However, it is possible for a source node to ask some node
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name location service in the network to map a destination node name?!

into the hierarchical addresses of the attachment points to whlch the
destination node is connegted.

3.6.3 How are routes looked up?

To begin with, assume that a hierarchical address may have -an implicit prefix but it
may not contain any omitted fields.

To make a routing query, a node must first know the route to the level-1 Routing
Server. This is accomplished by sending a What-is-the-rbUte-to-t_he-Routing Service?
message to the gateways on the local net of the node?2. The route that is sent back
by the gateways is the route from any node on the local net to the level-1 Routing -
Server. (This information is retrieved by the gateway from its descriptor). Another
piece of information that is sent back is the unique identifier of the local net. This
information is required by the node when it makes a reduest to the Routing Server.
(The node may already have this information ‘as part of its nwe descriptor if it has
been there long enough for the Routmg Service to have updated the descriptor )

The next thing that the node should do is send a What-is-the-route-from-the-source-
to-the-destination? message to the level-1 Routing Server. The only fields required in
the hierarchical address of the source are the unigue identifier of the local net and
the LTA of the attachment point.

'On receiving the request, the level-1 Routing Server checks the level-1 unique
identifier field of the destination hierarchical address. If the unique identifier is the
same as the unique identifier of the level-1 region of the Routing Server, then the
Routing Server Ioo_ks up its routing tables to find the route from the source to the

2'1his node name need not be the unique identifier that has been referred to before.
22This is done by putting all zeros (the common address for gateways) in the local transport eddress
field of the message.
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destination. Three possibilities exist—a route is found to the destination, no such
destination is found, or no route is found to the destination (if the destination is found
to exist but no paths lead to it due to temporarily broken' gateways or subnets).
Depending on the above three cases, the "status of query"hetd of the reply to the
What-is-the-route-from-the-source-to-the-destination? message is appropriately filled
in. If a route is found, then it is sent back in-the reply. The field that contains the
actual destination address may be left blank for now. ‘

When the Routing Server checks the level-1 field of the destination address, it is
possible that the level-1 field may not correspond to the level-1 region of the Routing
Server. In this case, the Routing Server checks higher level fields to see if they
correspond to the unique identifiers of any higher level Routing Server that it has
information on23. For the first such field, as the Routing Server scans from the lower
level fields up to the higher level ones, the Routing Server does. the following:
Suppose that the field in question is the level-j field. It was explained before that if
the level-1 Routing Server has information on the level-j R,oqt:ingf%rver above it, then
it also has information on all the levels of Routing Servers between it and the level-j .
Routing Server. The level-1 Routing Server will now send a What-is-the-route-from-
the-source-to-the-destination? message to the level-j Routing Server after filling in
the hierarchical address of the source up to the level-j field.

The response of the level-j Routing Server to.a What-is-the-route-from-the-source-to-
the-destination? message is described next. The Routing Server will check to see if
the level-j field of the destination address matches the unique identifier of its level-j
region. Since the two match in this case, the Routing Server knows that both the
~ source and the destination lie in its level-j region and that there is no need to send the
message any further up the hierarchy. .

23Havmg information on Routing Servers is understood, in this context, as knowmg the umque
identifier and the route to the Routing Server.

71



The level-j Routing Server looks up its routing tables to find the route from the level-(j
- 1) region in which the source lies to the level-(j - 1) region in which the destination
 lies. Consider the example in Fig. 3-4 of a level-j region. Assume that the source lies
in region F and the destination in region C. One possible route that the level-j Routing
Server could find in its routing tables is from region F to region D via gateway K and
then from region D to region C via gateway J. Once the level-j Route Server decides
on this route, then it has to send messages down to lower level Routing Servers to
construct the different pieces of the route. In the present case, the levelj Routing
Server will send What-is-the-route-from-the-source-to-the-destination? messages to
the level-(j - 1) Routing Server of region F (to find the route from the source to
gateway K), to the level-(j - 1) Routing Server of region D (to find the route from
gateway K to gateway J), and to the level-(j - 1) Routing Server of region C to find the -
route from gateway J to the destination. After the replies from the Routing Servers of
regions F,D, and C are received they will be concatenated in the right order to
produce the complete route. Note that if j — 1) > 1 (i.e., level-(j - 1) is not the same as
level-1) then the Routing Servers of regions F,D, and C will have to send further
What-is-the-route-from-the-source-to-the-destination? messages to lower level
Routing Severs to find the routes asked of them.

After the complete route has been found by the level-j Routing Server, it is sent down

to the level-1 Routing Server as the reply to the What-is-the-route-from-the-source-

to-the-destination? message that was sent by the levei-1 Routing Server to the level-|

Routing Server. The route is, in turn, passed down by the level-1 Routing Server to

the source as a reply to the What-is-the-route-from-the-source-to-the-destination?
- message that was sent by the source to the level-1 Routing Server®4.

The description above relates to‘what happens if the level-1 Routing Server is able to

24Notethatitisposﬁbietointroduoeanopﬁuﬁzaﬁonhere. The compiete route can be sent down by
the level-j Routing Server directly to the level-1 Routing Server. The same can be done later for the
" compiete aigorithm when there will be several different intermediate Rouling Servers through which the
complete route will pass. However, this optimization will be omitted for ease of discussion.
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Figure 3-4: A level-j region
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recognize some field of the hierarchical address of the destination as corresponding
to some Routing Server that it has information on. If, however, no such field is
recognized, then the Igvel-1 Routing Server sends a What-is-the-route-from-the-
source-to-the-destination? message to the level-k Routing Server (where k < (i +1)
and is the highest number such that the level-1 Routing Server has information on
the level-k Routing Server). The level-k Routing Server now does what the level-1
Routing Server did before (i.e., it scans the hierarchical address of the destination up
-~ from the level-(k + 1) field to the level-i field and sends a What-is-the-route-from-the-
source-to-the-destination? message to an appropriate Routing Sarver above it in the
hierarchy). The level-k Routing Server uses tha same algorithm as the level-1
Routing Server did to decide which level Routmg Server to send a What-is-the-route-
from-the-source-to-the-destination? message to.

The algorithm that is used by a level-j Routing.Server to handie requests for routing
information is given betow. it essentnauy puts down in algonthmtc form what was
described above.

1.0n getting .2 What-is-the-route-from-the:source-to-the-destination?
message, checkthe level-j field of the destination. address. If the level-j
field does not exist (i.e., the destination address was only specuﬁed up to
the level-(j - 1) ﬂeldmhen go to step 3, elssgotostep2.

2. Check the level-j field of the destinatien to see if it matehes with the
unique identifier of the level-j region. If it does, then go to step 3. If it
does not, then go to step 5. . :

3. Check the level-(j - 1) field of the destination address to confirm that the
unique identifier corresponds to the unique identifier of one of the level-(j
- 1) regions below it in the hierarchy. [f it does not, then compose a reply
to the What-is-the-route-from-the-source-to-the-destination? message
(that was received earlier) by putting "Ne such destination found.” in the
"status of query" field and then send it to the originator of the What-is-
the-route-from-the-source-to-the-destination? message.

‘However, if the level-(j - 1) field corresponds to the unique identifier of
one of the level-(j — 1) regions below it, then go to step 4.
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4. 1fj =1, then look up the routing tables to find the route from the source to
the destination and send it to the originator of the What-is-the-route-
from-the-source-to-the-destination? message.

If j > 1, then find the route in terms of level-(j - 1) interconnections and
send appropriate What-is-the-route-from-the-source-to-the-destination?
messages to lower level Routing Servers. - After receiving all replies,
concatenate the parts of the routes received in the right order to
construct the complete route. Send this route to the:originator of the
What-is-the-route-from-the-source-to-the-destination? message. (If it
turns out that lower level Routing Servers send back "No such
destination found" or "No path to destination found” in the "status of
query” field of their replies, then do the same to the reply sent to the
originatdr of the What-is-the-route-from-the-source-to-the-destination?
message.) Exit from the algorithm.

5. Look at the destination address and find tbe lowest k > j such that the
level-k field of the destination address corresponds to the unique
identifier of the level-k Routing Server that it knows about. If no such k is
found, then make k equal to the highest level of Routing Servers that it
has information on such that k < (i+1), where i is the highest level
specified in the destination address. Send a What-is-the-route-from-the-
source-to-the-destination? message to the level-k Routing  Server after
filling in the "actual hierarchical address of destination" field up to level
k.Get the reply to this What-is-the-route-from-the-source-to-the-
destination? message and pass it on to the originator of the What-is-the-
route-from-the-source-to-the-destination?- massage that was sent to the
level-j Routing Server. Exit from the algorithm.

Note that the algorithm described above works only if the hierérchical address of the
destination does notvcontain any omitted fields. The algorithm for handling routing
queries when the destination address may contain omitted fields is somewhat
different from the previous algorithm.

| Consider the case of a level-j Routing Server that is asked to construct a route from a
source to a destination when the level-(j - 1) ﬁeld of the destination address is
omitted. The level-j Routing Server handles this by sending an appropriate_Whét-is-
the-route-from-the-source-to-the-destination? message (to find the route from some
place in the network to the destination) 'to each of the level-(j - 1) Routing Servers
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below it instead of to just one (which is what would happen if the level-(j - 1) field
were specified). ' '

One way to look at this situation is that the Routing Server basically treats this case
as m different routing requests, where m is the number of level-(j - 1) Routing Servers
below it (one for each possible level-(j ~ 1) field of the destination address); After all
the routing servers below it send their replies to the What-ls-the-route-from-thé-
source-to-the-destination? message, the level-j Routing Server constructs its own
reply to the What-is-the.-route-from-the-sourcé-to-the-destination? message that it
received.

If only one of the replies from the level-(j - 1) Routing Servers sent back a route to the _
destination, then the level-j constructs its reply just as it would if it 'had known all
along that the destinati:on existed in that particular level-(j — 1) region and if it had
sent a What-is-the-route-from-the-source-to-the-destination? message to only that
level-(j — 1) Routing server. Observe that due to multi-homing, more than one level-(j
- 1) Routing Server may send back a route. In that case, the best (i.e., the one with
the shortest hops) is chosen. '

Even if no level-(j — 1) Routing Server sends back a route to the destination, one or
more may say, "No path to destination found." In this case, any one of them can be
thought of as the place where the destination exists. The reply to the What-is-the-
(oute-from-the-source-to-the-destination? message that the level-j Routing Server
‘received earlier will now also say, "No path to destination found."

If none of the replies seht back either a route or said "No path to destination found",
then the reply that the level-j Routing Server sends back will say, "No such
destination found” in its "status of query field."”

The modified algorithm for a level-j Routing Server is presented below:

1.0n getting a What-is-the-route-from-the-source-to-the-destination?
message, check the level-j field of the destination address. If the level-j
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field does not exist (i.e., the destination address was only specified up to
the level-(j - 1) fieid), then go to step 3, elee go to step 2. :

2. Check the level-j field of the destination to see if it matches with the
unique identifier of the level-j region.  If it does, then go tostep 3. Ifit
does not or if the field is omitted, then go to step 6 '

3. Check the level-(j - 1) field of the destination a‘ddress to confirm that the
unique identifier corresponds to the unique identifier of one of the level-(j
- 1) regions below it in the hierarchy. If it does not; then compose a reply
to the What-is-the-route-from-the-source-to-the-destination? message
(that was received earlier) by putting "No such destination found." in the
"status of query” field and then send it to the originator of the What-is-
the-route-from-the-source-to-the-destination? message.

If the level-(j - 1) field corresponds to the unique identifier of one of the
level-(j - 1) regions below it, then go to step 4.

If the level-(j - 1) field is omitted, then go to step 5.

4. If j = 1, then look up the routing tables to find the route from the source
to the destination and send it to the originator of the What-is-the-route-
from-the-source-to-the-destination? message. - ‘

Iif | > 1, then find the route in terms of level-(j - 1) interconnections and
send appropriate ‘What-is-the-route-from-the-source-to-the-destination?
messages. to lower level Routing Servers. After receiving all the replies,
concatenate the parts of the routes received in the right order to
construct the complete route. Send this route to the originator of the
What-is-the-route-from-the-source-to-the-destination? message. (If it
turns out that lower level Routing Servers sent back "No such

~ destination found" or "No path to destination found" in the "status of
query"” field of their replies, then do the same to the reply sent to the
originator of the What-is-the-route-from-the-source-to-the-destination?
message.) Exit from the algorithm. :

5.1f j=1, then this means that the level-O field or the local net field was
omitted. The level-1 Routing Server should use the unique identifier of
the destination to find the local net in which the destination exists and
then find the appropriate route.

If j > 1, then treat this case as if there were actually m different requests,
one for each of the m level-(j - 1) Routing Servers below the level-j



Routing Server. Therefore, send a What-is-the-route-from-the-source-to-
the-destination? message to each of the level-(j - 1) Routing Servers. Itis
important that the level-j Routing Server should fill in the level-(j - 1) field
of each message with the unique identifier of the region to which the
What-is-the-route-from-the-source-to-the-destination? message is being
sent. After receiving ali the replies, the level-j Routing Server shouid put
together a reply to the What-is-the-route-from-the-source-to-the-
destination? that it received earlier.

If one or more of the replies contain_routes to the destination, then select
the best one (i.e., the one with the least hops) as the one to.be used for
the reply to the What-is-the-route-from-the-source- to-the»destmahon‘?
message that was sent to the level-} Routing Server earlier.

If none of the replies contain a route to the destination, but one or more
say "No route to destination found", then -send back the same
information in the reply to the What-is-the-route-from-the-source-to-the-
destination? message that was sent to the level-j Routmg Server earlier.

If none of the replies contain a route to the destmatnon or say "No route
to destination found” (i.e., they all say "No such destination exists"),
then send the same information back in the reply.to-the: What-is-the-
route-from-the-source-to-the-destination? message-that was sent to the
level-j Routing Server earlier. Exit from the algorithm.

. Look at the destination address and find the lowest k > j such that the
level-k field of the destination address corresponds to the unique
identifier of the level-k Routing Server that it knows about. If no such k is
found, then make k equal to the highest level of Routing Servers that it
has information on such that k < (i+1), where i is the highest level
specified in the destination address. Send a What-is-the-route-from-the-
source-to-the-destination? message to the level-k Routing Server after
filling in the "actual hierarchical address of destination” field up to level-
k.Get the reply to this What-is-the-route-from-the-source-to-the-
destination? message and pass it on to the originator of-the What-is-the-

. route-from-the-source-to-the-destination? message that was sent to the

level-j Routing Server. Exit from the algorithm.
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3.7 Changing the configuration of the network

There are essentially five different types of changes allowed in the configuration of
the network. They are described below along with the procedures that should be
used when they occur.

1. Adding or taking away a region from the network: Consider the case of a
level-(i - 1) region that is to be added to a level-i region. Fig. 3-5 shows
exactly such a case. 'R’ stands for a level-(i - 1) region and 'GW'’ stands
for a gateway. As can be seen from the figure, the new level-(i - 1) region
that is to be added has to be connected to the level-i region through two
new gateways. To make this change in the configuration, both gateways
must be given their descriptors. Remember that a gateway descriptor
need only contain the following information when the gateway is first
initialized: the number of local nets that the gateway is connected to, the
local transport address on each subnet, and the highest level of the
gateway between each pair of local networks that it is connected to.

. Level-i Region
e ]
aw| | P R :
[ R |
R |
I 3
R
GFN R '

Figure 3-5: Adding or taking away a level-(i - 1) region

In the future, when the Routing Servers on either side of the gateway
execute their topology-finding algorithms, they will notice these
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gateways and they will change their topology data base accordingly.
This will occur after the gateways get their descnptors

However, it is not necessary to waxt for the next lteratzon of the topology-
finding algorithm. The gateways can be made to report their presence to
the Routing Service on their own initiative. Each new gateway can send
a What-is-the-route-to-the-Routing Server? message on each local net to
which it is connectéd. Through this message it can find the route to the
level-1 Routing Server on each side, and also‘the unique udentmer of the
local net. The new gateways can then send replies to a What-is-your-
descriptor? message to ‘each of the level: 1 Rbutfng Servers (afthough no
What-cs-your-descnptor? mmages were’ sent by the Routing Servers).
When the level-1 Routing Servers recewe ‘the messages from the
gateways, they will update their data bases &cording!y and send Fill-in-
your-descriptor messages to the' gateways, if necessary, to update their
descriptors. Next, the level-1 Routing Server will send replies to Give-
me-descnptors-of-gateways -at-the- edge-of-yow-regton ‘messages to the
level-2 Routing Servers above them just asthey wotild at-the end of an
iteration of the topology-finding operation. This way the gateways will
make their presence known to the level-1 Routing Servers, which will, in
turn, inform the level-2 Routing Servers and so on. Information on the
new gateways will, therefore, percolate up the hierarchy of Routing
Servers.

If on the other hand, the level-(i - 1) region shown outside the dotted line
was actually part of the old level-i region but is now to be removed from
it, then the following is done. The descripmrs of the gateways are
changed accordingly and the gateways inforte. the level-1 Routing
Servers on either side about the change by msmg a w,y to the What-is-
your-descriptor? message. |If it turns out that the gateways were only
being used to connect the level-(i - 1) region to ths&%t of the level-i
region and will not be needed now, the gatengsstsll have to report to
the level-1 Routing Servers on either sidé-about the change. The
gateway descriptor that is sent to the Routing Servers will then say that
the gateway is not connected to any local networks. In fact, this is the
way any gateway informs the Routing Servuoe that it is being removed
from the network. )

2. Splitting up a level-i region into two level-i regions: Consider the
example illustrated in Fig. 3-6. As shown in the figure, two gateways
presently connect the regions that will later become full-fledged level-i

regions.
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Figure 3-6: Splitting up:a level-i region-

Both the gateways have to be taken down and given new descriptors.
After that, the gateways can either wait for the next iteration of the
topology-finding operation of the Routing Service or they ¢an inform the
Routing Service of their presence themselves, as before.

It is necessary to take down both gateways before giving any of them a
new descriptor. If this is not done, a peculiar situation can arise.
Suppose that one of the gateways has got a new descriptor but the other
one has not. It is possible that an iteration of the topology-finding
~ algorithm may be completed between the times that the two gateway
descriptors are changed. This will resutt in the Rourting Service getting
an inconsistent view of the network and it should be avoided.

3. Increasing one region and decreasing another: Consider the example
ilustrated in Fig. 3-7. Gateways 'a’,’b’, and c’ are used 1o interconnect
the two level-i regions. However, gateway ’a’ is the only one connected
to region 'h'. - ’

The idea is to increase the level-i region (to the left) so that it also -

contains the level-(i - 1) region 'h’. At the same time the level-i region to
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Figure 3-7: Increasing or decreasing a level-i region

the right should lose the level-(i - 1) region 'h’.

This is done by taking down gateway 'a’ and all the gateways in the level-
i region to the right that are connected to region 'h’. Next, all these
gateway descriptors are updated appropriately. These changes are
made known to the Routing Service in the same manner as before.

4. Merging two level-i regions; Consider the example illustrated in Fig. 3-8.
The idea is to merge the two Jevel-i regions shown into. one level-i region.
At present, the two level-i regions are interconnected .by exactly three
gateways: gateway 'a’, gateway 'b’ and gateway 'C’.

Here, again, each of the gateways is taken down and given a new
descriptor to reflect the change in configuration. The Routing Service is
informed exactly as before about the changes. :

5. Removing, adding or modifying a gateway/node: It is possible that a
gateway may be removed, added, or merely have its descriptor modified
and yet not change the hierarchical configuration of the network.
Although this case clearly does not fit in with a list of the basic types of
changes in configuration, it has been included here because it is
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Figure 3-8: Merging two level-i regions

handied in a very similar way.

Whatever change the gateway undergoes, its descriptor is changed
accordingly and the new gateway descriptor is reported to the Routing
Service in the manner previously described.

Much like the changes that a gateway can undergo, a node may be
removed, added, or have its descriptor modified: The change in the
node descriptor may be due to the node being connected to a different

" attachment point in the network. In any event, the node can either wait
for the Routing Service to collect topology information or it can report
the changes in its descriptor to its level-1 Routing Server immediately;
the latter will be done by sending replies to What-is-your-descriptor?
messages to the level-1 Routing Servers of all the local nets that it is
connected to—exactly as a gateway would report a change to the
Routing Service. '

- o T T T T T T



3.8 User control of paths

The description of the advantages of source routing in Chapter 2 mentioned that in a
source-routing environment it is possible to choose a route with a specified class-of-
service standard. It is time to admit now that although that was a theoretical
possibility, implementation of a clags-of-service feature is a very difficult task.

To begin with, it is far from easy to collect the class-of-service information on
gateways and regions. Consider the wide,'range of broperties of paths that users may
be interested in—error rate, transport delay, bandwidth, security rating, etc.. To
measure some of these requires sophisticated procedures and takes us beyond the
design of a Routing Service. It is for this reasbn that gateway descriptors and node
descriptors contain class-of-service information but it has not been described where
- they get their information. The reason that class-of-service was introduced at all in
gateway and node descriptors .was so that future designers or implementors of a
Routing Service would have a handle to work with if they decided to incorporate a
class-of-service feature.

Not only is it not easy to éollect class-of-service information, it is extremely difficult to
have the Routing Serv'icé automatically select a path to meet certain class-of-service
standards. It is relatively easy for the Routing Service to check for certain class-of-
service properties that each hop in a path should satisfy, e.g. bandwidth. However,
there is no eaéy way out if the class-of-service rating of a path depends on some kind
.of aggregate of the rating for each link in the path. Forexample,

The error rate over a path = 1}— (1 -error rate1)‘(1 - error ratez)'...‘(1 —-error raten),

whére error ratei is the error rate (expressed as a fraction of one) of the iMiinkina
path. Similarly, the transport delay of a path is the sum of the transport delays over
its various parts. As can be seen, the class-of-service rating of a path for various
properties can be a radically different function of the rating for each different link in
- the path. Also, it is not clear exactly which subset (or superset) of these properties is .



useful under which circumstances. The Routing Service: has, therefore, not been -
endowed with the ability to select a path given some ctass of-serwoe standards
(specmed by the user) Instead a more restrjcted but generat 1way for the user to
exercuse controt overpaths has been pmvnded There :s aw tor_ttte user to ask for

a path (from it to some destination) that does not pass thr@gh certam specsfied

gateways end regions.

User control of paths requires a special feature of the Routing Service—a message.
The message is a variation on the What-ls-the-route-from-the-source-to-the-
destination? message. The specnal message looks like this: "

To-Routing ~ Server(What-is-the-route-from-the-source-to-the-destination-avoiding-
the-following-gateways-and-regions?, list of unique identifiers of gateways to be
avoided, list of unique identifiers of regions to be avoided, hierarchical address of
source, hierarchical address of destination, unique identifier of destination)

From-Routing Server (What-is-the-source-to-the-destination-avoiding-the-following-
gateways-and-regions?, status of query, route, actual hierarchical address of
destination) o

In fact, the regular What-is-the-route-from-the-seurce-to-the-destination? message
can be thought of as a special case of the message given :above with the list of
unique identifiers of gateways to -be avoided and the list:of unique identifiers of
regions to be avoided left empty.

The message described above is utilized by the user to send a query to the level-1
. Routing Server. It is also employed by the’ Routihg Servers for internal
communication just "as with the What-is-the-route-from-the-source-to-the-
destination? message. Sec. 35 has already described how routes are compu_ted to
avoid certain parts of a network. '



3.9 Responding to faults in the campus-wide network

As explained in Sec. 3.4, the Routing Service periodically checks on the topology of
the network. While doing that, it also picks up any temporary changes in the
topology' caused by broken gateways or subnets. If the frequency with which the
Routing Service updates its topology is high enough, there is really no need for any
other mechanism for the Routing Service to detect faults and find alternative paths, if

necessary.

However, if there is a considerable delay between topology updates, then it is useful
to provide a feature whereby entities in the network that notice broken gateways or
subnets can report the same to the Routing Service. Therefore, faults in the network
can be noticed faster and alternative routes can be found, if necessary, without
waiting for another topology update.

In fact, in the previous section, the means for a user to find paths that do not go
through certain specified gateways and regions have already been provided.
However, this does not provide a convenient way for a user to find an alternative path .
if he finds that.a path he is trying to use does not work. Before he can ask the
Routing Service to find another path, he must pinpoint the fault. This may be beyond
the capability of some users. A better way would be to have the source merely report
a bad path to the Routing Server and-let the Routing Server find a path that avoids
the faulty part of the route. This solution to the problem requires some special
features, too, and they have -been déscribed next. After describing the special
features, the way these special features can be used to detect faults and to find
alternative routes will be described.

3.9.1 Special features required for responding to faults

There are essentially three messages required to support fault-finding. They are
described below.

1. Path-does-not-work message:



To- level-1 Routing Server(Path-does-not-work, path, hierarchical
address of source, hierarchical address of destination, unique identifier
of destination) ‘

From- level-1 Routing S"'erver(Path-do&s‘-notmork' path)

The path that the Routing Server returns wnll bea path to the destination
but one that does not go through the fauity part ‘ofthe previous path.

2. Return-packet message:
To-gateway/node(Return-packet, test packet)
From-gateway/node(Return-packet, test packet)

if a gateway/node is sent the above message, then it merely sends back
the test packet to the originator of the. message. This:will be used to test
out the path from the originator of the message up to the gateway/node.

3. Give-me-the-unique identifier-of-a-gateway message:

To- level-1 Routing Server(Give-me-the-unique identifier-of-a-gateway,
hierarchical address of gateway) :

From- _level-1 Routing SeNer(Give-me-the-unique identifier-of-a-
gateway, unique identifier of gateway)

Only the LTA field and the level-O field of the hierarchical address of the
gateway needs to be specified. The level-1 Routing Server will use that
information to find the unique identifier of the gateway by looking up its
topology data base.

3.9.2 The procedure for finding alternative paths

- When a user suspécts that a path does not work, he should do the following to find
another working path to the same destination. He should first send a Path-does-not-
work message to his level-1 Routing Server complaining about the faulty path. It is
the duty of the Routing Server now to carry out diagnostic tests on the faulty path to
pinpoint the first fault in the path (which may be either a broken gateway or a broken
' sub>net).. This is done by using the Return-packet message repeatedly. Return-
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packet messages can be sent down the suspect path to increasing distances until the
last subnet or gateway to which a Return-packet message is sent does not reply.

Note that lack of response to a Return-packeét message, in this case, makes the last
step in the path suspect but in an unreliable network packets can get lost anywhere.
The correct protocol is repeatedly to send a!temate Return-packet messages to the
last step and the next-to-last step until the probabnhty that a failure elsewhere
produces the same result is low enough to ignore. The same technique will be used
to resolve any other negative inference problems that arise while the faulty
gateway/subnet is being located.

Moreover, lack of response from the last gateway (call it gateway x) in the path may
imply either that the iast ‘gateway is fauity or that the last subnet (over which the
packet travelled to get to the last gateway) is faulty. Therefore, the Routing Server
will attempt to find out the operational status of the subnet in question. -The Routing
Server will remote. broadcast a Return-packet message for gateways on the last
subnet. If a reply is received, then the subnet wi!l-be‘assumed:to be operational and
the fault in the original path will be attributed to gateway x. If a reply is not received,
it can imply one of three things; the last subnet does not have any other gateways
besides the one used to remote broadcast on the subnet and gateway x, any other
gateways that it does have are faulty?, or the subnet is faulty. In any event, the
subnet cannot be used by an attematuve path and, therefore, it is reasonable to
] attribute the fault in the original path to this subnet. Also, note that although the fault
may be attributed to the subnet, gateway x or, in fact, any other gateway or subnet
later in the original path may be faulty. The fauits will, however, get located in later
invocations of the algorithm if the alternative paths.produced by the Routing Service
still go through the faulty gateways or subnets.

25" there were an alternative path going through the subnet, there would be another working gateway
on the subnet.



Now, if the probable fault lies in a subnet, then a What-is-your-descriptor? message
. can be sent to the gateway that was used to get onto the subnet in the first place.
The level-1 Routing Server that is carrying out the diagnosis can then find out the
unique identifier of the local net by inspecting the contents of the gateway descriptor.

~On the other hand, if the probable fault lies:in a gateway, then again a What-is-your-
descriptor? message can be sent to the gateway that comes immediately before the
suspect gateway on the faulty path. The level-1-Routing Server can then inspect the
contents of the gateway descriptor and find a route to the levet-1 Routing Server of
the local net on which the last two gateways lie. The Routing Server carrying out the
diagnosis can then send a Give-me-the-unique identifier-of-a-gateway message to
the other Routing Server and find out the unique identifier of the suspect gateway.

After the Routing Server carrying out the diagnosis pinpoints the gateway or subnet
that is creating problems on the faulty path, then it can use the What-is-the-route-
from-the-source-to-the-destinationravbiding-the-fol!owing-ggteways-and—regions?
message to ask higher-levél Routihg Servers to help it fin;i a path that does not go
through the fau[ty gateway or subnet. Note thét it is possible that the destination may -
lie in the same Ieve_l-1 fegion as the source and the level-1 Routing Server may not
have to go up the hierarchy of Rduting Servers to find the alternative path. Moreover,
if the fault is pinned down to the last subnet in the original path (i.e., the one to which
the destination node is attached), then clearly no alternative paths can be found to
the destination; the Routing. Server need not use the What-is-the-route-from-the- .
sourbe-to-the-destination-avoiding-the-following-gateways-and-regions? message to
try to find an alternative path.

3.10 Congestion control

Congestion control is stii a topic of current research and several possible
approaches to tackle congestion control are described in the literature [15]. Before
ending the discussion on the design of the Routing Service, it is necessary to point



out that in a source routing environment with a centralized computation of routes,
there exists an opportunity to attack the probiem of congestion control in yet another
my. - . . .

Since source routing provides complete control over paths, it is possible to find
routes that do not pass through certain parts of fhe network.  The section on user
control of paths and the section on fault-finding described ways of computing such
paths. A similar thing is possible with congestion control. If parts of the
network can be pinpointed, then the Routing Service may be asked 1o find routes not
going through the congested areas. However, it is not clear that such a feature is
useful. The first reason to suspect that it may not be very heipful is due to the nature
of a campus-wide network. Since all communication links are going to be relatively
high-bandwidth (relative to a long-haul net), it is likely that congestion will take place
one instant and go away shortly.after. In other words, co'ngestion‘is not likely to be a
long-term problem in any part of the campus-wide net. If congestion only occurs in
short bursts, then it is likely that by the time a Routing Service finds an alternative
route, the problem may have disappeared.

Another reason to doubst the usefulness of the congestion control feature that has
been described is as follows. Since traffic generated in a campus-wide network by
any single node is likely to be in short bursts (unlike the traffic generated by a node in
a long-haul network over a virtual circuit), and since gateways are simple and fast in
a source-routing environment, it is unlikely that a given gateway will receive traffic
from more than one source at a given instant. Therefore, if a gateway does get
congested, it is more than likely due to traffic from just one source. it may not be
wise to find an alterhative path fbr the traffic from that source because the traffic will
probably overioad any new gafeway put in the path. In such a situation, in fact,
cutting down on the traffic generated by the source or sending altérhate packets on
different routes may be better than having the Routing Service find an alternative
route to send all packets on.



One instance when the congestion control feature mentioned above is likely to be
useful is when the congested gateway happens to be one of the low-bandwidth
gateways that connect the campus-wide network with the long-haul networks. These
low-bandwidth gateways are likely to remain. congested for a longer time once they
do get congested as compared to the other high-bandwidth gateways in the campus-
wide network. o

Even for low-bandwidth gateways, it is not clear that the congestion-control feature
described above is a good way to tackle the problem. In a similar method of
congestion-control for hop-by-hop routing, one would exbect all alternative routes
not passing through the congested area to be used before another solution to the
congestion-control (such as source-quenching) is used. However, the congestion- .
control feature mentioned above merely finds any random path not péssing through
the congested area and makes no special effort to try out all possible alternatives for
paths that do not pass through the congested area. It is, therefore, not easy to figure
out when the congestion control feature mentioned should be abandoned in favor of
some other congestion control feature.

There are a few other observations that should be made about the difficulty of using
routing decisions as a mechanism to combat congestion control. The observations
are listed below.

- "to the extent that the initial route selected for a packet was the best one,
any other route is likely to consume more network resources" [15];

- "if congestion is due to a persistent cause, diverting traffic onto more
routes only delays the cure and is likely to spread the congestion" [15];

- FIFO strategies are easy to implement in a source routing environment
(see Chap. 2) but frequent routing changes wipe out the advantage. The
constraint of sequential delivery conflicts with frequent routing changes,
because more packets arrive out of order at the destination. '

Sin_ce it is not clear that finding paths that avoid congested areas is a good way to
~ tackle the problem of congestion, such a feature has not been incorporated into the
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Routing Service. Higher-level protocols between the source node and the
destination node can still be used as usual to control the traffic sent from the source
to the destination for any prolonged exchange between the two nodes.

This chapter has described in detail the dwgn of a Routing Service for campus-wide
internet transport. The next chapter will evaluate this design to see how well it meets
the requirements set out in Chap. 2.



Chapter Four

Evaluation

This chapter will evaluate the design of the Routing Service to see how well it meets
the requirements of Chap. 2. Each of the eleven requirements has been examined in
turn below to see how it affected design considerations.

4.1 The Routing Service has to work in a distributed environmént

While discussing this requirement, it was emphasized that the number of messages
required by the Routing Service must be kept low especially if it affects the response
time to users. It is due to this requirement that the level-i topology-finding algorithm
ensures that each level-(i - 1) region ig visited:only once in gach iteration. Also, the
algorithm for answering queries was designed so that the delay due to messages in
answering a query is proportional to the hierarchical cbnfiguration of the network in
the worst case; this claim is defended below. The delay due to message passing for
answering the query is composed of the following: ‘
1. The time taken for the query to reach the lowest level Routing Server

(call it Routing Server 'a’) which contains both the source and the
destination in its region, '

2. The time taken for the query to percolate down to aH the level-1 Routing
Servers on the path from the source to the destination,

3. The time taken by the lower level Routing Servers to send up the replies
to Routing Server 'a’, and

4, The time taken for the complete route fo be sent down by Routing Server
'a’ to the originator of the query via all the intermediate Routing Servers.

Note that although several different messages can be sent down from level-i Routing



Servers to level-(i - 1) Routing Servers in 2 and, similarly, although several different
messages can be sent up from Ievél#(i -1) Routihb’ Servers to level-i Routing Servers
in 3, these are all done in parailel. Clearly, the serial delay involved in all the four
times listed above is only proportional to thé level of Routing Server 'a’. Therefore,
the total serial delay due to message passing in answering the query is proportional
to the level of Routing Server 'a’, which, in the worst case, is the height of the
hierarchical configuration-of the network.

4.2 The Routing Service should be reliable

This implies that the Routing Service should be robust in the face of arbitrary
changes in the topology or connectivity of the network. The topology-finding -
algorithms of the Routing Service were designed to pick up all changes in the
topology or connectivity of the network. Moreover, since gateway and node-related
changes are likely to be more frequent than other changes, a mechanism was
devised to allow such changes to be reported to the Routing Service immediately.

A secondary issue connected to ihe reliability of the Service is the introduction of
"extras" or "frilis" into the Routing Service design. It was mentioned before that
reliability is enhanced by keeping the design simple and fwe of "extras" that could
be incorporated later. It was partly due to this concern that'congestion control and
class-of-service features were dropped from the design. '

4.3 The Routing Service should be reasonably fast

As mentioned before, a hierarchical approach was.taken to routing problems mainly
to ensure faster service. With the hierarchical approach, no gi'ng(!"e'Routing Server
needs to have complete global knowledge of the network.

The Routing Service was also sought to be made simpler by choosing shortest hop
- routes as the kind of routes to be computed. Compared to sophisticated routing
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strategies like the one used in the ARPANET, the Routing Service here spends much
less effort on gathering information about the network and on oqmputing routes.

4.4 The Routing Service should require minimal support from the rest
of the system (especially gateways) |

While describing the design-of the Routing Service in Chap. 3, a lot of special
features were described. The special features were used by the Routing Service in
carrying out its various tasks. Fig. 4-1 contains a list of all the special features that
have to be supported by nodes and Fig. 4-2 contains a list of all the special features
that have to be supported by gateways.

The demands made on nodes and gateways to support these special features is
minimal. Recall that one of the major motivations of using source routing and a
Routing Service (to support source routing) is to make the gateways simple. A
proper design of the Routing Service has ensured that gateways are kept simple.

4.5 The Routing Service should scale gracefully for larger networks

The three major tasks of the Réuting Service are topology-finding, computation of
shortest hop routes, and answering queries. The algorithms thét were designed to
perform the tasks mentioned should scale gracefully as the size of the network
increases. Each of these functions of the Routing Service will be examined in turn
below to see how well they scale with network size...

~ Topology-finding is accomplished by letting each level-i Routing Server find the
| topology of its level-i region in terms of interconnections of level-(i - 1) regions.
Clearly, the size of the network will affect the .number of Routing Servers in the
network but the cost of the topology-finding algorithm of any le@-i Routing Server is
only dependent on the number of level-(i - 1) regions and gateways in the level-i
region.



1. Nodes respond to a common local transport address
2. Node descriptor

3. What-is-your-desdriptor message

4. Fill-in-your-descriptor message

5. Return-packet message

Figure 4-1: The special features supported by nodes

1. Gateways respond to a common local transport address
2. Remote broadcast

3. Gateway descriptor

4. What-is-your-descriptor message

5. Fill-in-your-descriptor message _

6. What-is-the-route-to-the-Routing-Service message

7. Return-packet meésage

Figure 4-2: The special features supported by gateways

The previous argument holds for the computation of routes, too. A level-i Routing
Server only computes routes between the level-(i - 1) Routing Servers in the level-i
region. The cost of computing routes, for any Routing Server, is not dependent on
the size of the comblete campus-wide network.

Of course, one pays a price for using a hierarchical approach to routing. One of the
disadvantages is that now it is more complicated to look up a route. A route may
have to be constructed now from pieces of information gathered from several
- different Routing Servers. Answering queries about routes is, in fact, one of the



major tasks of the Routing Service.

Care was taken in the design of the algorithm for answering queries to ensure that
the time taken for this function does not biow up a8 the size of the network increases.
As explained before in this chapter, the serial delay due 1o message passing for
answering any query is only proportional to. the «haight of the hierarchical
configuration, in the worst case. If each level-i region in the network has the same
number of level-(i - 1) regions in it, then the height of the hierarchical configuration
only grows as log of the number of subnets in the campus-wide network.

4.6 The Routing Service should have a good user interface

While describing this requirement, it was mentioned that this requirerﬁent would lose
out if it conflicted with any of the requirements discussed above. There are various
messages that a user can invoke to interact with the Routing Service. These
messages are listed in Fig. 4-3. As can be seen from the list, the user interface
consists only of messages required to support a very austere Routing Service (i.e., no
exotic features have been introduced in the user interface).

1. What-is-the-route-to-the-Routing Service? message
2. What-is-the-route-from-the-source-to-the-destination? message

3. What-is-the-route-from-the-source-to-the-destination-avoiding-the-
following-gateways-and-regions? message

4. Path-does-not-work message

Figure 4-3: The user interface

A feature that would enable users to ask for routes that satisfy certain class-of-
service standards was dropped because the area is not well understood yet.
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4.7 The Routing Service should face up to changing network
configurations

In Chap. 3, various ways of changing the network qqnfiguration were described. The
basic types of changes were:

1. Adding or taking away a region from the network,
2. Splitting up  level- region into two level-i regions,
3. Increasing one region and decreasing another,

4. Merging two level-i regions, and

5. Removing, adding or modifying a gateway/node.

All other reasonable changes in the network confuguratlon can eas:ly be broken
down into the bas:ctypesofchanges |

4.8 The Routing Service should face up to mobile hosts

The effect of mobile hosts is that knowing the exact hierarchical address of a node
may be difficult. However, if the node is likely to-be in a part of the network that-can
be specified by a hierarchical address with omitted oomponents then the same
hierarchical address can be used to make a query. The Routmg Service ensures that
a route will be found tothenodeifthenodee:dstsfhmeweciﬁed area. A guarantee
for locating the node in the specified part of the network does not carry with it a
guarantee of good response time from the Routing Service. if the hierarchical
address specified has too many. amitted components for the Routing Service to
handle efficiently, the query may even be assigned to some background handler for
queries. '



4.9 The Routing Service should face up to artificial partitioning

It may be possible to avoid most cases of artificial partitioning by introdﬁcing mulitiple
routes and redundant Routing Servers. Althou:ghimultiple';mdt_es and redundant
Servers do not exist in the design right now, it is stréightforward to incorporate them
into the design. - o

There is one class of artificial partitioning problems for which a different approach is
needed. Consider the case when no p‘aitﬁ existshétween two attachment points in
the same' region but a path may exist if the path from the source goes outside the
region and comes in again to a part of the region from which the destination can be
reached. One way to approach this is for the Routing Server of the region to ask the
Routing Server above it (in the hierarchy) for a pathbetweeﬂ two appropriate points
at the edge of the partitioned region such that the path avoids the partitioned region;
the What-is-the-route-from-the-source-to-the-destination-avoiding-the-following-

gateways-and-regions? message can be used for this purpose.

4.10 The Routing Service should face up to multi-homing

Multi-homing can mean that several shortest hop paths exist to a destination node
(one to each attachment point to which the destination node is connected). If some
or all of the attachment points of the destination node lie in-a part of the network that
can be specified by a hierarchical address with omitted components, then it Is
straight forward to find the shortest hop path to the attachment points of the node
that lie in the specified part. ' :

The- algorithm for ahswering queries ensures that if several shortest-hop paths exist
to a destination node, then the shortest path among the possible paths is chosen.
This approach clearly does not solve the problem of multi-homing completely
because it does not work very well if the destination node is connected to attachment



points that are very far apart in the hierarchical configuration of the network?S.

4.11 The Routing Service should face up to shared access

It was mentioned while describing the operation of a gateway in a source routing
environment that the algorithm executed by a gateway to route packets may be
repeated inside the destination node to route packets to the correct activity. In fact,
the same algorithm can also be used inside a shared-network interface to route
packets to the correct node. Of course, an extra field will be required in the source
route of the packets for the network interface to be able to send packets to the
correct nodes. A possibility is that this extra field could, by convention, be the unique
identifier of the destination node. |

4.12 Summary

The design of the Routing Service was most strongly affected by the requirement for
scaleability. A hierarchical organization of Routing Servers was used and algorithms
for topology-finding, computaﬁons of routes, and for answering qberia were
designed to fit in with the hierarchical structure. One effect of the hierarchical
structure is that a faulty Routing Server affects only route. finding for routes passing
through the region of the faulty server. The Routing Service was designed to be
reasonably fast to avoid the possibility of the Routing Service being a bottleneck in
-the network. The other key features of the Routing Service are simplicity and
reliability. Reliability in a general sense means that the Routing-Service should be
able to face up to any event. ' Therefore, the service has been designed to work in the
face of arbitrary changes in the topology-of the network or its connectivity and also to

26"Far apart” should be taken to mean that if a single hierarchical address were used to specify a
- part of the network which included all the attachment points, then the address would need to have a lot
of omitted components.
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efficiently respond to changing network configurations, mobile hosts, artificial

partitioning, multi-homing, and shared access.
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Chapter Five

- Conclusions

This chapter summarizes the design goals for the Routing Service and presents the
salient features of the design itself. Thé chapter also discusses areas for further

improvement and research.

5.1 Summary of Routing Service Design

The original motivation of this thesis was clear and compelling—to simplify gateways
and to aid modularity by separation of target identification and routing decisions from
gateway implementation. Sourée routing seemed to provide the magic answer for
the need described above. However, source routing by itself does not amount to

much without a network service to provide routing information.

Several goals were laid down for the Routing Service itself. To begin with, the
service should be reliable and it should be fast enough to avoid being a bottleneck in
the system. Reliability, in a general sense, covers not only the changes in topology
and connectivity but also the ability to deal with changing network configurations,
mobile hosts, artificial partitioning, multi-homing, and shared access. Note that in a
few cases the efficiency of the Routing Service was as much or more of a concern
than reliability. For example, the Routing Service was designed to be efficient in the
tact of mobile hosts—the serviée was not designed to just survive in the face of
mobile hosts. Scaleability, or efficiency in the face of networks increasing or

decreasing in size, was also a major design goal.

A hierarchical configuration was chosen for the campus-wide network to address the

problem of scaleability. Also, an implementation of source routing that computes
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reverse routes was chosen to facilitate disci;ssion of the design in concrete terms.
Moreover, it was decided that computing shortest hop routes was sufficient in the
high-bandwidth campus environment—more sophisticated routes are not needed.

The actual design of the Routing Service was split up into seven parts. The first three
parts are the backbone of the Routing Service. They deal with topology finding,
computing routes, and answering queries about routes. Algorithms were dwcnbed
for each of the three basic functions. The topology-finding algorithm was described
with two variations—one for a level-127 Routing Server and one for any other level
Routing Server. The topology-finding algorithm was designed to be efficient and also
reliable (to cope with any arbitrary topology and oonnectivity). The algorithms for
computing routes was designed to cdrﬁbute s;hortest'hob routes. The algorithm for .
answering queries was designed 1o be efficient in the face of various anticipated
situations. First, since a number of Routing Servers had to cooperate to produce a
route, care was taken to ensure that the time taken to produce a route was not unduly
long. Second, the service: was designed to be efficient to the extent possible in
finding routes to mobile or multi-homed ‘hosts. The algorithm tor answering queries
was also designed to be flexible enough to find routes when the hierarchical address
of the destination is not completed specified. | | |

Apart from the three basic functions of the Routing Service, four other facilities were
incorporated into the design. First; several useful ways of changing the configuration

of the network were described. Second, user control of paths was provided to an
extent by allowing users to specify parts of the hetwork to be avoided by a certain

route. Third, the service was geared to diagnose-faults in faulty routes and compute

alternative routes. Four, it was suggested that-congestion controlicould be provided

by using global information about the network to comptite appropriate

The design of the Routing Service was evaluated in Chap. 4. The evaluation

27\ evel-1 is the lowest level in the hierarchy.
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concluded that the goals set out in Chap. 2 were essentially met by the proposed

design.

5.2 Future Work

This thesis has been a paper design of a Routing Service for campus-wide internet
transport. An implementation of the Routing Service should be attempted as soon as
possible to verify the essential correctness of the design. To make the
implementation complétely convincing, its performance should be monitoréd under
normal as well as stressful conditions. Even if a Routing Service with all its
functionality cannot be implemented (because a full-scale campus-wide net does not
exist yet), a stripped down version should be implemented. If this approach is taken,
it will be easy to build a complete Routing Service when the campus-wide network

comes into existence.

There are several useful features thaf can be added to the Routing Service. Recall
that a class-of-service feature was dropped from the current design because the
related area is not well understood yet. Further investigation should be done on how
to enable the Routing Service aqtomatically to select paths to meet certain class-of-

service standards specified by users.

The Routing Service presented in'this- thesis gives routes to users only when asked
for them. These routes are expected to be cached and used until the user discovers
that they do not work any mor-e, or suspects that a better route may exist, or if the
user loses the route for some reason. In either of the previous cases, the user has to
ask the Routing Service for a néw route. In some circumstances when the Routing
Service discovers a better route between two points in the network, it might be more
efficient for the Routing Service to directly send the route to its expected users
(instead of waiting for a query). For the scheme to work well, however, it might be
necessary for the Routing Service to be able to force routes into the caches of users.
In fact, it is even acceptable to provide the Routing Service with a mechanism to
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invalidate entries in user caches for routes; users could then:ask for new routes for
the invalidated entries when the need arises. This second mechanism is being
suggested because it is possible that it may be easier to implement than a
mechanism to force entries into user caches. Therefore, a mec_hani_srﬁ to force .
routes into caches or a mechanism to invalidate entries in caches should be worked
out.

One of the major problems of using routing decisions as a mechénism to spread
traffic and optimize network usage is that in most networks only local information is
available. Intuitively, it seems far-fetched to be able to achieve a network-wide
optimization. based only on local information.. In fact, & recent study [9] indicates that
flow-control power>® is non-decentralizable.  The study-lends.further credence to the
idea that.some sort of glabal information s required.to tackle gongestion control or
flow control meaningfully. Sinog the Routing Service for the campus-wide network is
in a position to choose routes based on giobal information, it may be possible to
implement useful routing strategies for fiow control or cmm control. 'Therefore,

this area is open to a Iotof interesting research.

Various ways of changing the hierarchical structure of the network were described in
Chap. 3. It is conceivable that global information: could. pbe- used by the Routing
Service automatically to reconfigure the network based on network optimization
criteria.. Automatic reconfiguration  of the 'netwoerk is yet another area worth
_exploring. |

28Pow¢r is defined as the ratio of total throughput to average delay.
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