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CHAPTER 1
Introduetion

This thesis presente the detailed deelgn speelficetlons
for a mechanisn to handle abeentee (or hnekground) computations
in a multiple-access conputer system. The nechanisn operates
as a package of self-contained modules with a minimum of
dependenclee upon the environnent 1n uhich 1t resides. Thus,
it may be inserted 1nto any exleting nultiple-access computer
system which has the proper environnental features.

The uork of thls thesis is ooncentrated in several areas..
First those feetures which are deeirable in a system for
handling abaentee conputations are considered. Many of these
features exist 1n current working eyetens. but several new
feetures are proposed,

Second, the overall desisn for a new tyﬁe of absentee
mechanism is consldered. The functiona or each nodule in the
meohanism are dieeussed and interfacee betueen this mechanism
.and other parts of the multiple-accees computer system are
derined.

Next, the detalled design is presented for the two major
portions of the new abgsentee handling mechanism, This design

1s interesting for several reasons:
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Absentee computations are supported in a system
designed for time-sharing applications.

The amount of gbsentee usage on the system may.

be carefully regulated to comprise anywhere from
0% to 100f of the total absentee and 1nteract1ve
system usage, » | ’ _

The portion of system ueage assignedvto ebsentee
computations may be further subdltided‘end assigned
to absentee computations of various “types” This
provides for ease in lmplementation of priority

schemes for determining whioh computetions ‘should

‘currently be servloed by the system.

The apportionment of system usage 1s made flexible
by the absentee hand;ing mechanism to prevent waste
of availasble computing oapebility. '

Computations of a particdiar "tybef aie always
guaranteed fifst claim”to the portion of system

usage assigned to them,

The mechanism may temporarily suspend and then

automatically resume an absentee-oomputation thus

‘making such 1nterruptiohftransparent to the_computation.
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This abllity 1s useful in providing . the .
apporticrment flexibility menticned above,
Pinally, an attempt is made to moiry. a compact
set of commands for users and administrative personnel.

The commands are designed to previde smooth intersction
with the facilities and capabilities of the proposed

absentee handling mechanism. In particular, cemmands

are provided to perform certain obvious funotions such

as oreating and terminating abesentes computations, and
certain functions unique to this application such as
converting an 1m1=-1va computation to absentee and vice

_versa, and specifying the apportiomment .of system usage -

between interactive and abssntes computations,

1.1 Terminology

A tipe-ghering cosputar system rapldly shares its
Tesources m-m users to give each user the ii’inaion R
that his computation is constantly running, --An intepsotive
user controls the operation of his computstion by iasuing
copmands (usually in the form of statements typed at a remote
teletype terminal) to the system, observing the system's
response to each command, and issuing further commands based
on previous responses. An gbgsentee user does not have to be

-1b




present at a terminal to boﬁt:ol his computation;
he submits a file of commsnis which specify the operation
of his job, The system emgueueg (i.e., mainteins sn ordered
118t of) emch of these desoriptor files as they axrive,

© The comcept of s Somputer UELIALY is thet of -
providing sccessible computing oapsddlity to a large mumber
of users {referred to as the w) o a twenty-
four<hour-per-day, ssven-day-per-week basis, It Y= normal
to expect, however, that mlfunctions may requive that the
system undergo an ocoassional siatdoss so that the malfunction
Nay be repaired, To resume normal operstion, the. systea
unawsoec & ghartup procedure,

hoh user of the mmmstmwm:onm

private fileg (usually space on secondary storage media
reserved for this user), A pot-utm user of filed
information must identify himself to the systew b Lyping
& secret m thus preventing unsuthorized persons
from using the system, Thie ldemtification.procedure s
referred to as w " When a user is !tm__chod» using
the .system hw Jgug out to inform the system that he no
longer nesds its resources,




Unless otherwise specified, files are used to supply
input to and recelive ocutput from absentees somputations
since such computations are generally not attached to
terminals, However, the user may desire to recelive 1nput'
to his absentee computation from a private magnetic tape
in which case his computation may run only if a tape drive
is avallable, The tape drive in this example is referred
to as a dedlopted regource since it must be specifically
assligned to this user for the duration of hls computation, -
To assure that a required dedicated resource is awvalilable
when it is needed, the user places a regserwation (via the
system) to use the resource during a specific time period.

Non-time=sharing computers generally hanile jobs in

a batch progegaing forpat: the jobs are submitted in the form

of card decks or magnetic 'tapes at a central computer
installation and are processed sequentially, either one

at a time, or in the case of recent multi-processing systems,

several at a time,
The gystem lopd on a time~sharing computer system
which services both interactive snd abeentes oomputations

refers to the current demands for service to all computations

on the system, When the load decreases more computations
may be lnitigted to push the load back up to peak efficiency
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operating levels., At any instant during

the operation of the system, requests for service are _

enqueued on a priority basis (scheduled), and the 'requeat.-

‘at the hesd of the queues 1s the first to be serviced.
Priorities are generally assigned to computations

to indicate some sort of preferentisl ordering for service.

‘Admission prigritjes sre used by the system to determine

which of several computations attempting to log in should

actually be allowed to log in to the system. Scheduling

Priorities are used by the system to dsterminme whioh:

of several logged in computations should be given service

' by & processor when that processor becomes available.

Admission priorities are generally fixed whereas scheduling

priorities are dynamically computsd at exscution time.

The concept of providing absentee usagse facllities
in a time-sharing environment is not new, btut the geheral
design principles have not ‘yet been discussed, Two of

the earliést successful attempts in this area are:
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The Compatible Time~Sharing System (1,15)
implemonted on the IBM 7094 by M.I.T. in 1962,
Absentee capabllities were included 1n the
original design of C.T.S.3. The ability for

an interactive user to initiate an absentee
computation | was added in 1965«1966,

Time Sharing s.vstén/360 (#,5) Aimplemented by
IBM on its 360/67, Absentee capablilities
were included in thé original design for which

~ a prototype imp].enentation became available

in 1967. Some notable features of the TSS/360
implementation include the ability for .

a user to interrupt his running interactive
computation and éonvert it to absentee, and
the abllity for a user to inltiate a wide range
of bulk input/output operations via commands

.which may be issued by intersctive or absentee

computations, These bulk input/output requests are
handled as standard absentee computations and>

are enqueued until the input/output devices

needed to service the requests become avallable,




The absentee handling mechanism dasigned in this thesils

is being implemented as an integral part of the “Multics"
system (Myltiplexed Information and Computing Service) under
development at Project MAC at the Messsshusetts Institute
of Technology. Multics is béing Gewigned and implemented
as a general purpose time-sharing operating system for the
computer utility, The reader interested in exploring Multics
further should eonsult a group of papers {5,6,7,8,9,10)
which were presented at the Fall Joint Computer Conference
in 1965. Project MAC Technical Report-30 (4} contains a
discussion of the organization of the computer utility

and a desoription of the basic design of the Multiocs system.

Chapter 2 discusses those féatures which are desirable
An a system whioh supports absentee computations, and the controls
that users and system administrative persomnel should have
over abssntee computations,
Chapter 3 presents a block-diagrem overview of the
absentee handling mechanism, and discusses the functions




performed by each of the modules in the mechanism,

chapter 4 develops the concépt of a computation streanm
and then i1llustrates how’several such streams may be combined
to form a versatile multiple~-stream queueing mechanism for
absentee computations,

Chapter 5 considers the problems of regulating the
system load in a system which supports both interactive
and absentee computations, A mechanism for performing the
 load control funmction is proposed which utilizes the
flexibility of absentee computations to assure that the
load remains close to its most efficient operating level,
The mechanism allows the computing capability of the system
to be allocated in any proportion between interactive
and absentee computations, and provides the ability to
quickly and smoothly adjust the system tdbt new load
reapportionment,

Chapter 6 presents a set of comnands,fdr users and
~administrative personnel to create, control, and terminate

absentee computations,




CHAPTER 2

Features of Absentee Co-putjticns

This chapter defines-absentes, iriteractive, and batch
computations, and discusses the similarities between absentee
and batch computations, the festures of absetites ctmputations, and
_ the facilities of the absentes handling mechanism,

A user ay nm his computation in elther of two modes,
namely Anteragtliye or ghgsntse.
An nmmmmm is contronod by & user

who enters oo-mda ct Y r-noto terminal, receives rem-
from the system at that terminal, and enters sdditional ‘command s
based on previous responsss., The 1ntcmt1n node af_forda the
user precise control over his computation and silows the user to
make major changes of itrategy' at run time, '!‘ly‘i’ﬁi’ioriétfﬁ '
node is particularly useful for program debugging and for '
implementing programs which “talk” with non-programmer users
(administrators, scientists, flight reservation personnel, etc.)




An gboentee cogputation (AC) does not require interaction

with the user., The user sulmites an absentee ‘computation as
a file of commends (gbsentes source file) basioally identical
to the comsands the user would snter 1f yunning the same

computation interactiveély. - The absentee mdde frees the user
from having to be present to control his computation and

is partiocularly useful for ruming cheoked-out -programs and.
“production” -runs,

A mm 18 baszloally idcaucal to an absentee
computation except for the manner in which the file of commands
1s submitted to the systess, An-sbsentee sourge fils is -
generally sutmitted via a‘ renote teyrminal, wheress & batoch
computation: commend file is generally submitted in the form
of & oard deck at the central oomputer installation,

An absentee oomputation may be imitisted for & user by ome of
the user's interacstive computations, another of the user’s
absentes computations, or a.batch-vomphtation shbieitted: bty the:user,
Auser*s absentes etiputatiohs May De:tePminated by weny -of -
that user's interactive or absentes computations. -
A user may specify (for his own pretection) eny running time
limit for each of his AC's, If the time limit is cicaed-d, the
system automatically saves the AC so that partial results are not lost,
If the user does not specify a time limit for an AC, then a default
value 18 assumed by the system, again for the user's protection,
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A -computation (IC or AC) of a particular user may obtain
status information about any of that user's computatiens (both
IC's and AC's). Detailed lnfolettdttbmt -oath of & user's
AC’s 1s always available to that ussr, regardless of whether
his AC's are maiting to dDe run or are ourrently running. .

An Ainteractive user may interrupt his IC at any point and
convert it to an AC, This featurs is desirable in tha case
that a user wishes to start his program intersctively to make
sure that it is working properly, and than schwnrt the prograa
to absentee so that it may continue to complation without the
user's attention, | ‘ /

An interactive user may interrupt any one of his AC*s at
any point and convert it to his current IC., 'This feature 1s
useful in the osse that the user wants to monitor the progress
made by his absentee computation, or perhaps meke some run-time
changes in either the program or its data., In sows cases, the
user may oconvert a computation from: abssntes to: 1m1n to
got a higher priority for the computation so: that ths computation
may be completed sooner.

The system sdministrative persommel may terminate any AC
(or IC) whish appears tb be a “troublemaker®; =

The system administrative personns) may spetiry an
apportionment of system resources Yetwesn AC*s amil IC's

10




in order to emphasize a partiocular mode during certain periods
of system operation. In effect, this apportiomment Mtam
the system into two distinct. sub-systeas, one for running AC's
and one for runnming IC's, The AC-IC apportiomment may renge
anywhere from 0%-100% to 100%-0f%, : :

A user may have many running AC's (and many IC's) at ome
time, but the number can be administratively limited, In the case
that ‘a single user has several IC's at various terminals, emch 6f
the IC's has squal ‘sontrol over any of the user's AC's,

Input to an AC is normally taken from the appropriate
absentee source file, Output from sn AC noraally goes to a
user-specified gbpentes output fils. The user may alternatively
specify dedisate( resounrces (in place ef files) for AC.tagput/output,

A uker regquiring dedicated ‘rOSOUross  fir uees dy any of his
2C*s shotld plase sh advance reservation for the resources.

£.2 System Features

The system snquehies user requests to initiate new AC's
80 that these AC's may be initiated in the future at a time
which the system feels 1s opportuse. \

The system may temporarily w service to a number of
AC's so that an :lncrnndlﬂlo‘nd of IC's may be more effectively
serviced, Similarly, the system may "bump" & mumber of IC's
80 that an inoreased load of AC's may be serviced. Bumping an IC

11
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involves saving the IC 1A 1ts current state and automatically
logging out the user, To continue a w,m the user must
log: in again and specify that the bumped IC be resumed, After
a user has been bumped, he will often find that he cemnot log in
a.sain immediately. This occurs hecaunse the most troqupnt _
reason for bumping a user is to decrease the system losd and
‘maintain the 13ad at its lower level, _ 5

'rhe system may automatioally resume service to suspended
‘AC's whon the IC load decreases. (Note the asymmetry here. A
suspended AC 1s always automstically resumed by the system
while a bumped IC can only be resuned by the intersctive user
himself. This property is oritipal to the process of dynamio
losd balanoing discussed in Chapter 541

Jobs may be sutmitted to the system in & batch-prooeasing
format as a deck of cards. Suoh Jobs, efter undargoing a
procedure to walidste the ldentity of their originators, are
handled by the absentee mechanism in the same mamner as AC's
requested by IC's or other AC's,

The system makes shutdown transparsnt ta Ac'l by mponding
any AC's rumning at shutdown and automatically resuming the
suspended AC's at startup time, = Any AC's which are sitting in
the queues waiting to be run at shutdown, remain anqueusd during
shutdown and may be initiated by the system arter startup.

12




~ The apportionment of resources m\-w-s and IC's 1is

normally done for various long periods of .system operation

called ghifts. However, the demands made by AC's and IC's

upon the system over the short term may vary significantly
and frequently. The system caters to short temm varistions

in demand By melking modifications to the resource apportionment
over short periods called integrstion periods. The Load
Control mechanism (see Chapter 5). compares the current demands
upon the system with the current: shiftts rescurce spporticument,
and makes necessary adjustmente in the AC-and IC loads to insure
that good quality service 1s provided -3¢ all ruming computations
resarcneoé of any short-term surges in demand, For example, if
the AC-IC spporticnment is 25%.755 and the AC desands decrease

to only 20%, then Load COatroi ‘allows enough new IC's to be
initisted to bring the IC usage up to 80X, When the ghort«term
variations are of gmteriugnﬁmde.m Control may elect

not to match a desrease in one mode of usage<with an equal
inorease in the othwr, Instead, it may matoh a 20% deorease with
only a 10% inorease, This provides a damping effect which helps
to prevent the ourrent usage of ayatem: resocurces from warying too
significantly from the desired shift resource apportiomem:.

See chapter 5 for a more precise discussion of the load
balancing operations perfornod by Load Control,

13




The system keeps track of all ACis: requiring dedicated
resources to be initiated., Whenever a reservation sade for
a particular AC beccmes due, the system autamatioslly inltiates
that AC. |

In a system in which many compubations are simultenesously
competing for service, it is desirable teo mmmt of
priority mechaniss to allow a user to express the relative
importance of his computation. The user is providad with a
oholce of priority stresas in which he may request -his AC be run.
High priority ctro-l-pr&udc soervice at hubu' o0oat, -whlle '
low pricrity stresms may provide slower service bt at redused cost.
If the user does not specify in which priority stress he wants '
‘his computation to run, the system autamatioally.imserts the
computation into the giandaxd stresm. Sinoce -absentes
computationas do not necessarily have to.be initiated immediately,
a series of waliting queues is fm-wtdd.ﬂ ane for .epch priority
stream, When Load Control decides that more absentes -camputations
may run in a partioular stream, it informs the.mechaniss which
. hendles the absentee queues to initiate an appreopriate number
of ‘absentee computations from the waiting queue for that streanm.

14




CHAPTER ) ,
Overview of the Absentee Monitor

The m_m; tonsists of a group of related modules
and a series of .,w. which together are reapohsiBle for the
enqueueing, initiation, eepﬁiol. and termination of absentee
computations, This ohnpﬁor discusses the u.ﬁr cgctions of the
Absentee Monitor and the 1hterrc1atioiid11p ly”utnon‘the Ab;entee
Monitor and other p..!»‘tt& of the multiple-access computer syiten.
Pigure 3.1 illustrates the structure of the overall mechanism
for handling absentee computations, Chapters 4, 5, 6, and 7
duox"fbc the parts of the noohani- in greater detail,

3.1 NMador Sections of the Absentes Mopitor

" The Absentee Momitor consists of three modules and two
sets of queues, one queue in each set being assigned to service
each priority stresm., Chapter 4 dissusses the queueing mechanism
in detail. |

ds1.1 _Absentee Queus Control
A3 new requests to initiate absentes computations are
entered by users into the system,. the names of the corresponding

15
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absentee source files and abcentu output files (and other
addiuom useful 1ntomtion) are placed into queues where
thoy_ remain until such time as the system decides to initiste
additional absentee computations, Abssiies. Susus. Control
system module responsible for making appropriste entries in the
queues, retrieving entriss when they are needed by other. parts
of the absentse mechaniss, and deleting sntries which are no..
longer needed.

mmm_mmnm
mmmmmum«onm-. ne

PO priority atreem, vhiob contain the per enmszon Laromtion

for absentee oumtg_t&o_gq walting to be .initiated, ,.'A user .

Tequest to initiate a new absentse ogmputation canses Absentee

Queue Control to meke an entry for this computatien in the -

appropriate Absentee Walting Queus. |

The. ARsentss RUNDANE QUeUS are a series of Qusues, one

per priority stream, which centain the per computation information
for oqoh_mma absentee computation, . Vhen an abmentes computation
1s initiated, Absentee Queue Control dedetes the corresponiing

entry from WW‘“ Absentee Naiting m,m inserts

an entry in the approprtuto Absentee Rumning Qusue,

17




3.1,% Abgentee Injtistion Module
Whenever mors absentes computations may be initimted, Load

Control (uo Chapter 5 and seotion %.2.3 below) informs the
pontes Initiation Nodule of the nuaber of AC*S to tuitiate,
- The Absefites: Inttistion Nofule decides witoh AC*'s to fnlitiate
and makes ths appropriste calls to imitiate them. The Absentee
Initiation Nodule oalls Absentss Quene Control to make the
apﬁropnato insertions (deletions) in the Abuhtoif m»(mu‘ns)

Queues,

. Sepesfter, the short-term suspension of absentee computations
referred to in Chapter 2 1s bermed "giglving” the sbgentee
somputations. = The distinotion betwed a shielved computstion
and & compubetion which has werely besw sived is that a shelved
computation is only stved temporsrily wntil sush tines «i the
system decides to continue it, whereas a saved computation can
only be continued iT ths user logs IR inssrestively and oxders
such setidn: "Upnshelving” L& the poenews of Yemming & shelved
‘oomputation and 19 performed sutomatioully by the Abssntes Honitor.
Whenever 1t becomes necessary to debreasé the number of
‘Purming AC's, Losd Control informs the . 8
of how many AC's to shelve. m ‘Abseiitive. Shelving Nodule decides

18




which AC's to shelve and makes the necesssry calls to shelve them.

Absentee Queus Control 1s called to meke the appropriate
insertions (deletions) in the Absantes Waiting {Bumming)
Queues, Note that shelving an AC invelves plaoing an entry
for it back into the upp:opriatc Absentee VWaiting Queue so that
the AC again becomes a candidate for initiation by m Abgpntee
Initiation Module, |

~Parts of the MNTir s-dccess Computer Hos
This seotion discusses the environment of the absentee
mechanism, Load Control is discussed here instead of in

section 3.1 only because its fumt:.onz aro rclatod to both
IC's and AC's, However, Load Control is a oritical portion
of the absentee mechanism and is discussed in detail in Chapter 5.

W is the module which processes ob.-nd requests
from the cylhl administrative por.omol In pa.rticulur. Sy-tn
“Control emn the AC-IC npportim-ont information from
the System Administrator to Losd conem;' and the dedicated

resource apportiomment mt:»ii.tiéﬁ to '\tud’n.*-“.‘fnr.

3a2.2 Performance Measursgent

Periodic determination of the current smounts of intersctive

19




unﬂ absentee usage being supported by the system is essential

to the operation of the load-balansing mschaniem, w
Moasurement obtains these usage statistics by observing various.
system parameters and conveys the information to Load Comtrol.

da2,3 Load Gontrol
The main functions of the Logd Coptrol module are:

1 - to see that the apportiomment of resources bstween
~ ‘intersctive and sbsentes: Wm Temains close
, to that lpocifiod by the Byst- Mlinlltrntor A
2 = to cater to -hort-terl variations m the dmnds
upon the antc-'s resources by dynsmioally nryins
the current Tesource .pmtlmnt ,
3 = to see that the system is mithor un'.lor- notr over-
loaded,
Load Control compares the apportiomcnt infomtion 11: receivea
from the System Adliniitrator with thc curront unso atutiltics
luppliod by Performance nmument. It any ugq:.r;mt discrepancies
exist between these sets of figures, th.n Load control may modify
the system loed by any of the follonins means:
1 - ocall the Absontu Initution Hodule to initiate
more AC'a
2 = oall the Absentee Sholvins Module to llnlvo some AC's
3 = increase the maximum mmber of IC's -uom
4 - decrease fho maximum mmber of IC's allowod
5 = automatically log out some IC's
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3:2,4 Load Control Table
In this tadle, Load Control maintains a 1list of all logged-in

IC's and certain additional information such as the total number
of logged-in IC's and the maximum number of IC*s which the

system currently allows. During the load~balancing operstions,
Losd Control obtains information about AC's from the Absentes
Weiting Queues and the Absentes Ruming Queuss and about IC's
from the Load Control Table,

312,35 Beserver

The RBessrver is responsible for scheduling the usage of
dedicated resourees (for both IC*s and AC's), If & user's |
AC requires dedicated resources, the user must place an adwvance
reservation for the resources, The system sutomatically
initiates the AC when the reservation becomes:-due.

22,6 SAVE, RESUME, and QUIT |

These neehanisuav are provided in the multiple-access co-pntér
system to facilitate certain manipulations of computations useful
to both AC's and IC’'s, QUIT is oalled to stop the execution
of a computation and place the computation into a state in which
it may be easily preserved, lost, or continued, _s_;_v_n.u used to
preserve the computation in its ‘subpent -state so that the computation
may be sontinued in the future. RESUME is used to ocontinue
a SAVE4d computation,
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Shelving an AC involves first QUITtimg the AC, then SAVEing
it, deleting the Absentee Burming Quesue entrxy for it, oreating
an absentes source file containing a RESUME command, and placing
an entry: for this file in the appropriate Absentee Waiting Queue,
Unshelying an AC 1= done by the Absentes Initiation Module in the
sane t'.ihi.en as initiating & new AC, However, since the absentee
source file for this AC oonsists of merely a BESUNE command to
resume a SAVEA file, tﬁe saved AC is restarted. |

12,7 User Commands

Users are provided with a detailed set of commends with which
to control the initiation, operation, and termination of absentee
computations (see Chapter % ). . Thess commands osuse ocalls to
entries in the Absentee Monitor and status informetion is retwrned
to the user in sach case to indicate if the calls are

successful,
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CHAPTER 4 -
Features of the Queueing Mechaniem

The Queueing Nechanimm consists of ‘the Absentes Wadting -
Queues, Absentee Rumning Queues, and the Abssntee Queus Control
module,. This chapter desoribes the styuotures of the various
queuss and the operation of Absentee Queus Control.

During the mum of- the system, user requests to
initiate new AC's may-arrive-faster Shan tha-new:AC's -
can be initiated. One reason for this 1s.that the maximum
number of AC*'s which may run ilnultmouly_ nay be limited, thus
necessitating the. placement of waiting roquim into a walting
line or guous. Actually, a queusing mechaniss ocen be avoidad
if 1t is felt by the systea designers that if there cwrrently is
no room for more AC*s, then the user showid retry his Toquest
at & later time. This, 1n effect, 1s the method used in the
case of new interactive users. If the new IC cannot be initiated
the user must wait until s later time and then resttempt to log in.
The reaponr for this chedoe is ebvious. Suppese, for exampls, that
an interactive user tries to log in and that the system cannot
handle any more interactive users now, Suppose that the system

23




.

then proceads to enqueue this user's request in a walting

line with other requests for IC's. Clearly, there is no way

to tell how long it will be befors the new request may be
deMcﬁ. Thus, the user might sit falthfully st his console
‘for several minutes or perhaps several hours before his request
may be serviced, PFrom the humah faotors standpoint-whieh is
so- b¥ittoal in the design considerstions for & malsiple-access
computer system, such sn coourrence 1s not tolerstie.

’ However, since a user does not have to be present to - run
his absentee computation, 1t 13 olear that requests for AC's
may be engueued for future initiation without any inconvenience
for the user. As a matter of fact, in this way the user 1is
assured that his AC will be initiated &t.the earlliest possible
time, As will become clear in Chapter 5, this featurs of
absentee c‘e’.put.txm 48 most critical to the design and opsration
of the losd-balancing mechaniss,

4,2 Queue Digoipline

'&o order ni which requsests to initiete new AG's are serviced
heed not nesessarily be the same as the order in which thease
requests arrive., The method of choosing the next AC to be initiated
from the queues is referred to as thes gyeys digcipline, Among the
more common queue disciplines are rirst=in-rirsteout (fifo) which
selects entties on a first-come=first-served tasis, and last-in=rirst-
ont. (11€0) which seleats smiries oft a mostsutrrent-first-served basis.
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The queue disoipline chosen for the Absentee Vaiting Qusues
and Absentee Running Queues utiliges both fifo and lifo disciplines
in a BXightly modified fashion,.

L t-Out | |

~ The C.T.S.8. system uses s fifo discipline in which at
most one absentee computation may run at a time. Onoe an AC
has begun to run it must be run to completion or until it 18
automatically logged out, No provision is made to allow the
running computation to be temporarily suspended and then resumed,
Absentee usage is never too significant a pomnnof tom '
system usage since there is usually a single running absentee
computation and as many as 30 running interactive oo-putationl.
Hence, the suspension of the single abaentes ouputatlou is not
really a versatile tool 1n terms of -allowing more utomtin
usage to oocour, Pigure 4,1 illustrates tho ¢, '1' 8, 8. qnauoing

mechm— for absentee conputationl.

z «f— new entriesadded at back of queue
WAITING

ABSENTEE
COMPUTATIONS

Eﬂ::] < next entry to be initiated

ABSERTEE
COMPUTATION L ———1<«— omly one AC may run at a time
Piguro 4,1 '
T.8.8. Absentee Queueing Mechanisa
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An obwious extension to the C.T.8.8. queuneing mechanism
‘15 to allow many AC's to run st one time, This introduces some
interesting loed considerations since it ‘wight result in a system
with a poor interactive response if the number of ranning AC':
becomes large. This problem is discussed in detail in Chapter 5.
Figure 4,2 1llustrates a quauuns mechaniss whiich allows for
nany running AC’s at one tile.

new entries added st
. baock or qu.ue ‘

WAITING
CONPUTATIONS
i’j «f—~— next entry to be initiated
ABSENTEE @y
‘running AC's
COMPUTATIONS E:::: precise m:‘:bor of
‘ ‘ ' AC*s limited by the
[::: system's load control
_ nechanisms)
Pigure 4,2

Pifo lloohmi.- with Multipls Bunning AC's
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Note that the structure of the mechanism of Figure 4.3 -
allows arblirary oriteria to be used in deciding thé ordering
of the entries in the rumhing queue. The lifo discipline is
particularly useful for the extension made to this structure
in the next section. . '

Now let us consider the idea of shelving an absentee
computation, BSinde a uset is generally not present to control
his absentee scomputation, the user does not suffer any
inconvenience if his computation 1s temporarily suspended
and automaticaXly pPésumed, As has been mentioned previously,
“this property of AC's r.cllltatei"the?aﬁlsn of the load
balancing mechanism presented in Chapter 5, In this section,
the mechanism of Figure 4,3 is extended to aliow the removal
of an entry from the running queue and .pi.oonent of this
entry back into the waiting queue. .

Figure 4,4 illustrates this new mechanism which is
referred to as a gogputation streen. The stream consists of a
first-in-firet-out queus of waiting AC's and a last-in-first-out
queue whose entries point to the variogs running AC's. VUser
requests for new AC's cause entries to be placed at the back
of ‘the waiting queus, The entry at the front of the waiting
quesue 1is next to be initiated, The entry at the front (last-in)
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.ABSENTEE
WAITING

- QUEUE .

A R e
ST

. Dottom of fifo walting queue

top of fifb wailting queue
==~ ‘when the AC at the top of

ronnt ueue is
gg:lvud. ?g 8 placed at

NS
— e tbe to of the walting qume

at the top
ot the uuitins queus 1s
inltiated; 1t is pleced on

_'_‘fm,#aaf&&?sfmmm“

Of
O -‘——h‘f\-ﬁ::]‘.__l—- “bottos of 11fo ‘Tunning queue.

pointers to
running AC*s

Figure 4,4

A cOnputgtlon §tream
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of the running queue is the first to be lhoivod when any AC*s
are to be shelved, nlo this entry, when .holnd. is plased
back onto the front or the nltins qum and hcnoo it beoomes
the first entry to be initiated again when more AC'c m to be
initiated. The entry at the back of the running queue (firet-in)
is the last entry to be shelved whenever AC's are to be shelved.
This stream mechanism gives us the abllity to imsreass
and doerouo ths: ubnntu loed a'ucnm by ths load

. balaneing m-. while .t the seme: time auurn}c aatomatic
jonplotion of all AC's regardless of uhothr thoy ars ever

shelved for any reason,

4,6. utat _

Pigure 4.5 11lustrates. the flow of an AC through a
computation. stream. Since an AC may de shelved and unghelved
many times as it runs, the entry for the AC may pass back and
forth through the waiting and running queues until it eventually
reaches completion while residing in the running queue, ‘ll.ote
that 1t 1s possible for an AC to leave the streem while it 1s
in the waiting queue, This happens, for example, if the user
decides to terminate the AC., Chapter 6 discusses user control
of AC's in detall, |
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(1) AC enters the stream
il)q 2) AC moves toward the
]

(1 Yt

2¥e(3) front of the waiting
(2 ) _queue as others AC's

' : before 1t ire
WAITING initiated

AC moves toward the

(3)e(2)
| | (2)#(1) rear of the walting
1 queue as some
Gr—9 ’ ; running AC's are

shelved
————————n e .

() —|— o (3)0(4) ‘AC i8 initiated
' (or whelv:d)

(4)8(3) AC 1s shelved

BUNNING QUEUE FLOW
' (;mg; AC moves towards the

!
' (510(8) reas of the rumsine
: 1 as ) o
(6rY—1+—» ‘ -gnltutqd before it
- are completed

(6;’(3) ‘AC moves towards the
(5)9(h) front of the running
gqueus as other AC's
initiated after it

(&) An AC may be oompleted

( 2) ' ess ofits

(68) position in the rumning
queuné, The AC's entry is
deleted and all other
AC entries maintain their
ssme relative positions

in the running queue,
Pigure 4.5

Flow of a CO-put_.tion through a Streea

QUEUE
{FPIFO)

(sy— 1

ABSENTEE
RUNNING
QUEUR
(LIFO)
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It is apparent from the discussion of section 4,5 that

a stream-type queueing mechaniam coupled w:.th a load control
meckanien which orders the shelving and unshelving of AC's

ls & useful means of controlling the smount of absentos usage
supported by’-. the system. An oven;gpgater--d-cr‘eo of -controln

over the:a,bnnt.:ee usage' ie made avalilabls *ﬁ"y)"utinzmg 'y
multiple stream queueing mechanism, Thus, it may be advantageous
to- axrrmtuﬁibetnm various types of absentee computations
(such as might be done in the implementation of a priority scheme)
and-such a differentiation could be made by associating AC's of
each type with a distinot stresm. Thenm, the load ocentrel
| nochnnisnﬁleou].d oontrol the usage in each stream 1ndiv1dmiy.
‘These operations are dsscribed in detail ‘in Chapter 5,

Figure 4,6 1llustrates a mutiple stream queusing mechanism.

‘Note that no reference has been made so far to a means of
ordering interactive computations or differentiating between
variocus types of IC*s. This has been so because our primary
concern has been considerations related to absentee computations.
Thée dlscussion of 'Chapter 5 indludes sevéeral such considerations
.of IC's,
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CHAPTER 5
Load Control

When both interactive and absentee computations nay
run togethsr in a multiple access computer system, it beconeé
necessary to apporfion system resources and copputing capability
between the two modes, This chapter dlscusses how such an
apportionment is made, adhered to, and dynamically adjusted
by the system to malntain itself at efficlent operating levels,

1 _Termin

The sum total of the demands made upon the system's
_ computing capabilities by all computations on the system is
. referred to asgs the gzgggg_;ggg; Dependihg upon the capabllities
of the particular computer system in question, the system
may operate efficlently over a wide range'ot‘load situations,
Generally, on a large-scale time-sharing system many
computations may run simultaneously, btut there is a 1limit
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tothe mukber of ‘combutations: wiiol the. aystes bah support
#tthout beceming. over loaded. |

As a measure of system loed we uss the numder of mmning
computations, The gtresm logd in a emhtiu strean 1s the
number of runhing computations in that stream.’ The piregs backup
in a eomputation stream 18 the mumbey of compuatations in the -
waiting queue for that tiron. : Stpoaik backap 1s a medsure of
potential stresm load, The systes’s  lopd confisgtution 1s a
summary of the stresii load and streis daokup for essch of the
systen's computation stresms., : ' '

For any particular multiple access sempater systém, the
most efficient load cqnﬂshrauoa (1.e., the load configuration
which results in the most useful computation) is Aifficult to
prediot while the system is under dswelopaemt. . After the
systen Mo mﬂoml ., however, effisient lomd configurations
readily beotae apparest; A SHISiJ06 SsOeNs:COAPUtEr syEtem 18
said - to:be Jrengrly-logded if 1t'is operating medr its most
efficient loid configuration, gyereiofed IT there is less
useful computation being perforeed theh whem the ystea is in
its wost efficient load configuration, and wpfep<losded if the
 addition of more oouputatiohs would result 1i‘an inoreased
swount of ubeful eempitation, Thess termé may slwo be used to
describe the load in a pomputation stress. In particular, s
strean whiek mormilly services woveh somplitations-1s over-loaded
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if nine :mmhumv m:'cm'qntly ™aning in that. streem,
under-losded with five running computations, and properly-losded
with seven runming scaputations,. |
Wmuat-tomamw-u
& properiy-losded state, .If a system; $0 cperedlag in. .
an under-loaded. state, the.losd contrel.preklen is to inorease
the number of running eomputations. If & aystem ig. mrsm

inanmmm e»lmemmmu»
docrtm tnm«mom% If a anmu
oponting in a properiy-loaded state,.the M oomtyol . mucn

1s to maintain this state,

-Considar the losd: oontrel. problmm:An s agstem dedioated. .
to servieing cnly-intarastive. oomputations. . The ayetew load, L.
1 equal to the number of running IC's,.. - The. systen resourses
aTe available: t0.+hé various 3C%s. It 18 ondy.nessesazy to
limit the:-mmber of IC’s to some mm,may.«%mt the.
system from beooming over-loeded (My IGs. thersfore.oorresponds
to & properly-loaded. state). The.Qystam ASRinistrator. specifies
an initial velue of Ky a$ startup unmmymﬁ at.ony
- time during system operation,
Figure 5.1 shows a. ahpln 1M mtm .mechenisn-for a
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APPORTIONMENT

9

administrator
sets My at
17 up_ time

NEW IC ATTEMPTS TO LOG IN: log out

no

REAPPORTIONMENT

!

administrator sets
new valus of M, during
system operatisn

T O

yes
‘IC may not
CiaCy+1 log in now
|log in now

RUNNING IC LOGS OUT:

f

c1=C1—1

Ba®

M; = maximum number of
IC*'s allowed

Cy = current number of
running IC*'s

Figure 5,1 Load Control in a

Purely Interactive
System
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purely 1ntamtive system, When a new IC attempts to log in
Load Gentrol thcks- to see 1f the number of IC'l,b c,.
ourrently on the system 18 less than the allowed maximum,

If Cy is loss than My,the IC 1s sllowed to log 1n ana

Cy 1is incremented by one, If C, is greater than or equal to
M, -then the IC may not:log in now; a 'new attempt to log in

must be i.dc at a later time., When a running IC logs out
Cy 1av'deur-eatnd' by dne,

The System Administrator may reset Ni whilé the system
is in operation. Load Control checks to ses 1if ll1 is less
than C;, If not, then no ad justments in the currest IC
load are needed, However, if My is less then Cy the system
automatically assumes an over-loaded state and Cy=My
running IC's must be logged out to brimng the IC 105&«401‘1& to.a
properly-loaded state, Decreasing the mmber of running
computations is referred to as iced triaminx.

a2 Loed Trimming Strategies

The most direct way to trim the IC load is to immediately
log out the necessary number of IC's. (Note that it is therefore
desirable to associate some ordering with the IC's in order to
have a criterion for choosing which IC's to log out first, See
sestion 5.9 for a disoussion of interactive computation streams,)
Such a strategy 1s referred to as a trip-hy-forge and is
11lustrated in Figure 5.2, '
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In this example, the load iz to be trimmed to P-I1C's..
Ir ¢y 1s less than or equal to P then no adjustments in the
load are needed, However.; ir c1 18 greater than P, then
IC's are automatically logged out one-by-one until c1 equals P,

From the system's viewpoint, the load trim-by-force 1s
& quick and sui‘e means of decreasing the IC load, However,
the trim-by-force results in jnconvenience to the IC's which
are logged out, since they cannot run to completion now, and
they. may haye to walt quite a while 'ﬁfon thej may log in
again to continue their work, From the human factobs
standpoint it might be resgonable to adopt a continuous
service pollcy towards IC's, This policy would then require
‘& more flexible load trimming strategy which 1is referred to
as load trip-ty-gttrition and is illustrated in Figure 5.3.

In this exsmple, the load is to be trimmed-by-attrition
to P IC's. If C, 18 already less than or equal to P, then no
dd,justmgnta in the losd are necessary, However, if C; 1s
greater than P, then the load is decreased to P as Cy-P IC's
voluntarily log out, This 13 a gradusl process, vslnce the
load decreases at the same rate as voluntary IC logouts. The
IC's on the system at the time the. losd trimming b%ins do not
undergo any inconvenience; they may run to conj)ietibn and log
out when they are done, However, once an IC logs out, it may

‘not log in again until C4 becomes less than P, The
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LOAD TRIM-BY~ATTRITION TO P IC's:

no

wait for next IC
to voluntarily log
out

‘ a running IC

. / voluntarily
. logs out

Cy = Cy -1

Figure 5,3 Load Trim-by-Attrition
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Figure 5.4 Load Trimming Strategies
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trim-by-attrition strategy does have che significant drawback,

If the IC's on the system do not log out in a short time, they
can remain on the system as long as they would like to and thus
prevent the load from being trimmed. In such a ‘cuo it lighf
be reasonable to impose some time limit on the voluntary |
logouts, and if the load has not been trimmed to P IC's by
that time, then a trim-by-force could be used to complete the
load trimming, If it is required that the IC load be trimmed
to P by a. certain time, then the load trimming could be
initiated in sdvance of this time, Pigure 5.# 11lustrates

the various load trinlng strategies discussed in thio section,

Now oonsider the lbad éontrol problem in a 'syatq dedicated
to servicing only absentee computations, The system load, L,
is equal to the number of yunning AC*s., The System Administrator
specifies the maximum number of ruming AC's, ’.‘a' at startup
tiné and may alter M, at any time during :ntu opor@tioﬁ.

Figure 5.5 shows & load control mechanikm. for a purely
absentee system utilizing the computaticn stresm concept
discussed in Chapter 4, When a user enters a request for an
AC, Load Control checks to see if thle number of running AC's, Cg..,
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administrator
sets Mg at -
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NEW_AC B gR,

Mg = maximum number of
rurning AC*s allowed
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AC from : shelve Cqr = current number of
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queue N .
c“ = ocurrent number of
5 ‘walting AC's
es
o Figure 5.5 Load Control in a Single-Stream
. Purely Absentee System
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is less than the allowed maximum, If C,p 18 mOt less than M_

then the AC cannot be initiated now and must wait in the
computation stream's waiting queus. The number of AC's
~waiting to be initiated, C,,, 18 inoremented by one,

If Cyp 18 less than M, then the AC can be initiated immediately.
C,. 18 incremented by one and an entry for this AC 1s placed
into the computation stream's running queue.

When a running AC logs out C,,. is decremanted by one
and the running queue entry for the AC is d@leted. If this
causes Cqy to fall below My then more AAC.fs nay be initiated,
Load Control checks to see if any AC's are waiting to be initiated
and if so initiates enmough AC's to'hfing the AC load bgck
up to H.. ‘ 7 ‘

The System Adminisgtrator may increase or decrease ”a while
the system is in operation, If M, 1s decreased so that 1t
becomes less than Cqy then Load Control orders Cqy-Mg AC'S
shelved, If M, is increased to.a value greater"‘thap car then
Load Control orders M -C,. AC's unshelved, Note that if the
AC load has to be decreased (i.e., M, is set to a value less
than Cqy) then it 1s reasonable to immediately shelve the
necesgsary n\iuber of AC's, The method of load trim.by-attrition
need not be used since the shelvéed AC's do not undergo any
inconvenience in the sense that a bumped IC does. Thus the
AC load is only trimmed by a load trim-by-force.
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Now let us -xuu the u-m«n of mtzm .5.3 to
include the load control problem in.a multipleestresm. pursly.
absentee system. In particular, consider s aystem comprised .
of n abssntes streams. The ronm definitions will be
useful in the discussion:

X -ui.u number of AC'I which. run 1n atresn
a(1) © 1 at one time -

u'(i) - onrront number of AC'- nmins in :tro- i

(1) = ourrent nu-bor of AC's uutmg t.o e yun in
Can stream i -

n.?n (1)~ lnnmmbtrottcmmchmmnon
bl the entire system at one time

'kccr(i) = current number of AC'c rmxng on tho
entire system . :

.kc“(“ - gurmt number of AG': walting. tc be.
on the system

The Systea Adnim-tritor apportions I;OWQI by

- specifying M a(1) for each stream. . The. sm of these, N,
therefore represents what the mum considers to be

the maximum mmber orAC'l which may run at ome tine and - stul
keap. the system oyounng in a properly~loeaded. state. - In effsct
the Administrator miﬂn mt.l,mfm.mmc for




use by AC's, At any time a partioular slot is elther

empty or in use, Since M running AC's repressnts a properly-
loaded system, the load control protlem is to maintsin the
system so that either M or fewer slots are ih use; If morpe
than M AC!s are rumning Load Control must trim the load to

M, If less than M AC's are ‘rumuns‘ Load Control must

check to ses 1f any AC's are waiting and if s6 initiate

enough AC's to get the load baock up to M. The funotions to

be performed seem clear, tut the fast that more tham one
stream is involved introduces some complications, Por example,

1t is possitle that ome streas ooculd be properiy-losded and -

all the obht: stresms gould be empty. If there are AC's
waiting to be run in the properly-losded streas, they must

wailt until rumning AC's in that stream log out before they

Bay be initiated. This is obviously a m of system resources

-8lnce the "computing power” is an.n‘ablo.to handle more AC's

and it is not being used, One solution to this problem might

be to allow the waiting AC's to run in other stresms., This

is satisfactory until such time as new AC's srrive and requast

to be inftiated into streams whioh might be full of AC's from
other streams, Should these new AC's also be placed into streams
in which they too do not belomg? In this section a strategy
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is developed to prevent this sort af 'ohaoay while at the same
time assuring that system oonputips power does not go to waste
if there are walting AC*'s which could use that power,

Recalling some definitions given in Section 5.1 a
‘particular stream ls properly-loaded if caru).n a(1)" -under-
loaded if Cu(i)(xau).’and over-loaded if Cg .y PM cyye The
load in a particular stream is sald to be bglanoéd if Ythe
stream 1s properly-loaded, or if the stream is under-loaded
and no AC's are walting to be run in that streanm.

One aolutton to the load. ocontrel. problam in a multiple«
stream system might be to balance the load in each ,stpean
independently of any considerations involving the other streanms,
This would result. in a system in which

c”(i)éna(” for 1 m 1, 2, seey 1
and hence it would always be true that

. n :

Ru gi °ar(1_) £n
The ideal situation 1s R « M, However, the above gomponent-
¥ise-balanced system may have R < M.even while there are scme
waiting AC's (i.e,, the situation presented in the beginning
of this section), _ .

‘To see how the situation in which R<M and W40 can be

48




avolded, let us trace the buildup of the load on a
multiple~gtream system starting iith no running or waiting
AC's, As requests to initiate new AC's arrive, Load Control
observes that the ourrent loat in ssch stresm is less than
the allowed maximum and therefore allows the AC's to be ‘
initiated, After a while, however, one of the streams will
eventually become properly-loaded, Suppose that another
AC requests to be placed into the properly-loaded stream,
Load Control checks the load in this stream and discovers
that the stresm 1s full. Load Control can then check the
loads in the other streams to see if there are any available
slots, If there is an available slot, Load Control allows
fhis new AC to be mitiatéd. This, of course, causes
a properly=loaded stream to becoue over-loaded, -However, the
system as a whole is not over-loaded and therefore by initiating
this new AC into an alredady properly-loaded stresam we are
préventing usable resources from going to waste, |
Load Control may continue to al’lgm new AC's to be
initiated until R becomes equal to M, . Once this cocurs the
addition of another running AC would cause a genuine over-loaded
situation, Now Load Control must first check to. see if the
new AC wishes to be initiated into a stream which is either
properly-loaded or over-loaded, If this 1s the case then the
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new AC is placed into the waiting gusus for that stress:to avoid
over-loading the system, If, however, tiie stresm into
which this AC wishes to bs placed is under-loaded, then

some other stresa must be over-loaded omusing all slots to
be in use. The only reasoht that mlm.rmmmdland
to use more thnn its maximm ruaber of slots was to mt
available resources from ‘being wasted, Now, howsver, there
is legitimate demand for these resources snd ‘they should be
given back to the AC which 1s specifically requesting them.
This poses no real problem té Load Control.. It is -ei'oly
necessary to shelve ome AC from the over-Yosded -m 80 that
the needed slot becomes availatle in which to initiate the
new AC, This procedure is followed as mdditional AC's roquest
to be initiated untll finally the system reaches & load
configuration in which svery stresm 13 properly-loaded and
there may or may not be AC's waiting to be initiated in any
of the streams, This situatiof 1s refdrred $0:ws thé -
Adesl loed configuration for obvious reasons.

‘Fow cousider the losd comtrol functions which must be
performed when a ruming AC logs eut, 8ince we know that
R was always kept less than or equal to M &8 the loed wes
building up, it must be true that a slot is made available
{L.0.; it omri not be the case that the systes went from
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one over-loaded state to ‘& less over-loaded stats)., Load
Control must now decide which waiting AC (if there Is any)

to initiate into the newly avallable slot, . First 'prd-'ircmg
for the slot goes of course to any AC's waiting in that '
particuler stream, Note that if the 'sthome. propesed in this
section for initiating new AC's is used, then it 1s not possible
for an AC to be walting in a stream which is under-losded.
Therefore if no AC is waiting in the stream in which an

AC just logged out, then Load Control must initiate one of the
AC's waiting in any of the properly-loaded or over-loaded
streans, ' . _ |

Thus we have arrived at a: scheme for initiating and
shelving AC's which assutes that avallable slots never go to
waste if fhere is demand for them, while at the same time

we have developed a n;chaniu which guarantees an AC first
priority in 6laiming slots allookted to the stresm in which
that AC wishes to run, FPigure 5.6 I.lluttrqtn the load

control operations discussed in this section. The reapportiomment
function is treated separately in the next section because |
of 1ts complexity in a multiple-strean system,
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In s»t&on 5.5 requests for mw AC's and logouts of .

r\mnins AC's were handlad in an. ordor].y ralhion to prevent
the overall system from beoonng overloada_d. ' The scheme
presented never i-equiru the systea to beocome tgnpora’ﬂly
overloaded while in the pi-oce__s‘: of sdjusting to 1ts new
load configuration. When the system losd is reapportioned
bjr the System Adminiatntor.‘hoﬁver. each streem as well as
the entire sy‘steu might become overloaded and thus Vitr is
necessary to provide a mechanism for quickly sdjusting the
overall system to a properly-loaded state, :Besides the load
trimbing which ay be hetessary, it 1s also possible that
the load balance \dthin the strem m becone severely
distorted by a reapportionment. In t;his section a strategy
is promtod for quickly and aoothly read justing the system
load eonrlmtion after a reapportiongent. The lund control
operations naeomy Lor: mpportiomant are unnmm in
Figure 5.7, , . .
To effect the reapportionment, the System Administrator
specifiés néw values of Ma(” through M a(n)* Load Control
first checks to see 1f the overall systeam has assumed an
overlomded state (RDM), . If it has then R-M AC's are
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inmediately shelved from some of the overwloaded stresns,
Then Load Control proceeds to belanse the remainder of the
1oad, an cperstion which is discussed later in this section,
The question arises here as to how.$o shiose AS's to be
'shelved, Sevsral oriteria are useful in making this decision,
but perhaps the most significant is to aseume that thers

is some ordering among the ‘various a;tmul'(i.c.. assune

each stregm corresponis to 'y ufrmt mxmtx in a priorlty
x-eeh-c). Thus the firat AC to be shelved is one of the

AC's in tho ma-loM strean of lowest praority.. ‘Similarly,
'Y atrutoa to use .for nlocung AC'g to be: mtnm aight

be to initiate an AC nlﬂ.ns in the strean .of highest pﬂ'teri‘by.
!*rot;.e that within the ctréu’ita’olt there e never any embiguity
as to which AC lhould be uloem for shelving . or initiation,
‘rho entry at the. front of tho u;,uns queus 1s always the

‘next to be initiated; the entry last-in to the running queue

is next to be shelved,

I the mmrtiomont causes tho ovoruu -ystu to
beco-a properly-loaded (EsM) then it is still possible that
some adjustments have to be made undr the balanoing mechani sm
is invoked, '

If reapportiomment causes the ovem,u ‘system tobocoic
under-loaded (R<M) then the situation becemes mave complex
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depending upon how many AC's are walting to be initiated

and whether or not these AC's are walting in under-loaded
streams, If the total mmber of waiting AC's in all streams

18 less than or equal to the under-load (M-R) then all the
waiting AC's may be initiated and the reapportionment .
operaticns are complete, If the muber of walting AC's is
greater than the under-loed then we must consider just how
many of these waiting AC's are really enti_'ucd' to be yun in -
their respective streams. More specifiocally, ws are interested
in the number of AC's which are Mting.to be Tun in
under-loaded ntrnas. and of these we are only 1nterestod in the
TYIrat-M o ) *Cap(1)WaltingAC's 1n each stresm (since

itnitiating more- than' this: amount would cause the stream to
become over-loaded). We refer to the number of AC's satisfying
these conditions as the proper-demand, and define

proper-denam = H'p .z ‘Eunimum(n‘(“ - ca.r(i) ' caw(i)ﬂ B
under~loaded
atreanq :
If the proper-demand is less than the under-load Load Control
immediately initiates all of the proper-demsnd waiting AC's.

Now R is still less than ¥, but every one of the AC's entitled
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to be runming is running, Losd Comtrol now initiates
Mo (R4 W) edditional AC's to bring the load up to N
the mpportiomant is oupleto. Ir 8p is m than
the under-load Load Control immediately initiates NeR of
the proper-demand waiting AC's, ‘but-the respporticmment 1is
not yet complete since more propsr-demant AC's sre atal}
waiting, and hence the losd M mechanism must
be invoked. , _

Prom:the preceding discussion'#b 18 olead that:the
load balancing mechanism 1s called upon whenever Loed Control
has ascertained that BzM, but there may still be some
proper-demand waiting AC's Which must replace AC*s rumnirig
in over-losded stresms. The balencing necheniss sheoks to
see if there are imdeed sny proper-demand .m,YM'a. 1ir
not. the reapportiomment is complete; If thers are then
Load Control ‘shelves ons AC from the lowest pricrity over-
losded stresm and initiates cne AC into the highest-priority
underlosded stream, This procedure comtimies wrtil there
are no sdditional proper-demand waiting AC's, -

To summarize sections 5.5 ﬂﬂ»ﬁ.& &« mechanism -has been
presented to perfoim efficiently the load combrel operations
required in a inxltlpl-o‘-tt_rﬁ purely :badm -system, The
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mechanism has the following sigmificant characteristios:

1-

The System Administrator can control the amount

- of abnnteor usage in each computation stream by

specifying the maximum number of AC's which may

 run in that stream at one time.

The mechanism prevents waste of available slots
by allowing properly-loaded streams to become
over-losded as long as there 1s no demend for these

‘slots from AC's in the streams to which the slots

belong,

The mechanism guarantees an AC first olaim’ to

slots in its own stream, If &ll slota on the

system are in uss when an AC requests one of its
rightful slots then an AC is shelyed from one of

the over-loaded stresms.. _

The System Administrator is provided with the ability

. to reapportion the loads in the variocus stresus at

any time during system operation, _
mo'tebhaniuaris:cuas'm&ed 1n suoch a way as to
comply quickly and efficiciently with reapportionment
requests from the System Administrator, If &

‘Teapportionment causes the system to assume an over-

loaded state, the over=load 18 correoted quickly
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. 80 that the iystem operates with an over-loed for

the shortest possible time, and then any balancing

‘which must be done to assure AC's first olaim to their
own stream's alots is done on w 'Mf&m&mtﬁtm'
basis to keep the system operating with all slots in

- UBG,

Now consider a system devoted to sarvieing ouly.
interactive computations. Ohe imprevement whish might be
made to the scheme in Seotion 5.2 is to consider that there
'As some ordering associated with the running IC's which indicates
the next IC to be logged out in th_&mt'vthut sush sction
is indeed necessary, By analogy to the case of ahsentee
computations we defime here the notion ef sn interaotive
computation stream. Furthering the analogy we assums that it
is desirable for some reascn (such as a priority scheme) to
differentiate between varicus types of IC's, Thus we arrive
nt a multiple=strean mechanisa for hantuing interasctive
oonpuutlom similar to the absentee uohunn d.nribod in
Sections 5.5 and 5.6, In this section we consider the
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modifications which must be made to adspt the absentee
mechanism to the handling of intermstive computations.

Note immediately that there m no walting queues in
the intaractive streams, This is the case because a user
is only present for as long as it takes for his logsing in
attempt, Thus it 1s not meaningful to consider intersotive
demand at this level. . »

Next consider the protlem of attempting to 11l all
intersctive slots if the demand for them exists, If the
system 'loul opontu-vat ‘a level sudh: that no -;tron’ ever
becomes properly~-losded then the load sontrol operations
are ldentical to thoss in the sbsentes meshanism. However,

.cuppo-e that one strean d.ou become” mporly-londcd uhne
some other streams remain under-loaded.  If a new IC should
request to be initiated into the properly-loaded - m. ‘Load
Coitrol has only two cholces, Eithsr it ean initiate the
IC and over-losd the stream, or it sah refuse to initiate -
the IC (i.e.; the IC canmt be plased into a waiting gueue
for an indefinite period until a slot bsoomes available),
1r 1n1t1atien is rcrund theu waste ooours m an mnable
slot goes unused, If the IC is uutum then this ustovu
prevented, but another problem arises, What happens when
the overall system becomes prop.e'rly-,lo.ded'_(l.e... no more
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available interactive slots), and a user attempts to log

into an under-loaded stresm? In the case of the sbsentee
mechanism i1t was possible to make a slot avatlable 1ﬁedhtol‘y
by shelving one AC from an over-loaded stream. In the
interactive case, however, making a slot available would
necessitate logging out an IC from an over-loaded stremm.

Thig is contrary to the centimous soﬁle’e*p’ouey discussed
in Section 5.2, Seversl alternatives are available here, tut
unfortunately none of them is uA neat as th§ shelving of an
AC: | 4

1 = Do not allow any streams to become over-loaded,
Control the load in each stream independently of
the losd 1n any other stresm. This results in a
componaht—wlse-balmqed syiten. The obvious
dissdvantage 15 that slots availsile in under-loaded
stresms can never be used by IC's from oversloaded
streams thus causing waste of available slots,

2 = Allow overflow in all streams, Initiate new IC's
into. whichever stream -tl_\e’y request as long as slots
are available in any of the stream, Once all slots
are in use allow no additional IC's until slots
again becbne available., Thls method assures that
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available alots never go to uiato. ut has the
dissdvantege that IC's do not get first claim to
slots in the streams in which the IC's specify they
would like to run,

3 - Allow overflow in all streams, Guarantee completion
to all IC's once initiated, If a new IC requests to
be initiated into an under-loaded streem thon
initiste the IC into that streem end trim the load
in an overloaded stresm by attrition., This method
prevents waste of available slots and assures IC's
first claim to slots in the stresms in which the IC's
specifly they would like to run, The disadvantage
1s that the trim~by-attrition might result in a slow
trim and hence the overall system might be forced
to operate in an overloaded state for some time,

Rach of these methods has 1ts adventages smd disadvanteges,
but none of them is a “perfect"” solution., Our mbuity to
arrive at such a solution here is attributable to the fact
that there is no action which may be perfermed on IC's to
correspond to the shelving of AC's. Thus:a particular
Load Control implementation might choose one of these schemes
(or perhaps others) depending upon the particular problems
at that installation, If we assume that the most desirable




proptrtia_a, are prmati_ng waste of avallable slots and
guaranteeing IC's rirst claim to the slots in the ﬂsroa_n

in which these IC's wish to run, then we arrive at another .

scheme (which 1s still, incidentally, not a pevfeet solution)
which is.similar to the third scheme abeve',vmt"prwmtc' ‘
the overall system from becoming overlosded,

b = Allow overfiow in all streams, however, if an IC

1s initiated into = properly-lomted or over-loaded
stream then the IC is given seeond-class status and
18 warned that his computation is 11kely to be

‘logged out 1f the overall system beoomes properly-

loaded ent an IC demands a slot in an under-losded
stresm, This method dogﬁ‘ not assure IC*s continuous
service, but still ancms an IC to get cn and use
a slot for as long as the slot 1s not in demsnd,
Sinde the IC 1s warned of 1ts second<gliss status

"1t knows that it 1s likely to be logged out and hence

it can take advantage of being logged in to get a

small job done, Of course, as other IC's log'ou_t

of this over-loaded stresm, the IC we are considering

may eventually be able to be removed from the over-load
portion orfthe stream, At this tiiev the system could
inform the IC that it is no longer of second-class status,
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We will assume that this last method 1s used for the purpose .
of any further discussions. in this thesis, - Again, other .
methods might be more desirable in particular installations.
Now oongider the reapportionment problem in a ‘
multiple-stream purely interactive systenm, - Since we are
allowing streams to become over-losded as long as the ov_erall
system does not become over-loaded, reapportionment. ocan
be handled rether straightforwardly, If the total mumber
of running IC's is less than or equal to the maximum allowed.
then no action need be taken (note that there are no walting
IC's to be considered as in the absentee case). If the
total number of running IC's 1s greater than the allowed
‘maximum then Load Control logs out IC's from the lowest
priority over-loaded ctro.mvun_,tirl the number of rumning IC's
is equal to the naxiimn allowed, To aid the IC*'s which'
are to-be logged out Loed Control might warn them a few
minutes in advance to allow them to "clean up" any details
before being forced off the system,

0
b

d Control in a Hybrid Syetem wi
In this section we combine the mechanisms developed




for handling multiple-stream absentee systems and multiple-

stream interactive systems to form a nechgn‘im for handling
' mixed interactive/absentes systems.(see Pigures 5.10 and 5.,11).

- Figure 5.8 illustrates a multiple-streaa qt‘,\eue:ins'
mechanism for handling a mixed 1nt_orac_t1vo/qbse#tu system,
Por the purposes of this discussion we assume that there
are n absentee streams and m interactive streams, Note that
there are no walting queues for Ié's'. This is c’on.lstbnt
with our provious discussion of 1ntemtivo ltrous.

, Figure 5.9 summarizes the pameterc used by I.o.d cOntrol
in making its variocus load bulmcing docuions. ‘I‘haui;edaat
fs-urged to familiarize ;-hi;sclf i'.tth th‘b dwmttﬁu ‘of these
parameters bbroré: '.praca'oam.*uw ‘the cnitoung ‘41 soubsion;

Previously, we have eonsiderod aystm whish lupported
either IC*s or ;ws-..but ‘hot both, . In ﬂuse mm the »
apportionment made by ttie Systenm Adnini’ltrator wu sald to
'divide the syaten into a certaln mmber of slotl caoh ‘of
which was onpable of handling one rumung couputatlon. It
is worthwhlle to note here that we have: -u.ﬁ.&uga ‘this:d2vision
that each slot - is, in some sense, of equal size. l‘lma we have also
assumed . that regavrdless of the charastertstion-bf the: o
computations uaing the slots, ‘the actunl &mndj placod upon
the system by these computations is dimtly__mportiml to
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the number of alots in use, This is ‘obﬂéntly a ‘f‘nnpleying
assumption which can be avoided by prm&mg a module capable
of deciding Jjust how "big" the slot need be to- .rt.eﬂ.nly ‘
service a particular computation, With duéh a ho#nln available
we could procesd to define an-atemsé~slot as the umit of
computation size neaéuré-ont;~ Computation streams could
then be envisioned to consist of atonié-slots; and each
computation requesting to be run in e particular stream would
be granted ‘en apprbpﬁhte number of atomic~slots in that
stream. A stream would then ‘be considered properly-loadsd
Af 11 of tts atomic-slots were in-uses | '

This problem was disoussed here begduse we must again
make a sihplifying a&smiption. namely that absqnfed n}.oﬁ
are the sane “"glize”. as 1nteract1ve slota. ~ From the discuaslon
above we can envision ways of avoidins this asmptian, too.

The Sylten Mninistrutor apportions systen eonputing
power by specifying the naximum number of eonputo.ticms which
may run in each of the absentes and 1ntomtive streans.
Reapportionment .may ‘also be done and is digcussed later
in this section, e

When an IC attempts to log in to stream j (n+i€jén4m) Load Contral
checks to see if the total nuaber of rumming computations
on the system h less than the -uim number allowed. Ir
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By I8 indeed less than My then the IC is initiated
immediately. Note that Load Control procesds to oheck - |
whether stream j 1s now over-losded, and if it. is over-losded
the user is warned that there is a possibllity hig IC . .
may be logged out (nm th- slot t-kon by his xc roauy _;
belongs to mnother stresm). I the system is mow full (i.e.,
By 18 equal-to'N,) thenx.ead Control ‘checks 1f.the' umzve

“portion” of the aysten is tun. Ir not M duﬂ,y some
absentes stresm is om-lodod N mm shelves’ one
computation from the lowest mmey om-lonaod ltrun md
initiam the Ic into stresm } m.tn choonns u b | 1-

, onr-lodd m m the user ir 11: u. Ir tho intomtin
portton ar tho mm 1- rull. Load emm‘.l Imkaqt m .‘l
to see if it is full,’ If stresm J 1s not full then clearly
ono‘ of the intersstive qtﬂm is over-loaded snd Load Genml
logs out ome IC from the lowest priority overcldaded interastive
stream and initistes the new Ic 1uto ltro- J. ff ltrou .1
urunmx.uaconmx mfcrllmmthathomaot

log in gt this time, Note that onse Mﬂ'ktr gltpmeln is
still available to Load Control fbr gumu to mzuﬁ
this IC now, . Lo.dcmm ooﬂdohook&twmwuh
Tower priority than stresm j is. mrlonlod onl if so coald
then log one 16 out of this stream ant mtg.t_‘g{m. ‘new IC,
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This alterhative is avolded here mostly because of our

efforts to provide continuous service {if at all possible)
to running IC's, 4

When a new AC .requests to be run in stream J (lsjen)
Load Control cheoks to see if the system is full.amd, if not,
initiates the AC immediately. Note that no warning need .
be given to an AC if stream J§ is overloaded, If the
system 1s full Load Control cheoks if the absentee portion
of the system is full.: If not, then clsarly some
interactive stream 1s over-loaded and Load Control logs out
an IC from the lowest priori‘ty»mrélodod interactive strean
and initiates the AC into stream . If the absentes portion
‘of the system is full Losd Control checks if stream § is
full, If not, then clearly some other absentee stream is
over-loaded and Load Cohtrql shelves .one AC from the lowest
priority over-losded stream and initiates the new AC into .
stream J. If stream ) is full, then the AC may not be
initiated now and Load Control places the AC in the waiting .
queue fdr strean J.

Note that 'this discugsion and th.e dlm‘-a of Flgure 5.10
have been simplified by the omission orr some of the quono
manipulation deta.ns prement in preum d.ucuuiem. Thus
when a conputation is =ald to be i.mnatod or lhelvod in
this disoussion it is meatit to be implicit here thatj.' these
manipulations saxe .performed when appropriate,
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When an IC logs out of stream j Load Control checks if
any AC's are walting, If there are none then no operations
are performed. If there are AC's waiting then Load Control
initiates one AC, |

When an AC loge out of stream ) Load Control ehecks if
any AC's are walting in stream j, If there are then Load
Control initiates one. AC into stream j, If no AC's are .
walting in stream § Losd Control chécks 1f AC's are waiting
An any other mbsentee streams. If theré: are then one AC is
initiated, | | |

" Note that in a system in which the loed builde up
under the control of the above mechanism the -oﬁrail. system
never becomes' over-loaded and ‘no AC4is ever placsd into a walting
queue if slots are avellable in the stresm in which the
AC wishes to run, Reapporticnment, howevey, can caysa bbth
of - these tonditions.to: dcour and: the methods of alleviating
these problems will now be discussed,- '

Figure 5,11 11lustrates the operations whish must be

performed by Load Control to smoothly effect a load
reapportionment ordered by the System Administrator. The
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-eohaniu is designed to provide contimious service to those
computations which are entitled to contimue rumning unler the _
hew apportimont, uhlle, at the same time, quickly
eliminating (i.e., shelving AC's and logging out IC's) those
computations which should no longer be allowed to ruri. The
strategy employed inirolver ritﬁt-‘ !ncrbajiﬁg--x o'r. décreasing

the current load until the proper number of -_alth'n.i'o in use,
This results in the systen ‘becoming mly—loadod uﬁder
the new upport!.onmnt. !l‘htn Load Cont:ol prooecds to lopate
any AC's uhieh should be runninc. If the m‘uﬂl lntu is
still under-losdsd when this procoduro begins then Load
Control initiates enough of -,tlwso AC's to bring the system .
up to a pi-bperly;lo.ded state, Once :th‘e system is properly-
1ocdod; if: any mére nitlns AC's should Teally be ru.nning then
clearly some streags are mr-loaded. Losd chntrol '
eliminates ane cénmt.tlon from an over-loaded stream and
1n1t1£tu m of these AC's. This procedure continues until

* 'no more of the waiting AC's should be’ Tunsing, The

following disoussion considers these operations in more
detall. '

The Administrator efteotl a ronpportiomcat by
rolpeciriying the maximum mmber of computations uhioh nay |
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run in each stream in the system, Load Contrcl first checks

if the total number of running computations is greater than
the maximum allowed under the m apportionment., If BT is
greater than My then Load Control must eliminate computations
from over-loaded stresms to get the load dewn te My, I .the
nomber of running AC's, R,, is Ifoc'aw-;or‘;qm:toxm
matimus number of AC's allowed, M , then the total over-load

'is made of IC's, Load Camtrol logs out B oMy of the IC's in

over-loaded interactive streams (beginning with ‘the lowest
Priority stresms), . Onss these IC's have been lomged out the
system 1s properly-loadsd, However, it is still pessitle that
the reapportiomment caused some of the waiting AC*s to become
proper-demant waiting AC's and hence Load Control invokes

‘the belancing mechanism to initiate all proper-demand waiting

AC's and log out snough Over-lowd:sctwputafisns:te keep:the-
syeten from becoming, over-losded.

If B, is greater than M, then some AC's must be shelved,
In particular, if the'absentoe' over=lodd is @nter than j:ha.
total system mr—lo-d then RT-HT AC's are shelved, If ths
abgsentes over-load 1s not greater than the total system
over-load then all over-load AC’s are shelved and then
enough over-load IC's are logged out to bring the total
system 10ad down to M;. In each of the above two cases
the load-balancing méchanism 18 invoked after the eliminations.
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Up to this point we have been considering cases in @
which the overall . system ummm If after the
reapportionment the overall system becomes ‘properly losded
(RpaM,) then 1t is still possitle that some AC's have

become proper-demsnd waiting AC*s and hence the load
balancing mechanism 1s invoked,

If. the respportioment csuses the overall system to
become wnder-losded them Load Comtrol mist first tring the
system up wammmsm. tt there ilww
demand, If the mumber of walting AC's is less than or
equal to uu systen under-load; then all- mun AC's are
initiated am we are done, If ﬂurc AT . mare walting. M' 5
than the systsm under-losd mmmcmm ‘checks how
many of thess AC's are proper-demend th*A_p’m, If the
number ot proper-m walting AC's iz grester than the
under-losd then Loed Control initiates encmgh of thess to get
the system up to a properly-loaded state amt then invokes
the load balencing mechsniss to initiate all of the rematming
© proper-demand waiting AC's, If the number of propmr-dsmend
walting AC's is lesa then or equ&l to ﬂic W then
Load Control initiates all of the Proper-domand waiting AC's
and then muatu nnnugh of . the remaining AC'! to. Mm the
overall srcton up to a- mmly-lomd nhh and we.mrs done,
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The load balancing mechanism is only Anvoked when ,
the overall system load is equal to the maximum load allowed
under the new apportionment. The mechanism checks 1f there

are any proper-demand walting AC's. If not then we are

done, If there are proper-demand waiting AC's then clearly
gome stream is over-loaded, We know at this point that

all slots are in use, 'H_nis 1t #ust be true that either

AC's: are using-sll AC:slots &nd'Id's are usii:g all Ié'slbts.

or one of the modes 1s using more than’lfc allocated number

| of slots. If both modes are using their allocated slots and
there are proper-demand waiting AC's then clearly some

AC's are running’in ‘over-loaded streams, Load Control
-shelvgs one of these ov_er,-lbad'AC'.a‘ and initiates one propere
demand waiting AC and repeats this process until all proper-
demand walting AC's have been initiated, If AC's are using
more than their allocated number of slots then the balancing
procedure is the same as if both modes o.re using thqir_allooated
slots, However, if IC's are ﬁs:.ng more than their allocated
slots then Load Control logs out one over-load IC and initiates
one proper-demand walting AC, This process continues until
either the number of running IC's is equal to the mim”
number of IC's allowed or all proper-demand waiting AC's are
inltiated. If the first condition 1s satisfied first then
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there may still be some proper-demand waiting AC's, Load
Control handles this by shelving one over-load AC and
initiating one proper-demand walting AC and continuing
this process until all proper-demand walting AC's have

been initiated.
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CEAPTER 6 .
Commandg for use'with Abgentee Campgtations

Users of the computer system communicate with the
system by issuing commands (usually in the form of
typewritten statements) at réno_te terminals, This chapter
dlscusses a éet_of commands used by system usérs and
administratlvq personnel to c'reatev. ‘nomtor. and terminate
absentee computations, The dlaéussion here 1s less detalled
than in Chapters 4 and 5; 1t 1s ineluded to illustrate
what functions-night:usafully bt~pontiailed.at the command

level,
6,1 Creating an AC

Creating an AC involves two functions, First, the
identification of the user must be validated to prevent
unauthorized access to the system, Second, the user must
inform the system of the absentase source file which is to
be used for input to the oomputation, and the absentee output
file which is to receive output from the computation.
Additional perameters are supplied to specify in which
stream the user wishes his AC to be run, the time 1imit
to be placed on the running AC to prevent waste if the AC
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deveiops problems while the ‘uger 1s not present, and
_perhaps the user may wish to give a date and time before
which his AC should not be run (useful if it is known that
data needed by the AC will not be available until that time).
The CREATE-ABS command is provided for users to create
AC's, CREATE-ABS may be used by an IC or an AC belonging to
the user ~cre§t1n§ the new AC, 'Sinc.e tho.:‘ computation. imst
already be logged in there is no identity validation necessary.
CHEATE-ABS results in a call to Load Contiol which either
1n1tia£e§ ‘the computation 1mediatoli'oz; places 1t into the
walting queue for the specifié_d stream depending upon the

current. system load.

6,2 Te L C

Every computation, upon completion must undergo an
orderly logging out procedure to remove the computation
‘from the system and take care of certain "ocleanup®  problems,
In additioh‘. it is lone_tims degirable to be able to b:_'ins '
a computation to an early end (such as when the user discovers
he has left an AC i-umnng with bed input data). -

The TERM-ABS command is provided to perform both
the normal-end and early-eni funotione for AC's. The user
specifies the pmwtéﬁion-identificstipn of the AC to be
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terminated;_ Load Control is called upon to sgearch the .
queueing mechanism to see if the AC is walting to be run,

running, or no longer on the system ({elther it is done or
the computation-identification was incorrect). If the
AC 18 walting to be run then the entry tor the AC in the
waiting queus 1a deleted. If the Ac is currently running
then it is stopped 1nmadlately and 1osged out. Ir the
AC 1s not on the system then the user is sow;ptprmed.

6,3 C the Stresm (P: 0 c

. VWhen the system 1s heavily loaded the user may find
that his AC's take longer to run to sbmpletion, To speed
up the processing the user mey wish to place the AC into
a higher priority stream {for which he may be charged more
but will get better servioe). '

The CHANGE-STREAM command is provided to remove an

" AC from one stream and place it into another. The user‘
specifies the camputatlon-identiflcation of his IC, the
stream it 1s currently in, and the atream 1nto which 1t 1is
to be placed, Note that the CEANGE-STBEAH oomnanﬂ is’ also
useful for switchipng IC's from one interactiva stream to

another.
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A user may wish to run a large computation as absentee
but in order to be sure that he has set the computation up .
properly he may want to run it interactively for a while,
Once the computation gets 'géins lﬁcoégﬁi;ullﬁ (perhaps thvo_
user notes tha£ the proper output is belnslsoﬁgr#tod) then the
user may convert this running oonput.éion o iblént;o..

The CONVERT command is provid;d:'tlog onable & uger to
switch a rumning IC to an AC. The user first presses the
*QUIT" button at his temim to sto§ the computation so
that the CONVERT command may be typed,

6,5 Converting am AC to an IC
The user may wish to monitor the progress of one

of his AC's for a while to make sure that it is rumning
smoothly, or perhaps to user would like to make some changes
in the absentee source file or other data gup_plidd to the
AC. | _

The ‘CAPTURE command 1s pr‘ovldéd to allow the user to
capture control of one of his AC's so that it can bs controlled
from the user's terminal, Note that the user may wigh to -
finish the computation interactively or he may wish to issue
a CONVERT command to allow the computation to finish as absentee.
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Note that by using CAPTURE and CONVERT the user may
actually control several computations at one time from a
gingle terminal, This is particularly convenient for
computations which may need only minor intervention.

6,6 Obtaining Status Information for a User's Computations

4-user may have many computations: rusning -at one time
and may have many absentee tomputatiens in the waiting queues
walting to be run, The user may want to monitor the progfess
of these computations and find out if it might be necessary
to intervene (via CAPTURE and CONVERT) with some of them
to correst any error conditions which might exist, Also
the user may find that some computations are runhing too
slowly and thus it may be desirable to issue a CHANGE-STREAM
‘command, ‘ .

The STATUS command is provided to give the user
information about his various computationé on the system,
STATUS may be used either to find out about a spooif;c
computation, a group of computations, or about all of this
‘user's computations, Information is returred to the ﬁser
indicating how much time each computation has used, what
dedicated resources are being used by each computation, when
each computation was initiated, ete,
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6,7 Reguesting- Intervention by an IC

.Narully. if an AC develops problems while it is
rumning it ‘cannot be run to completion because it needs
information which 1is unavailable to it 1n-»;'the absence
of 1ts owner, However, if a user who submits an AC happens
to also be rumung interactively when such trouble ocours
then it is possible that the user will be able to supply
the necessary information (or corrections) to the AC so
that it may run to conplﬁtion. , ,

The INTERVENE commard is' provided to ald an interactive
user in specifying that he 1s available to aid his AC's if
trouble develops. Sometimes.the hature of t!).az, mtemtivev
user®s work would make it undesirable to be mtgrrﬁpted by
a call for help by an AC.and in such a case INTERVEIE would
not be issued by the IC. An interactive usér uses CAPTURE
and CONVERT to effect an intervention,

6,8 8 - the AC-IC L. t ent

, The Systen Admiﬁistrator mist specify the apportionment
‘of system computing power between the warious computation
streams on the system,

The LOAD-SPEC command is provided to allow the




System Administrator to make a 16@;1; appdrtionment or
Teapportionment, The initial load apportionment is

perforned' éti gsystem astartup tlne» and reappoftiomnts

may be done uhomver.-nooessn;y.ﬁ' ”Ir for a particular
application the appoftiomonts should be the same for

oermn regular periods (shifta) than the Sysm Administrator
may specify apportionnents for each of these shifts and

Load Control 1111 keep these available. whonmr the

time for a new shift arises then Load. Cmtrol will dynamioally
reapportion the system. 1n the manner diacussod in

Chapter 5.

Adninistrativa personnel w rind the MATUS and
TERM-ABS couands useful, STATUS m be uaed to obtain
status mromtion for any conwtatlon on tha euzire aystem_
and TERM-ABS may be used to ternimte an AC mch
é;pp‘ea:ﬁé to be _;sauslng problems (such as tying ;ip ocertain

:pesouroes) .
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CHAPTER 7

The work described in this thesis was cohsentiated in
two areas; & geheral disoussioh ubeﬁtntﬁetchnrnctcrtstiea
of absentee qonputatlohs.aand'thp;detlgnGOfna;hobﬁlﬁlgm“tor
' handling absentee computations in a multiple-sccess computer
system, |

Perhaps the most slgnificunt contributions of the

thesis are the concepts of shelving and unshelving absentee
computations, the concepts of absgntee and 1ntoradtite
computation streams, the désign of the mu1t1p1§;:tr05n“
queueing meehanism, and the design of the load oontrol

‘ mechanism for hybrid multiple-strean 1nteractivo/absentee
systens,

The design of the combined queueing and load conerol

mechanisms has the following sisnificant charncteristies-

1 - The System Administrator may spportion the oamputing
capability of the system bétween interactive and
absentee computationhs in any proportion whatever.
This allows the system to be 100f interactive,
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100% absentee, or any intermediate combination

of the two mbdes.

The eomputation‘Stfean~comcept allows computations
of different "types” to run in different streams.
One such dirrerenﬁxatsanfnight'bu'atpriorxty scheme
in which each stréem contdins all the computations
of a partiocular priority. -

Absentee stresms have the property that running

" computations may be teémporarily suspended and

restarted (shelved and unshelved) several times

as they flow through the stream. This property

1s one of the keys to the suecess of the load control

mechanism,

The multiple~-stream mechinsn has the property that
the ioad in each stresm is individually eontrolled,
The muitiple-stream mechaniem maintains a precise
ordering among all conputnfions whether they be
interactive or absentee and walting or running.

For example, in a priority scheme the computation
streams are ordered by their respective priorities,
Within each computation stream waiting computations
are ordered by virtue of thelr position within the
waiting queue (first-in-first-out discipline is
used in this work for choosing the next entry), and
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running computations ' ‘are, Qrdex_'od by virtue
of their position within the running queue (last-in-
first-out-disoipline is.used in this work),

_Thus, Af at. ahy time the load control mechanism
‘wishes to eliminate or initiate a computation, the

cholce of which computation to eliminate or which
to initiate is detemlﬁpd:by the ordering described
above, Thus.the loed control mechanism is made
more efficient than 1t would be if the above choice
was not always predetermined. |

- The load control mechanism prevents waste of avallable

computation slots by allowing streams to become
overloaded if slots in other streams are unused.
At the same time, the mechanism assures computations
in & partloctlar :strean*flratuo;gi to slots which
have been epecifically allosated to that stream,
Thus stream i cah becomd -pverf}oadad_ by using
available slots in stream J. N'VHAopte_v__ez". if the
demand builds up again in j, then the over-load
stream 1 computation gust relinquish the usurped
slot and is either shelved if 1t is absentee or is
logged out if it is interactive,




7 = Finally, the load control mechanism

effects load reapportionments quickly

and smoothly, If 'a computation running

betorpxtha'roapportlaulént'thoﬁld also

run aefter the reapportionment, load control

carefully avoids ‘either shalving or logging

out the computation. Initiation of waiting

computations and -elimination of rumming

ocomputations is dons gquickly because the ordering
. described in (5) above makes the selection

such computations trivial,

It is worthwhile to note here that there .are two.-obvious
levels at which load cohttol decisions can bé mads, namsly
the admission level and the scheduling level. At the admission
level decisions are made regarding which AC's and IC's shall
be allowed to log in to the systems At the secheduling level
deciaion# are made regarding which of the logged in AC's and
IC'e shall be the next to be given a processor when one
becomes available., The mechanism designed in this work
operates at the admissionvlbvel oﬁly. Once this load
control mechanism allows a computation to log into the
system, the computation must then fend for itself in the
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competition for processors. At this higher level deciéiqns'
must be made on the basis of less specific information and
must be intended to be enforced over longer periods of time.
The apportionment we spesk of. would probably be in force
for at least several hours at a time, and the load control
mechanism we propose might be'rou:onaﬁiy'eertain to assure
that actual usage closely approximates the'appo:flonment'
in the average over such a long period.

Recalling the simplifying assumptions made in Chapter
5, namely that each slot is the same size regardless of the
particular tralts of the computntibn’using the slot, we see
that perhaps it would be useful to have our load control
mechanism receive information Trom the scheduling level. Such
information combined with an atomic-slot mechanism as
discussed in Chapter 5 would help to provide much more
precise control over the system load than the mechanism
proposed in this work. The detignforaiuch-awnechanisn is
suggested for those interested in pursuing research in

this area,
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