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ABSTRACT

The thesis of this dissertation is that formal definitions
of the syntex and semantics of computer languages are needed.
This dissertation investigates two candidates for formally
defining computer languages:

(1) the formalism of canonical systems for defining
the syntax of a computer language and its translation into
a target language, and :

(2) the formalisms of the A-calculus and extended
Markov algorithms as a combined formalism used as the basis
of a target language for defining the semantics of a computer
language.

Formal definitions of the syntax and semantiecs of SNOBOL/1
and ALGOL/60 are included as examples of the approach.
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Church.
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and of the evaluator for the target language are
based in part on similar characterizations by Landin.

€. The formalism of Markov algorithms is due to A. ‘A,
Markov,

h. The notion of adding string variables to Markovw
algorithms is due to A, Caracciolo.

The application and integration of the above work to
define the syntax and semantics of computer languages is the
Principal contridbution of this dissertation., In particular:

8. The application of canonical systems to define the
translation of computer languages is due to the
author.

b, The application of defining canonical systems to de-
fine notational abbreviations is new.

¢. The notation for canonical systems and the uniform
notation for defining canonical -systems are for the
most part new,

d. The application of the A-calculus and (extended)
Markov algorithms to define the primitive functions
in a computer language is new.

e. The application of (extended) Markov algorithms to
define the operation of an evaluator for the target
language for characterizing semantics is new.

f. The definitions of the syntax and semantics of
SNOBOL/1 and ALGOL/60 are new.
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DEFINITIONS

The following words are used like household words in
this dissertation:

Symbol:

Alphabet:
String:
Language:

Syntax:

Semantics:

Translation:

Abbreviation:

A character or any inﬂivisible sequence of
characters.

A set of symbols.
A sequence of symbols on an alphabet.
A set of stringé.

The set of rules specifying the strlngs in a
language.

The set of rules relating the strings in a

~language to the "behavior" or "objecta" that

the strings denote., For a computer language
implemented by translatlng the strings in the
language into strings in & target language,
the behavior or objects. that a string denotes

. is defined by ‘the corresponding target lan-

guage string, whose meaning is presumably
understood.

A function mapping one set of strlngs into
another set of strings.

A bijective function mapping one set of
strings (the unabbreviated strings) into
another set of strings (the abbreviated
strings). The bijJectiveness of the function

-insures the unique reversibility of the map-

ping.
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CHAPTER I

INTRODUCTION

This dissertation has a thesis: that formal defini-
tions of the syntax and semantics of computer languages are
needed. The formal system presented here was developed as
a step towards meeting this objective,

There already exist formalisms, languages, and techniques
for defining syntax and semantics. To be successful, a de-
fining mechanism (or for that matter a computer language)
should be simple, do clever things, and at the same time dis-
play fundamental principles about the objects being defined.
Most methods for defining computer languages do not satisfy
theée criteria. The objective of this dissertation was to
attempt to meet these criteria, to develop a lucid and uniform
method for defining computer languages. A formal approach to
language definition was taken in the hope that this approach
would gain a degree of precision,simplicity and theoretical
power. Although these virtues are not completely satisfied
in this dissertation, I believe the formal system presented
here excels existing methods for defining the syntax and
semantics of a computer language. The shortcomings of this
approach to language definition and recommendations for
future research in removing these shortcomings are discussed

in the conclusions of Chapters II and III and in Chapter VI,



Research generally progresses in two directions: in
the development of new theories, and in the application and
simplification of existing theories. This research is a
study in the second direction. In particular, an attempt
has been made to keep the notation and terminology of the
formal system as simple as possible. It is natural for the
author of a work to introduce notation, terminology, and
conventions that became convenient for him to use, but which
often obscure the work and its contributions to others. This
author has tried to avoid this temptation.

The formal system for defining syntax and semantics will
be given in two parts. First, Chapter II presents the for-
malism of canonical systems, which will be used to define the
syntax of a computer language and its translation into an
arbitrary target language. Second, Chapter III presents the
formalisms of extended Markov algorithms and the A=calculus,
which will be used as the basis for a particular target
language for defining the semantics of a computer language.
The semantics of the target language are specified, in turn,
by giving an extended Markov algorithm definition of a func-
tion for mapping a string in the target language into a
string denoting its value.

Chapters IV and V illustrate the formal system by de-
fining the syntax and semantics of the computer languages
SNOBOL/1 and ALGOL/60. In particular, Chapter IV describes

SNOBOL/1 in the spirit of providing a reference manual for

10




SNOBOL/1, and is directed to the reader who wishes a detailed
knowledge of the language. Chapter V not only explicates

the formal definition of ALGOL/60 but also relates the formal
definition to other languages and other methods of language
definition. Finally, Chapter VI contains a discussion of the

utility of the formal system in defining computer languages.

11



CHAPTER II

CANONICALSYSTEMS: A SELF-EXTENDING FORMALISM
FOR SPECIFYING THE SYNTAX OF A COMPUTER LANGUAGE
AND ITS TRANSLATION INTO A TARGET LANGUAGE

This chapter presents the formalism of canomml systems
and its application to define the syntax of a computer language
and its translation into a target language.

The mathematical underpinnings of canonicsl systems are due
to Emil Postl and Raymond Smullyan.2 Canonical systems can be
used to specify any "recursively enumerable" set.2 The set
of strings comprising all syntactically legal programs in a
computer language and the set of palrs of strings comprising
all syntactically legal programs in a computer language and
their translations into a target language are just two examples
of recursvely enumerable sets. Presumably, canoniml systems
can specify any translation or algorithm that s machine can
perform. Heuristiec evidence that this statement is true is
due to the works of Turing3o'3l and Kleene.32 In these works
the notion of functions computable by a Turing machine were

asserted3°

to comprise every funetion or algorithm that is
intuitively computable by machine, and the functions comput-
able by a Turing machine were shown equivalent31’32 to the
set of all "general recursive" sets, which are encompassed by
canonicalsystems.

The application of a logically modified variant of the

formal systems of Post,l Smullyan,2 and Trenchard More38 to

12




specify completely the syntax of a computer language vas first
made by John Donovan.3'5 Donovan applied his formal system
to specify the set of legal programs in a computer language,
including the specification of allowable character spacing,
and more importantly, the specification of context—seﬁsitiQe
requirements on the set of legal programs, like the require-
ment that all statement labels in ; program be different.

Donovan introduced the term "canonic systems" (in recog-
nition of Post's workl) to describe his‘tofmgl system, Al-
though Donovan's formal system is not used here, many ideas
and techniques presented here have stemmed from Donovan's
vwork. The name "canonical systems" (s used to distinguish
the formal system presented in this dissertation from the
formal systems of Post, Smullyan and Donovan. A discussion
of the theoretical background for canonic§1 systems (as pre-
sented here) is given in Appendix 5. The terminology for
canonical systems presented here is due to both Postl and
Smullya.n.2 The notation for canonicel systems presented here
is due in part to Post,1 Smullyan2 and Donov_an,3 and is in.
large part new., Many hours were spent in developing the nota-
tion presented here in the hope that the notation would be
well-suited to computer languages. Discussions vith Calvin
Mocers have had a major effect on the notation.

To illustrate by example the techniques used in specify-
ing the syntax and translation of a computer language with
canonical systems, a small and rather useless subset of subset
of ALGOL/6O28 will be taken as a source language, while IBM

13




ha‘will be taken as a target

System/360 assembler language
language. The Backus-Naur form specification of the ALGOL/60

subset is given below:

<DIGIT> t:= 1]2|3

<VAR> t:= AlB

<PRIMARY> ::= <DIGIT> | <VAR>

<ARITH EXP> ::= <PRIMARY> | <ARITE EXP> + <PRIMARY>
<STM> ::= <VAR>:=<ARITH EXP>

<TYPE LIST> ::= A | B | A,B
<DEC> ::= INTEGER<TYPE LIST>
:= BEGIN <DEC> ; <STM> END

<PROGRAM> :

This subset allows programs containing only one declaration
and one limited type of arithmetic assignment statement.

The rules for constructing a canonical system definition
of a computer language, the rules for abbreviating a canonical
system, and the rules for deriving strings defined by a
canonjcal 8ystem will be presented informally in Section 2.1
of this chapter using the English language. In Section 2,2
these rules will be formally stated using the notion of s
defining canonical system. In prarticular, each underlined
expression in theknext section will be defined formally in
Section 2.2 with a defining canonicd system., I now proceed
to the informal definition of canonical systems and the appli-
cation of this formalism to specify the syntax &and translation

of a computer language.

14




2.1 Canonical Systems

2.1a The

Basic Formalism

A canonicel system consists of a collection of the follow-

ing items:
(1)
(2)

(3)
()

(5)

In s

An alphabet A, called the object alphabet.

An alphabet P, called the predicate alphabet, Each
predicate in the predicate alphabet is assigned a
unique positive integer called its degree.

An alphabet V, called the variable slphabet.

Another alphabet, which consists of six punctuation
symbols, the implication sign, conjunction sign,
tuple sign, delimiter sign, left bracket sign, and
right bracket sign.

A finite sequence of strings that are well-formed
productions, according to the definition given
below.

well-formed production, it is necessary to be able

to determine the alphabet from which each symbol ig drawn.

Accordingly, I will use (a) lower case English letters {pos-

sibly subscripted or superscripted) for variable alphabet

symbols (b) strings of capital English letters, digits, and

spaces, each separated by a tuple sign, for predicate alpha-

bet symbols (c) the symbols

for punctuation symbols, and (d) symbols not in alphabets (2),

-+ implication sign

. conjunction sign

: tuple sign

s delimiter sign

< left bracket sign
> right bracket sign

(3) and (k) for object alphabet symbols.

A vell-formed term consists of a sequence of variable

and object alphabet symbols (e.g., "a+p" and "av")., A

15




well-formed term tuple consists of a sequence of terms each

separated by a tuple sign and enclosed by a left and right

bracket sign (e.g., "<atp:uv>"), A well-formed atomic formula

consists of a predicate alphabet symbol followed by a term

tuple (e.g., "ARITH EXP:VARS<a+p:uv>"). A well-formed pro-

duction consists of (a) an atomic formula followed by the
delimiter gign (e.g;,‘"ARITH 0P<+>;")‘or (b) a sequence of
atomic formulas each separated by the conjunction sign and
followed by the implication sign, another atomic formula, and
the delimiter sign (e.g., "PRIMARY t VARS<p:v>,

ARITH EXP:VARS<a:u> -+ ARITH EXP:VARS<a+p:uv>;"). An atomic
formula occurring before the implication sign is called a
Premise. An atomic formula following the implication sign

or occurriﬁg‘alone is called & coneclusion. A production con-

taining no premises is called an atomic production.

In the specification of written expressions in computer
languages, it will often be necessary to include English
letters, digits, spaces, and the punctuation symbols as mem-
bers of the object alphabet. Since predicate alphadbet charac-
ters, the implication sign, conjunction sign, and delimiter
8ign cannot occur within the brackets of a term tuple, I
adopt the convention that these symbols can be used in a term
tuple as object alphabet symbols; Furthermore, let the quota-

LU

tion marks and "“" be symbols not contained in the object

16




alphabet., Strings containing variable alphabet symbols, the
tuple sign, left dbracket sign and right bracket sign can
also be used as members of the object alphabet provided that
the strings are enclosed by the quotation marks wvhen used
vithin a production. For example, consider the following
productions:

VAR<A>

VAR<“x“>}

VAR<v> + ARITH EXP:VARS<v:v,>3

VAR<v>, ARITH:VARS<a:u> - ARITH EXP:VARB<a+v:uv,>;

Here, the symbols {A x + ,} enclosed in angle brackets are
object alphabet symbols. The symbols {a v u} are variable
alphabet symbols.

A derivation is a string that can be obtained from a

cenonicel system using the following tvo rules:

(1) If c; is a production containing no premises, then
the string ¢ can be derived from the canonical sys-
tem.

(2) 1If p*c; is a production with premises p, and q*d;
ijs an instance of this production with each variable
in the production replaced by some object string,
and each premise in g has been previously derived,
then the string 4 can be derived from the canonic
system, ’

These rules can be applied to the previously gliven production
to derive the strings

VAR<A> VAR<x>
ARITH EXP:VARS<A:A;> ARITH EXP:VARS<A+x+AtA,Xx,A,>;

The strings derivable from a canonical system will be inter-

preted in the following way. A predicate will be interpreted

117




as the name of a set; the term tuple following a predicate
will be interpreted as a string that is s member of the named
set. In the above case, the set "VAR" contains two members,

"

the strings "A" and "x". The set "ARITH EXP:VARS" contains
an infinite number of members, some of which are "A:A," and
"A+x+A:A,x,A,". Furthermore, I will follow the convention
that each string of predicate characters separated by a tuple
sign will be called a predicate part, and that predicates

of degree k will consist of either one or k predicate parts.
In the case where a predicate of degree k consists of k predi-
cate parts (eg.,"ARITH EXP:VARS"), each predicate part of the
predicate will be some mnemonic describing the intended in-
terpretation of the corresponding term in the associated term
tuple (e.g., in the atomic production "ARITH EXP:VARS
<at+p:uv>" the string "a+p" is interpreted as an arithmetic
expression and the string "uv" is interpreted as the list of
variables used in the arithmetic expression). The predicate
parts and terms occurring after the tuple sign in an atomic
production will be called "auxiliary" predicate parts and
"auxiliary" terms (in the above case the term "uv" is the
auxiliary term for the auxiliary predicate part "VARS").

For example, next consider the following canonkal system
specifying a set named "ARITH EXP:VARS", consisting of all
pairs of strings such that the first element of each pair
is an arithmetic expression in the subset of ALGOL/60, and

the second element of each pair is a list of the variables

18




occurring in the arithmetic expression:*®

NDHWND

DIGIT<1>;
DIGIT<2>;
DIGIT<3>;
VAR<A>;
VAR<B>;

(SR
[ ) L]

DIGIT<d> -+ PRIMARY:VARS<d:A>;

VAR<v> + PRIMARY:VARS<vV:iV,>;

PRIMARY:VARS<p:v> + ARITH EXP:VARS<p:v>;

PRIMARY ;: VARS<p:v>, ARITH EXP:VARS<a:u> - ARITE EXP:VARS
<a¥piuv>;

wwww

- @
g VU VI g

These productions can be interpreted:

nember of the set named "DIGIT".
member of the set named "DIGIT".
member of the set named "DIGIT".
member of the set named "VAR".
member of the set named "VAR".

The symbol "1" is
The symbol "2" is
The symbol "3" is
The symbol "A" is
The symbol "B" is

NN
W
P PP

3.1 If "a" represents a member of the set named *pIgiT",
then the pair of strings denoted by "d:A" is a member of the
set named "PRIMARY:VARS". , ‘ '
3.2 If "v" represents a member of the set named "VAR",
then the pair of strings denoted by "v:v," is a member of the
set named "PRIMARY:VARS".
3.3 If the pair "p:v" represents a member of the
set named "PRIMARY:VARS",

then the pair of strings denoted by "p:v" is a member of the

set named "ARITH EXP:VARS".
3,4 If the pair "p:v" represents a member of the sel pamed

"PRIMARY : VARS",

and the pair "a:u" represents a member of the set named
"ARITH EXP:VARS",

then the pair of strings denoted by "a+p:uv"”

is a member of the set named
"ARITH EXP:VARS".

or more informally:

#The symbol "A" denotes the null string, i.e., if P is a
string then

PA = P = AP

19




The symbols "1", "2" anda "3" are digits.
+ The symbols "A" and "B" are variables.

n =

(V3]
=

If "a" is a aigit,
then "@" is a primary with a null list of variables.
If "v" 1s a variabdle, '
then "v" ig a primary with a list "v," of variables.
If "p" is a primary with a 1ist of variables "v",
then "p" is an arithmetic expression with the same list of
variables "v",
3.4 If "p" is a primary with a 1list of variables"v"
~and "a" is an arithmetic expression with a list of
- variables "u"
then "a+p" is an arithmetic expression with a list of

variables "uv",

w
.
N

w
W

The rules for deriving strings speéified by a canonicg]
system can be applied to these productions to conclude that
(a) the set named "DIGIT" consists of three members, the
symbols "1", "2" and "3", (b) the set named "PRIMARY:VARS"
consists of five members, the pairs of string "1:A",
"2:A",'3:A", "A:A,", and "B:B,", and (c) the set named
"ARITH EXP:VARS" contains an infinite number of members,
some of which are "A:A,", "1+2:A", "A+B:A,B,", and

"A+1+2+A+B:A,A,B,".

Abbreviations to the Basic Notation:

Using only the basic notation for a canonical system, a
specification for a computer language often becomes lengthy.
It will be convenient during the course of this dissertation
to abbreviate some canonial system constructions. Here, I
introduce four simple and useful abbreviations, the first

two of which are due to Donovan.3’5 The ability of canonicgl

20




systems to define abbreviations formally will be discussed

in Section 2.2c.

l.a

c and cn are conclusions with identical

If cl, 2, LRI

premises p, the productions

P>Cy3 PPC,3 .. p>e s
can be abbreviated
P?Cys Cps ove Cp
If‘cl, Coy +o- and ¢, are conclusions with no premises,

the productions
cl; Cod =oo cn;
can be abbrevigted

o +ee Cpi

If <t >,<t,

members of the same set S, the atomic formulas

>, ... and <tn> are term tuples denoting

S<t1>, S<t2>, e . S<tn>
can be abbreviated

B<t >y <by>y e <t

If Pys Pps oo and p, are premises with the same
conclusion ¢, the productions

Py7¢Cs Py?C3 e - FadH
can be abbreviated

p, I ey | oo Ipy >

If a and b are different variables, and P and R are

predicates, the productions

21




P<a> -+ R<a>; P<a>, R<b> -+ R<ba>;
can be abbreviated

P<a> + R<SEQ(a)>;
Thus, the productions®

(a) DIGIT<1>; IIGIT<2>; DIGIT<3>;

(v) DIGIT<p> + CHAR<p>; LETTER<p> + CHAR<p>;
MARK<p> + CHAR<p>;

(c) DIGIT<d> -+ DIGIT 8TR<d>; DIGIT<4>, DIGIT STR<s>
+ DIGIT STR<sd>;

can be abbreviated

DIGIT<1>,<2>,<3>;
DIGIT<p> | LETTER<p> | MARK<p> + CHAR<p>;
DIGIT<d> -+ DIGIT STR<SEQ(d)>;

0o
Nt Nt

The abbreviated productions may informally be read:

(a) The symbols "1", "2", and "3" are digits.

(b) If p is a digit, or p is a letter, or p is a mark,
then p is a character.

(c) If &@ is a digit, then a sequence of digits is a digit
string.

2.1b Application to Specify Syntax

I define the syntax of a language as the set of rules

the
specifying Jstrings in a language. The syntax of ALGOL/60
has the requirement that the type of each variable used in

program must be declared. This requirement is not handled

by the Backus-Naur form specification of the ALGOL/60 subset

®*Productions (b) and (c) are from the canonical system defining
the syntax of ALGOL/60.

22




given previously. For example, the syntactically illegal

string

e
1]
]

BEGIN INTEGER B; A ERD

can be derived using this specification. This requirement
can readily be handled with a canonical system definition of

the subset by

(a) specifying with each statement an auxiliary term
specifying the 1list of variables used in the
statement, ,

(b) specifying with each declaration an auxiliary term
specifying the 1list of variables declared, and

(¢) adding a premise to the production for s legal
program specifying that each variable occurring
in the 1ist in (a) must be contained in the 1list
in (v).

The canonicsal system for the subset of ALGOL/60 is given
in Appendix l.la. There the second element in the term tuple
for & primary, arithmetic expression, statement, and decla-
tion specify the list of variables used or declared in the
corresponding source language string. The restricfive premise
"TR<u:v>" (production 5) insures that each of the variables
in the 1ist ™u" is contained in the list of declared variables
" nw

v"., For example, the following pairs of lists are members

of the set named "IN" (productionsg6)
<A,:A,B,> <B:A,B,> <A,B,:A,B,> <A,B,A,B,:4,B,>

Thus the string
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BEGIN INTEGER A; A:=) END

is specified by this canoniceel system, whereas the illegal

string
BEGIN INTEGER B; A:=1 END

is not specified by this canonicgl system because the pair

<A,:B,> is not a member of the set named "IN".

An Abbreviation for Specifying Syntax:

In the specification of computer languages, it will bve
frequently necessary to write productions that specify auxil-
iary lists with a given source language construction. For

example, consider the productions from Appendix 1l.1la

3.1 DIGIT<d> + PRIMARY:VARS<d:A>;

3.4 PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u>
+ ARITH EXP:VARS<a+p:uv>;

Here the auxiliary terms corresponding to the predicate part
"VARS" specify the list of variables used in each construction.
Productions like these, in which

(a) an auxiliary term for an auxiliary predicate part
in a conclusion is given as "A", and the auxiliary
predicate part does not occur in a premise (e.g.,
the auxiliary term "A" for the predicate part
"VARS" in production 3.1), or

(v) an auxiliary term for an auxiliary predicate part
in a premise is a variable, and the auxiliary term
for the same predicate part in a conclusion con-
tains one occurrence of the variable (e.g., the
variables "u" and "v" for the predicate part "VARS"

in production 3.4).
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occur frequently in canonical systems for computer languages.
It is convenient not to have to specify explicitly the auxil-
iary terms and their predicate parts in these cases. I

therefore introduce the following abbreviation:

(a) If p is an suxiliary predicate part occurring only
in the conclusion of a production,
and the term t corresponding to p is given as null

then ":p" and ":t" can be deleted from the production.

(b) If p is an auxiliary predicate part occurring in a

premise and a conclusion,

and the term t corresponding to the occurrence of
p in the premise is. given as a variable,

and the term u corresponding to the occurrence of
p in the conclusion contains one occurrence
of the variable,

and the variable does not occur elsewhere in the
production,

then the occurrence of ":p" and ":t" in the premise
and the occurrence of the variable in the con-
clusion can be deleted. '

Thus production 3.1 above can be abbreviated

3.1 DIGIT<d> -+ PRIMARY:VARS<d:A>;
3.1'" DIGIT<d> <+ PRIMARY<d>; (use abr a)

and production 3.4 above can be abbreviated

3.4 PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u>
+ ARITH EXP:VARS<a+p:uv>;
3.4' PRIMARY<p>, ARITH EXP:VARS<a:u> - ARITH EXP:VARS<at+p:u>;
(use abr b)
3.4" PRIMARY<p>, ARITH EXP<a> - ARITH EXP:VARS<a+p:A>;
(use abr b)
3.4 PRIMARY<p>, ARITH EXP<a> + ARITH EXP<a+p>; (use abr a)

To obtain the unabbreviated equivalent of a production

to which this abbreviation has been applied, one can
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(a) Write down the abbreviated production.

(b) Write down the corresponding unabbreviated predi-
cates used in the production.

(c) Specify for each predicate part occurring only in
the conclusion a corresponding null term.

(d) sSpecify for each predicate part occurring both in
a premise and in & conclusion a term that consists
of a variable that does not occur elsewhere in the
production.
Using rule (c), the production corresponding to

(prod 3.1') DIGIT<d> - PRIMARY<d>;
(predicates) DIGIT PRIMARY :VARS

can be unabbreviated

3.1 DIGIT<d> - PRIMARY :VARS<d:p >

Using rule (d), the production corresponding to

(prod 3.4'"'') PRIMARY<p>, ARITH EXP<a> - ARITH EXP<a+p>;
(predicates) PRIMARY:VARS ARITH EXP:VARS ARITH EXP:VARS

can be unabbreviated®

PRIMARY:VARS<p:v>, ARITH EXP:VARS<a:u> - ARITH EXP:VARS<a+p:uv>;

To insure the unique reversibility of this abbreviation, the
first predicate prart of each different predicate must be
different, and the order in which added variables ocecur within

the conclusion must be immaterial.

*The variables "u" and "v" added to production 3.4™ need not

be identical to those given in production 3,4, A production
with different variables is equivalent? in that each defines
the same set of strings.
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Using this and the previously given abbreviations, the
canonicsl system of Appendix l.lé has been abbreviated into the
canonicd system of Appendix 1.1b. The abbreviated canonical
system can be viewed quite differently from its unabbreviated
equivalent. For example, consider the abbreviated productions

3.2' VAR<v> + PRIMARY:VARS<v:iv,>;
3.3' PRIMARY<p> > ARITH EXP<p>;

and their unabbreviated equivalents

3.2 VAR<v> -+ PRIMARY:VARS<v:v,>;

3.3 PRIMARY:VARS<p:v> -+ ARITH EXP:VARS<p:v>3

In production 3.2, a new auxiliary term "y," is specified for
the auxiliary predicate part "VARS" and this auxiliary predi-
cate and term are specified in the abbreviated production
3.2', In production 3.3, however, the auxiliary list of
variables is carried unchanged from the premise to the con-
clusion, and this list is not specified in the abbreviated
production 3,3'.

Furthermore, consider the production

5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v>
> PROGRAM<BEGIN d; s END>j

n..n

" v" are con-

Here the auxiliary lists of variables "u" and
strained by the premise "IN<u:v>", and hence the auxiliary
predicate parts and terms for these 1ists occur in both the

abbreviated and unabbreviated productions.
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Thus the auxiliary terms referring to the lists of vari-
ables and their associated auxiliary prediéate parts are explicitly
specified only when a new variable is added to the list (produc-
tions 3.2, 3.5 and 4.2) or when the list is required to have
certain properties (production 5.). 1In languages like
SNOBOL/1 and ALGOL/60, where the number of auxiliary terms is
large, the abbreviation just given markedly reduced the size

of their canoniml systems specifying syntax.

2.1c Application to Specify Translation

I define the translation of A language as the function
mapping the strings in the language into strings in sbme
other language., This function can be specified by a canonical
system specifying a set of pairs of strings, where the first
element in each pair is a legal string in the source langusage,
and the second element is & corresponding string in the
target language.

As in the previous section, I will illustrate this use
of canonial systems by example. The specification of the syn-
tax of the ALGOL/60 subset has been modified to specify not
only the legal strings in the subset but also their trans-
lation into IBM System/360 assembler language. This specifi-
cation is given in Appendix 1.2a. There the term to the left
of each ".." specifies some string in the ALGOL/60 subset,
the term to the right.of each ",." épecifies the representa-

tion of the string in the target language. For example,
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the following pair of strings is a member of the set named

"PROGRAM" :
BEGIN INTEGER A; A:= END..*ASSEMBLER LANGUAGE PROGRAM
BALR 15,0 #*3ET BASE REGISTER
USING ®,15 ®*INFORM ASSEMBLER
L 1,=F'1' ¥LOAD 1
ST 1,A #STORE RESULT IN A
svce 0 SRETURN TO SUPERVISOR
#STORAGE FOR VARIABLES
A DS F '
END.

Note that this canonkal system includes the specification of
the comment entries in the assembler statements so that (hope~
fully) the reader will not have to be familiar with the assembler

language to understand the translation.

An Abbreviation for Specifying Translation:

Except for the specification of strings in assembler
language, the canomical system defining the translati&n of the
subset is identical to the canoniml system defining the syntax
of the subset. In general, since a definition of the syntax
of a language specifies the legal strings in a language and
a definition of the translation of a language specifies the
legal strings as well as their representation in some other
language, the definition of the translation of a language will
encompass the definition of the syntax of a language. This
similarity leads to the following abbreviation.

Let numbers be placed on the productions of the canonical

syétems for the syntax and translation so that a production
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specifying the translation of a string is given the same
number as the corresponding production specifying the syntax
of the string. Let Py and Py be identically numbered produc-
tions from the canonical systems specifying respectively the
syntax and translation,

(a) 1If P, and p_ are identical, then p, can be omitted.

(b) If a premise in p_ and p, are identical, then the
pPremise in p, can be omi%ted.

(¢) If an auxiliary predicate part and corresponding
term of atomic formulas with identical first predi-
cate parts in p_ and p_ are identical, then the
auxiliary prediéate part and term in p, can be
omitted.

For example consider the production from the syntax of

the ALGOL/60 subset
5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v>

+ PROGRAM<BEGIN d; s END>;
and the corresponding production from the translation of the
subset
5.' STM:VARS<s..s':u>, DEC:DEC VARS<d,.d':v>, IN<u:v>

+ PROGRAM<BEGIN d; s END..a>;
where a represents the string that specifies the translation
of the program. Here, using rule (b), the premise "IN<u:v>"
can be omitted from the translation production, and using

rule (c) the auxiliary predicate parts and terms for the

" "

lists "u" and "v" of variables can be omitted to yield the

abbreviated production gop the translation
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5." STM<s,.s'>, DEC<d..d'> > PROGRAM<BEGIN d; s END..a>;

To obtain the unabbreviated equivalent‘of an abbreviated
canonical system defining transletion, one must add to the
canonical system defining translation (a) the numbered pro-
ductions that occur in the canonical‘system for the syntax
but do not occur in the canonical system for translation (b)
the premises that occur in a production for syntax but do not
occur in the jidentically numbered productions for translation,
and (¢) for atomic formulas with identical first predicate
parts, the auxiliary predicate parts and correspondipg terms
that occur in a production for syntax but do not occur in the
identically numbered production for the translation.

For example, consider the abbreviated translation pro-

duction Jjust given
5,'' STM<s..s'>, DEC<d4..d'> » PROGRAM<BEGIN 4; s END..a>;
and the corresponding production for the syntax

5. STM:VARS<s:u>, DEC:DEC VARS<d:v>, IN<u:v>

+ PROGRAM<BEGIN d; s END>;
Here, the premise "IN<u:v>" occurs in the productioh for the
syntax but not in the production for the translation, and the
suxiliary predicate parts and corresponding terps for the pre-
dicate parts "VARS" and "DEC VARS" occur in the”production
for the syntax but not in the production for the translation.

Adding this premise and these auxiliary predicate parts and their
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terms to the abbreviatea production 5." for the translation,
we obtain the unabbreviated production
5.° STM:VARS<s..s':u>, DEC:DEC VARS<d..d':v>, IN<u:v>

> PROGRAM<BEGIN d; s END..a>;

The abbreviated canonical 8ystem specifying the transla-
tion of the ALGOL/60 subset is given in Appendix 2.1b. The
abbreviated canoniecal system of Appendix 2.1b can be viewed
quite differently from its unabbreviated equivalent. The
abbreviated canonical need specify only the new terms that
must be added to the canonical system specifying the syntax
in order to convert the canonical system specifying syntax
into the canonical system specifying translation. 1In writing
the abbreviated canonical system specifying translation, the
requirements needed to ingsure the syntactic legality of a
string whose translation 1s being specified can be omitted.
These requirements are assumed to have been specified in
the canonical system for the syntax. 1In languages like
SNOBOL/1 and ALGOL/60, where the number of syntactic require-
ments is large, this abbreviation greatly reduced the size
of the canonical systems.defining the translations of the

languages into theﬁtarget'language.

2.2 Defining Canonical Systems

2.2a The Notion-of-aMDerining Canonical System

The previous sections have been devoted to developing
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canonical systems specifying sets of strings. The strings
represented syntactically legal programs in a subset of ALGOL/60
and their counterparts in assembler language. The rules for
forming and using the canonical systems for these sets were
described informally in the text in English. The string repre-
senting & canonical systenm and the rules for using the canoni-
cal syastem can, in turn, be specified formally by another
canonical system. In cases where & conflict would arise in
distinguishing the strings of the first canonical system in

the productions of the defining canonical system, the strings
of the first canonical system can be enclosed by the quotation
marks "*" and "“".

The productions specifying the rules for constructing
another canonical system are given in Appendix 1.3a. These
productions specify the alphabets of object symbols, predicate
symbols, and variable symbols, and the rules for constructing
well-formed terms, term tuples, atomic formulas, premises,
conclusions, productions, and finally, canonical systems.®

The logical notion of using a second canonical system

to formalize the rules for constructing a canonical systenm

®*In the productions of Appendix 1.3, the guotation marks have
been omitted for matching pairs of left and right brackets

that occur as object symbols. For example, in the atomic
formula "WF TERM TUPLE<<t>>", quotation marks have been omitted
from the second and third brackets. 1In atomic formulas of

this type, the scope of the left bracket sign extends to the
matching right bracket sign, and all brackets thus enclosed

are considered as objJect symbols.

33




3 In

wvas first presented by Smullyan2 and later by Donavan.
the works presented by Smullyan and Donavan, & notation 4if-
ferent from the basic notation is used in a defining canonical
system. The advantages of using quotation marks to distinguish
symbols in the defined canonical system from éymbols in the
defining canonical system are that (a) the same notation is
used for all canonical systems, and (b) definitions and rules
formalized in one canonical system can be copied and applied

to other canonical systems independently of their position

in a series of defined and defining canonical systems (this

roint will be discussed in section 2.2¢).

2.2b Application to Derive Syntactically Legal Programs

The rules for deriving strings specified by & canonical
system can also be formalized with a defining canonical system.
These rules are given in Appendix 1.3b. By adding a production
of the form "CANONTAL SYSTEM STR<c>;", where ¢ is some well-
formed canonical system, these productions define the rules
for deriving strings in the canonical system c.

In particular, productioné 9 specify the rules for
extracting productions from the member of the set "CANONICAL-
SYSTEM STR". Production 10 specifies the rule for substitut-
ing strings in the object alphabetvin place of the variqbles
in the productions to obtain instances of the productions.
Produections 11 specify the rules for deriving strings specified

.

by the production instances.
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Productions 10 and 11 can be viewed as a formalization
of the two logical rues of inference "substitution" and "modus
ponens" for deriving strings specified by a canonical system.
The substitution of object strings for variables in a produc-
tion occurs through the predicate "SUBST". The predicate
"gUBST" define a set of L-tuples, where the first element of
each k-tuple is a production, the second element is a variable,
the third element some.string of object alphabet symbols, and
the fourth element the production with each occurrence of the
variable replaced by the object string. TFor example, using
the canonical system of the syntax of the ALGOL/60 éubset as
a member of the set "CANONIAL SYSTEM STR", the following h-

tuple can be generated as a member of the set "SyBsT"
<DIGIT<d>+PRIMARY :VARS<d:A> : d : 1 ¢ DIGIT<1>+PRIMARY:VARS<1l:A>>

The application of modus ponens to the production instances

of a canonical system occurs in production 11.1.

11.1 DERIVATION<A>;

11.2 DERIVATION<4>, PROD INSTANCE<c;>, WF CONCLUSION<c>
+ DERIVATION<Qd c>3;

11.3 DERIVATION<d>, - PROD INSTANCE<p-c;>,
PREMS : DERIV CONT PREMS<p:d> -+ DERIVATION<d c>;

These productions can be read:

11.1 From no premises, the null string can be derived.
11.2 If the string d has been derived,
and c; is an instance of a productlon that contains no
premises,
then the string ¢ can be added to the strlng d.
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11.3 If the string d has been derived,
and p*c; is an instance®of a production with premises p,
and the premises p are contained in the string d,
then the string ¢ can be added to the string 4.
For example, by successively using the following production
instances
DIGIT<1>;

DIGIT<1> -+ PRIMARY:VARS<1l:A>;
‘'PRIMARY : VARS<1:A> + ARITH EXP:VARS<1l:A>;

!
the following member of the set "DERIVATION" can be generated
DIGIT<1> PRIMARY:VARS<1:A> ARITH EXP:VARS<1l:A>

Another example of a member of the set "DERIVATION" is
generated in the right-hand column of Appendix 1.ha, By simply
asserting that the canonical system defining the syntax of the
ALGOL/60 subset is a member of the set "CANONI®L SYSTEM STR"
(i.e., by simply adding the production "CANONIOL SYSTEM STR
<*DIGIT<1>; ... IN<y:£> -+ IN<xy:%2>;”>;" to the productions
of Appendices 1.3a and 1.3b), Appendix 1.3 defines the rules
for deriving syntactically legal programs in the ALGOL/60
subset. The derivation of Appendix 1.ka specifies that the

string BEGIN INTEGER A; A:=1 END

is a member of the set "PROGRAM".
Yet another example of a member of the set "DERIVATION"

is generated in the right-hand column of Appendix 1.4b. By

#An instance of a production P is the production P' obtained
from P by applying substitution to all of the variables in a

Production,
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asserting that the canonical system defining the translation

of the ALGOL/60 subset is a member of tﬁe set "CANONIUA SYSTEM
STR", Appendix 1.3 defines the rules for deriving syntacticelly
legal programs and their translation., The derivation of

Appendix 1.4b specifies that the string

BEGIN INTEGER A; A:=1 END..‘ASSEMBLER LANGUAGE PROGRAM

BALR 15,0 ®*SET BASE REGISTER
USING *,15 #*INFORM ASSEMBLER
L 1,=F'1' #LOAD 1
8T 1,4 #gTORE RESULT IN A
SVC 0 #RETURN TO SUPERVISOf
#STORAGE FOR VARIABLES
A DS F
END

is a member of the set "PROGRAM".

Thus by simply adding a production‘asserting that some
well-formed canonical system is a member of the set "CANONICAL
SYSTEM STR", the productions of Appendix 1.3 can be used to

generate all strings defined by the ceanonical system.

Structural Description of Derived Strings:%

A derivation provides a "structural description” of a
derived string. By a structural deacriptionss of a string,
I mean the sequence of rules (here the sequence'ofproductions)
used in generating the string. The sequence of rules used in
generating a string provides information about the structure

of the string.

#This application is not used in the cther sections of this
dissertation. '

37




For example, consider the derivation of Appendix 1.4a,
If we consider only the first term of each derived term tuple,
the derivation provides a structural description for the string
"BEGIN INTEGER A; A:=1 END" that may be represented in the

form of & syntactic tree:

PROGRAM
BEGIN DEC . STM END
INTEGER TYPE LIST VAR = ARITH EXP
A A PRIMARY
DIGIT
1

The tree can be constructed by scanning the derivation
from bottom to top and constructing the corresponding tree
from the top down. The leaves of the tree are symbols from
the object alphabet. The nodes of the tree are the partial
predicate names occurring in derived conclusions. The branches
Joining a node are determined by the basic symbols and the
previously derived conclusions used to construct the newly

derived conclusion.
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Using & canomical system for the translation of & language,
a derivation can be used to construct a structural description

of s target language string. The System/360 assembler language

is not a "structured" language and hence the derivation of an
assembler language program is not of concern. However, canon-
ical systems have been usedh to obtain structural descriptions
of strings in a target language where knowledge of a string's

tree-like structure is important for its analysis.®

2,2c¢c Application to Specify Notational Abbreviations

I define an abbreviation as a bijective (one-to-one and
onto) function mapping one set of strings (the unabbreviated
strings) into another set of strings (the abbreviated
strings). The bijectiveness of the function insures that we
can recover the unabbreviated equivalent of each abbreviated
string. I have introduced six abbreviations to the notation
for canonical systems, four to the basic notation, one for a
canonical system specifying syntax, and another for a canoni-
cal system specifying translation. Each of these abbrevia-
tions can be specified by a defining canonical system speci-
fying a set of ordered pairs, where the first element of
each pair is an abbreviated canonical system, and the second

element is the corresponding unabbreviated canonical system.

#5 canonical system derivation can lead to much more compli-
cated structural descriptions than those that can be repre-
sented in tree-like form. I have not studied this issue.
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The productions specifying the six abbreviations intro-
duced to canonical systems are given in Appendix 1l.3c. For

example, productions 15.1 and 15,2 in

15.1 WF PROD<p-c;> =+ ABR1 P:P<p+c;:p*+c;>;
15.2 WF PROD<p+c;>, ABR1l P:P<p+s;:t> +» ABR1l P:P<p+c,sj;:p+c;t>;
15.3 WF ATOM PROD<c;> + ABR1 AP:AP<c;:c;>;

15.4 WF ATOM PROD<c3;>, ABRLl AP:AP<s;:t;>
+ ABR1 AP:AP<s,c3:tjec3>
15.5 ABR1 CS:CS<A;A>;
15.6 ABR1 CS:CS<c:d4>, ABR1 P:P<p:q> + ABR1 CS:CS<cp:dq>;
15.7 ABR1l CS:CS<c:d4>, ABR1 AP:AP<p:q> -+ ABR1l CS8:CS<cp:dq>;

specify a set of ordered pairs "ABR1 P:P", where the first

e 3" and

element is a production of the form'b+cl, Cphs wes s Co3

the second element is the corresponding unabbreviated pro-

p*c_3". Productions 15.3 and 15.4

ductions "p+c1; p+c n’

03 e
augment this set to include atomic productions, and produc-
tions 15.5 through 15.7 specify the abbreviation for an entire
canonical system.

Similarly, productions 16 through 20 specify the other

five abbreviations to canonical systems.* Productions 21 and

®*To apply abbreviation 20, the abbreviation for a canonical
system specifying syntax, a production of the form "CS PREDI-
CATES<p »eee 5 p.>" where the p l<i<n, are the unabbre-
viated re icate:mrnthe canonical system, must be added to
productions 20.

To apply abbreviation 21, the abbreviation for a canonical
system specifying translation, (a) the productions and pre-
mises occurring in the .canonical system for syntax but not in
the canonical system for translation must be added to the
canonical system for translation, and (b) atomic formulas with
identical first predicate parts from identically numbered
productions from the canonical systems for the syntax and
translation must be written together in the canonical system
for translation and separated by "//".
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22 gpecify abbreviations used in defining ALGOL/60 and will
be discussed in the chapter on ALGOL/60. Finally, production
23 specifies the rule for converting some string (presumably

a well-formed abbreviated canonical system) that is asserted

to be a member of the set "ABR CANONICALSYSTEM STR" into the
corresponding member of the set "CANONCAL SYSTEM STR" (the un-
abbreviated equivalent of ‘the abbreviated canonical system).®
For example, by asserting that the abbreviated canonical
system of Appendix 1.1b is an abbreviated canonical system
(i.e., by adding the production asserting that the canonical
system of Appendix 1.1b is :a member of the set "ABR CANONICAL
SYSTEM STR"), the productions of Appendix 1.3¢ can be used to
derive the conclusion that the canonical system of Appendix
l.1a is its corresponding unabbreviated equivalent (i.e., the
canonical system of Appendix l.la is a member of the set
"CANONIQLSYSTEMvSTR"). Similarly, by asserting that the
canonical system of Appendix 1.2b is a member of the set "ABR
CANONIOL SYSTEM STR", production 24, can be used to derive the
conclusion that the canonical syetem of Appendix 1.2a is its

unabbreviatedequivalent.®® TIn general, by

#The order in which abbreviations are removed from an abbre-
viated canonical system will generally depend on the abbrevia-
tions introduced. Production 23, defines one order in which
the abbreviations introduced in this dissertation can be
removed. Furthermore, any premise in production 23 that
refers to an abbreviation not used in a particular abbreviated
canonical system can be removed.

#%As mentioned previously, an atomic production specifying the
unabbreviated predicates of an abbreviated canonical systenm
specifying syntax must be added to the defining canonical
system to generate the correct unabbreviated (cont. next page)
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(a) specifying the sets of ordered pairs defining
some abbreviations, and

(v) adding a production like production 23 defining
the rule for converting an abbreviated canonical
system into its unabbreviated equivalent.

a defining canonical system can be used to generate the un-
abbreviated equivalent of any abbreviated canonical system.
Moreover, having generated the eguivalent unabbreviated
canonical system, the productions of Appendix 1,3a and 1.3b
can then be used to derive strings specified by the canoni-
cal system.

The productions of Appendix 1.3 are written using only
the first two abbreviations to the basic notation. To define
Appendix 1.3 using only the basic notation, the user could
write a third canonical system, which would consist of simply
(a) a production asserting that the canonical system of Appen-
dix 1.3 is a member of the set "ABR CANONICAL SYSTEM STR",

(b) productions 15 and 16 of Appendix 1.3 (these productions
contain no abbreviations), and (c) the production "ABR CANONICAL
SYSTEM STR<a>, ABR2 CS:CS<a:b>, ABR1 CS:CS<b:c> - CANONICAL
SYSTEM STR<c>;". The user would then have a series of three
canonical systems, The first (abbreviated) canonical

system (e.g., Appendices 1.1b or 1.2b) would define the allow-

able strings in some source language. The

*#(Cont. from p. 41) canonical system, and the productions
of the abbreviated canonical systems specifying syntax and
translation must be combined (aecording to the rules given
earlier) to generate the complete unabbreviated canonical
system specifying translation.
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second canonical system would define the rules for forming
the first canonical system, the rules for deriving strings
specified by the first canonical system, and the rules for
converting the first canonical system into the basic notation.
The third canonical system would define the rules for convert-
ing the second canonical system into the basice notation.
Thus, the series of canonical systems would ultimately Dbe
defined using only the basic notation. In general, a user
may write a series of canonical systems to define the rules
for constructing and using other canonical systems; in order
for the series to be defined using only the basic canonical
system notation , only the last member of the series need be
written in the basic notation.

Note that productions 15 and 16 of Appendix 1.3 could
be copied unchanged in the third canonical system. These
productions formalize rules that are applicable to two

canonical systems independently of their relative positions

in a series of canonical systems. In fact, these productions
can be copied and applied to the canonical system in which

they themselves are given.

User-Coined Abbreviations:

Defining canonical systems provides a writer of a canoni-
cal system with a formals mechanism for introducing his own
abbreviations to the notation. For example, consider the prod-

uctions (from the canonical system of ALGOL/60):
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PRIMARY <p> + TERM<p>;
PRIMARY<p>, MULT OP<m>, TERM<t> -+ TERM<tmp>;

The user may wish to abbreviate these productions:
PRIMARY<p>, MULT OP<m> -+ TERM<ALTSEQ(p m)>;

Productions 21 of Appendix 1l.3c specify this abbreviation (as
well as other variants of this abbreviation). Thus by simply
adding new productions to the canonical system defining the
conversion of a abbreviated canonical system to unabbreviated
form, the notation for canonical systems can be tailored to

fit a particular application.

2.3 Discussion

Canonical systems lave placed under a single framework
the complete definition of the syntax and translation of a
language. The formalism was used to specify all legal pro-
grams, their translations into assembler language, the rules
for deriving legal programs and their translations, and the
rules for removing abbreviations from the specifications;
Not once was it necessary to introduce concepts outside
canonical systemsj;although some complexity was added to the
formalism by introducing abbreviations to the basic notation,
even the abbreviations were ultimately defined in terms of
the basic formalism.

It is important to develop languages whose descriptions

are concise. The Backus-Naur form specification of the ALGOL/60
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subset and the English sentence describing the context-sensi-
tive requirement providé one very concise and easily under-
standable description of the syntax of the subset. The
canonical system of Appendix 1.1 has, in fact, been modeled
after this description. Produétions 1 through 5 correspond
(excebt for the auxiliary elements generating the lists of
used and declared variables) to the Backus-Naur form produc-
tions; the premise "IN<u:v>" in production 5 and the defini-
tion of the predicate "IN" formalize the context sensitive
restriction stated in English.

The canonical system of Appendix 1.1 is not much more
lengthy than the Backus-Naur form definition of the subset
ana the associated English sentence describing the context-
sensitive restriction., Like Backus-Naur form, the language
of canonical systems is readable. On the other hand, canoni-
cal systems have the added power to characterize completely
both the syntax of a language and its translation into a
target language, without resorting to the English Language.
Moreover, the notation for canonical systems is not fixed.

By changing or adding productions to a defining canonical
system, -the user can alter or abbreviate the notation for a
defined canonical system to fit a particular ianguage.

I wish to point out two additional features of the
canonical systems of Appendices 1.1 and 1.2. First, barring
any inadvertent errors, the canonical systems describe‘a set

of ALGOL/60 programs and assembler language programs that
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will run on a computer when translated by an ALGOL/60 compiler
or System/360 assembler. Second, the specification of the
comments entries in the assembler language statements was
provided not only to aid the resder. The comments are meaning-
ful context-sensitive strings in the English language. The
specification of these strings was handled as easily as the
specification of the strings in assembler language. The
specification of the strings in the English language illus-
trates the use of canonical systems to specify the entire
operation of a translator, including the specification of
meaningful comments. Moreover, it suggests the capacity of
canonical systems to define string transformations in lan-
guages other than computer pProgramming languages.

One use of canonical systems is in the development of a
generalized translator for computer languages, i.e., a trans-
lator that is independent of both source and target languages.
Canonical systems define a set by specifying rules for
generating its members. To use a canonical system as a lan-
guage for writing translators, an algorithm to recognize
strings specified by a canonical system and output associated
strings is needed. No algorithm for recognizing and construct-
ing strings specified by a canonical system is presented in
this dissertation. However, one algorithm for canonical
systems has been devised and implemented by Alsop.36

Several important issues for using canonical systems in

& generalized translator have not been studied. One critical
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issue is the development of a restriction on canonical
systems to define only recursive sets rather than recursively
enumerable sets. Theoretically, an algorithm for recognizing
a string defined by a canonical system exists only if the set
of strings defined by the canonical system is recursive.
Other critical issues include speed of translation, recovery
in case of an error in a source language program, and code
optimization of target language programs. I expect that
modifications to the basic formalism presented here will be
necessary to use canonical systems in a generalized trans-
lator.

The notion of defining canonical systems unfolds several
possibilities for using canonical system as a tool for working
with computer languages. Just as a canonical system allows
a user to change a source or target language construction by
simply changing the productions specifying the construction,
a defining canonical system allows the user to change the
definition or use of a defined canonical éystem by simply
changing productions of the defining canonical system. Al-
though only rules for removing abbreviations from a canonical
system and rules for deriving strings specified by a canoni-
cal system have been defined here, defining canonical systems
mey provide a flexible mechanism for embedding many other
rules for defining and manipulating computer languages.

As mentioned earlier, the results of this chapter apply

to any recursively enumerable set. Any function or relation
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that is recursively enumerable can be specified by a canoni-
cal system. Canonical systems can be used to express algo-
rithms and string transformations of & much different nature
from those given here. The notion of defining canonical
systems adds to the basic formalism & facility for allowing
a user to formalize his own rules for defining and manipulat-
ing strings and their canonical systems. The modifications
to the basic formalism presented here have been directed
towards the application of canonical systems to define the
syntax and translation of a language. But more importantly,
canonical systems provides a definitional facility that the
user has the freedom to tailor according to his own applica-

tion and style,
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_CHAPTER III

EXTENDED MARKOV ALGORITHMS AND A-CALCULUS:
A COMBINED FORMALISM USED AS THE BASIS
FOR A TARGET LANGUAGE FOR DEFINING SEMANTICS

This chapter presents a formal language (henceforth
referred to as the target language) quite different from con-
ventional machine or assembler language for defining the
semantics of a computer language.

| The semantics of a language can be defined as the set of
rules relating the strings in a language to the behavior or
objects that the strings denote. The behavior or object that
a string denotes can be described by & string in some other
language whose meaning is presumably understood. This approach
to defining the semantics of computer languages will be taken
in this chapter, namely, the presentation of a single language
(wvhose meaning is presumably understood) for defining the
semantics of multiple other languages. The semantics of a
given source language will be specified by defining the trans-
lation of the language into the target language.

The semantics of the target language, however, will not
be left to an English language explanation in the text. The
semantics of the target language will be further explicated
in Section 3.2 by giving a formal definition of a machine®

that performs the computation indicated by a target language

#"Mgcohine" in the sense of a set of logical rules.
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string and produces the string denoted by the target language
string. (In defining the semantics of a computer language,
the word computation can pe considered synonymous with the
word "behavior" and all "objects" in a computer language can
be considered as strings.) Thus the appeal to understanding
the semantics of a computer language will be ultimately re-
duced to understanding the formalism in which the operation of
the target language evaluating mecﬁanism is expressed.

Generally, the semantics of different languages will be
specified by giving different translations into the target
language while leaving the definition of the target language
evaluating mechanism unchanged. On the other hand, the defini-
tion of the evaluating mechanism can be changed to define
source language constructs that appear difficult to define in
the target language.®

The target language presented here is based on the
formalism of Markov algorithns,9 an extension to Markov algo-

10,11,12

rithms due to Caracciolo, and the formalism of the

A=-calculus of Alonzo Church.l7’18

Extended Markov algorithms
are used to define the primitive functions in a computer
language, the A-calculus is used to define new functions from
the primitive funetions. In a sense, the target language

draws upon the best of each formalism. Markov algorithms

explicate the notion of an algorithm operating on a string

*This was done to define indirect addressing in SNOBOL/1.
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and are especially well-suited to the definition of primitive
functions transforming strings into new strings. The i-
calculus explicates the notion of a function and is especially
well-suited to the definition of new functions from the primi-
tive functions.

The target language has several important properties.
The language is formally based, and theorems regarding the
completeness of the formalisms to define the set of all "com-

putable" function exist.31’32

The language is independent of
the characteristics of existing computers. The basic notation
for the target language 1s simple. Probably most.importantly,
the correspondence between many computer languages and the
target language is somewhat simpler than the correspondence

between computer languages and conventional machine or

assembler languages.

3.1 The Target Language

3.1a Extended Markov Algorithms

Markov Algorithms:
Let A be an alphabet of characters, called the object
alphabet, and let "»", ":" and "A" be characters not in A.

A Markov algorithm is a finite list of substitution rules of

the form )
s1 +(- tl
S, T(') t,
s, () tn
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vhere the s; and t;» 1gic<n, are either "A" or strings of
object alphabet characters, and "(+)" indicates the possible
occurrence of a "+" after the "+"., The symbol "A" denotes
the null string.

A Markov algorithm of the above form when applied to an
object string X is taken to mean:

(a) Look down among the substitution rules for the
first rule such that 8, occurs in X.

(b) If such a rule is found, replace the leftmost occur-
rence of 8i in X by the string t.. If a "+" occurs
after the "+" in the substitutiofi rule, terminate
the algorithm. Otherwise repeat the application of
the algorithm to the newly formed string.

(¢) 1If no such rule is found, terminate the algorithm.

For example, the Markov algorithm

B » D
c » F
0 =» I

transforms the string "COBBLER" into the string "FIDDLER",

~

whereas the Markov algorithnm

B =~ D
C =+« T
o - I

transforms the string "COBBLER" into the string "TODDLER".
Consider the following Markov algqrithm for taking a
parenthesized string of letters from the alphabet {I,0,N,X}
and producing a string where the initial letters are reversed.
"on

(Here the character "#" is used as a marker, and the objJect

alphabet consists of the characters {I O N X ( ) «}.)
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II» > I*7
I0o# - Ox1
TN > N*T
IX# - A*T
OI* - I1%0
Q0% - O%0
ON % - N#O
O - X%*0
NIx - I#*N
NO# > O#N
NN * - NN
NX# - X%N
XI= - I#X
XO#* > O0%X
XN # - NxX
XX * - X% X
(T#  ~ T(

(0% ok¢

(= - I (

(A% > X (

) - i

~—
+
b
~—

A Markov algorithm for reversing a paranthesized
string of letters {I O N X}
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This algorithm when applied to the string "(NOXIN)"

successively transforms it into the following strings

(NOXIN) +» (NOXIN*) > (NOXN¥*I) » (NON®XI) > (NN*OXI)
+ (N®NOXI) -+ N(NOXI) - N(NOXI®) -+ N(NOI%X)
+ N(NI*0X) + N(I*NOX) + NI(NOX) - NI(NOX*)
+ NI(NX%*0) - NI(X*NO) » NIX(NO) > NIX(NO®)
> NIX{(O®N) » NIXO(N) > NIXO(N®) > NIXON()
++ NIXON

Even quite simple algorithms like the above become exceed-
ingly lengthy when expressed in the Markov formalism., If the
alphabet above included all 26 letters in the English alphabet,
the Markov algorithm for reversing the letters in a string
would require TO4 substitution rules. To alleviate this

10,11,12 in developing a Markov

growth, Caracciolo di Forino
algorithm based language called PANON introduced the notion

of a "string variable" as an extension to Markov algorithms.

Extended Markov Algorithms:

Let A and V be disjoint alphabets of characters, called
respectively the object alphabet and variable alphabet, and
let "»", "." gng "A" be characters not in A or V. Let each
variable in V represent some pre-specified (possibly infinite)
set of obJect alphabet strings. The case where different
variables can represent different sets of objJect alphabet

strings is not excluded. An extended Markov algorithm is a

finite sequence of substitution rules of the
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sn +(.) tn

where the s, and t., 1<i<n, are either "A" or strings of object
alphabet and variable alphabet characters such that each vari-
able in ti occurs also in s, -

A string 8 represents the set of object alphabet
strings computed by concatenating in order from left to right
each of the object alphabet characters in s with any object
alphabet string represented by a variable in Sy The set repre-
sented by S is constrained in that each occurrence of the
same variable in s must be set to the same object alphabet
string in computing the set of concatenatednobject strings
that s represents. For example, if & is a string variable
representing any member of the set {V W} and m is a string
variable representing any member of the set {Y 22} the string
"gAmAL" represents any member of the set {VAYAV VAZZAV WAYAW
WAZZAW}.

A string s is said to occur within an object string X
if one or more of the strings represented by s; occurs within
X. The "leftmost" occurrence of s; in X is the string such
that first, (of the occurrences of h in X) the occurrence
begins with the leftmost objJect alphabet character, and second,
the occurrence is as short as possible.

An extended Markov algorithm of the above form when ap-

plied to an object string X is taken to mean:
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(a) Look down among the substitution rules for the first
rule in which s; occurs in X,

(b) If such a rule is found, replace the leftmost oc-
currence of s; in X by the string obtained from tj
by replacing each variable in t; by the string
used in place of the variable in sj. If a "."
occcurs after the "»" in the substitution rule,
terminate the algorithm. Otherwise repeat the ap-
Plication to the newly formed string.

(c) If no such rule is found, terminate the algorithm.®

It will be convenient to introduce a special symbol after the
8y to mean that the string matched to 8y must extend to the
last character of the objJect string. T will use the symbol
"e" for this purpose.®®

For example, let s and s' be string variables represent-

ing any string of English letters. The extended Markov

algorithm
(1) sI -+ so0

transforms the string "BINGO" into the string "BONGO", the

extended Markov algorithm

(2) XsXs'X - sgs'

*The transformation specified by a substitution rule of an
extended Markov algorithm is computable only if the string
variables represent recursive sets, This requirement is
discussed in detail by Caracciole (Chap. S5, ref. 11). 1In
this dissertation all sets defined for string variables are
recursive. '

##This convention can be viewed solely within the framework of
extended Markov algorithms by (a) replacing each "«" after
the sj by a special character not in the object alphabet (b)
replacing each corresponding ty with t, followed by the spe-
cial character (c) appending to each O%Ject string X the
special character, and (d) applying to the transformed object
string an algorithm that simply removes the special character.
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transforms the string "XABXCDX" into the string "ABCD", the

extended Markov algorithm
(3) gXs -+ X

transforms the string "QABXAB" into the string "qx", and
the extended Markov algorithm
() Xs. =+ A
sX +e X
transforms the string "7VWXX?XBC" into the string "oxxIh. ¥

More precisely, an extended Markov algorithm will be

specified in three parts:

(a) A statement listing some string variables and the
names of the sets whose members the variables
represent.

(b) A formal definition of the sets named in (a).

(c) A list of extended Markov algorithm substitution

rules including possible occurrences of the de-
fined string variables,

I will use statements of the form '

" al,az,...ageA | LI PORER
b eB | ... |p1,p2,...pneP | ", where the T PR and py
are variables and the A, By, ... , and P are the names of the
sets, to denote that a, represents members of thevset named
A, 8, represents members of the set named A, etc. I will use
canonical systems to define the named sets. Using this nota-

tion the above extended Markov algorithms are more precisely

®Note that the character "t" is not an English letter.
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stated

| s,s' ¢ LETTER STR |

LETTER STR<A>,<B>, ... ,<Z>;
LETTER STR<a>,<b> - LETTER STR<ab>;

(1) sI -+ 80

(2) XsXs'X -+ ss!

(3) sXs + X
(k) Xs. > X
sX »>e X

Consider again the algorithm for reversing any parenthe-
sized string of letters from the alphabet {I 0 X N}. Using

the following variable and set definitions

| ¢,d ¢ LETTER |

LETTER<I>, <0>,<N>,<X>;

the extended Markov algorithm for this string transformation
can now be simply given
cds dec
(cw > cf
A

) > %)

Note that by simply augmenting the set named "LETTER" (and

the object alphabet) to include all the letters of the English
alphabet, the same four extended Markov algorithm substitution
rules define the algorithm for reversing a string containing
all English letters, whereas TO4 substitution rules are re-

quired to define this transformation with a Markov algorithm.
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Even with the extension to Mafkov algorithms given
above, algorithms expressed in the extended Markov formalism
often become exceedingly lengthy. One frequently occurring
source of this lengthening is & requirement to construct the
functional composition of two or more algorithms. Although
Markov's monograph defines the additional substitution rules
for taking two Markov algorithms and constructing the Markov
algorithms defining their functional composition, the number
of resulting substitution rules can be enormous. For example,
for 2 Markov algorithms over an objJect alphabet consisting of
all English letters, 1,457 substitution rules (Section 3.3,
ref. 9) must be added to the algorithms to produce the algo-
rithm representing their functional composition. Although
by using the extension to Markov algorithms the number of
additional rules could be reduced to 7, an a;gorithm composed
by several functional compositions would quickly require many
substitution rules and would be correspondingly difficult to
understand.

17,18

On the other hand, Church's A-calculus, a formalism
that makes precise the notion of a funetion and its properties,
is ideally suited to handle the concept of functional composi-
tion. The next section presents the formélism of the A~
calculus, and the subsequent section discusses the embedding

of the formalism of extended Markov algorithms within the

formalism of the A-calculus. This combined formalism
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will provide the heart of this dissertation's target lan-

guage for defining semantics.

3.1 The A-Calculus®*

The A-calculus is a formalism for writing certain classes
of expressions. One interpretation (the interpretation taken
here) of the formalism is as an explication of ideas»about
the specification and application of functions. Let C and
V be disjoint sets of symbols, not including the symbols
{x . () 0}, where "Q" denotes a string of one or more blank
spaces. The set C will be called the set of constants. The
set.V will be called the set of variables. A well-formed
expression in the A-calculus is any string defined (recursive-
1y) by the following rules:

(a) If p is a variable, or p is a constant, then p is
a well-formed expression,

(b) If E and F are well-formed expressions, then (E F)
is a well-formed expression.

(¢) If v is a variable and E is a well-formed expres-
sion, then Av.E is a well-formed expression.

For example, if C comprises the symbols {3 SQ} and V comprises
the symbol‘{X}, some example expressions are "3", "(5Q 3)"

and "AX.(SQ X)". An expression of the form (E F) is called

& combination, and the_expressions E and F in (E F) are called
respectively the operator and operand of the combination. An

expression of the form Av.E is called a A-expression, and the

*The terminology in this chapter is due mostly to Church and
Landin,
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expression E in Av.E is called the body of the A-expression.
Here, & A-expression of the form Av.E will be interpreted as
a representation of the function mapping the variable v into
the expression E,.

An occurrence of a variable in a well-formed expression
is distinguished as "free" or "bound" according to the fol-
lowing rules:

(a) If E is an expression consisting only of a variable,
the occurrence of the variable in E is free,

(b) If E and F are expressions, an occurrence of a
variable in (E F) is free or bound according as it
is free or bound in E or F.

(¢) If v is a variable and E is an expression, all oc-
currences of v in Av.E are bound while an occurrence
of a variable different from v in Av.E is free or
bound according as it is free or bound in E.

For example, in the expression "AX.(F X)", where "F" and "X"
are variables, the occurrence of "F" is free and the occur-
rences of "X" are bound.

Church introduces rules for transforming expressions.
Using these rules, some expressions can be transformed into
a "principal normal form." The principal normal form of an
expression may be viewed as a "canonical" or standard repre-
sentation of the value of the expression. Because of the
introduction of assignment and goto expressions into the
target language to be presented later, the rules for trans-
forming a target language expression into normal form will

not always hold. Instead, the value of a target language

expression will be defined in this dissertation by an
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extended Markov algorithm specification of a machine that
mechanically converts an expression into & canonical repre-
sentation of the wvalue of the expression.

This machine will be defined formally in section 2 of
this chapter. The operation of this machine for evaluating
A-calculus expressions will be presented informally in this
section.

In general, the value of & constant or free variable is
the object denoted by the constant or variable. A list of
the values of the constants and free varisbles is called an
"environment." The value of a A-expression is called a
""—<losure" and consists of two parts: (a) the expression
itself, and (b) the environment in which the l-expression
occurs, i.e., the list of the values of the constants and
free variables in the expression.

The value of a combination is the object computed by
evaluating its operand, evaluating its operator {(using the
values of constants and free variables given by the environ-
ment of the combination), and then applying the value of the
operator to the wvalue of the operand. If the operator of g
combination is a A-expression, the result of applying the
A-expression to its operand is computed by (a) coupling the
bound variable of the A-expression with the value of the
operand to which the A-expression is being applied (b) add-
ing this couple to the environment of the A~expression, and
(c) evaluating the body of the A-expression using this new
environment.
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Some example A-calculus expression are the following:

3 AX.3 (AX.3 2)
(sq 3) AX.(sqQ X) (rX.(sQ X) 3)
X AX. X (AX.X 3)

If "2", "3" and "SQ" are constants denoting respectively the

integer two, the integer three, and the function mapping an
above
integer into its square, the nine expressions/denote

the integer the function mapping X the integer
three into the integer three three

the integer the function mapping X the integer
nine (presumably one integer) nine

into its square

some object the identity function the integer
X three

3.1c The Marriage of Extended Markov Algorithms to the
A-Calculus.

This section combines the formalism of extended Markov
algorithms within the formalism of the A-calculus. The wedding
of these two formalisms will form the basis for the target
language that will be presented in Section 3.14.

Let E be a set of strings representing extended Markov
algorithms, where the characters{[,],l, and "} do not occur in
E. Let L be another set of strings, called the set of
literals, where the character ' does not occur in L. Let C

be a set of basic symbols, called the set of constants, where
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each constant is either a string from E enclosed by the
brackets [ and ] or a string from L enclosed by the quotation
marks ' and '. Let V be another set of basic symbols, called
the set of variables, where each variable contains no occur-
rence of {[, ], or '}. (Thus the sets C and V are disjoint.)
An expression in the combined formalism will consist of any
expression M such each occurrence of a variable in M ig bound
in M,

The extended Markov algorithms will be interpreted as
definitions of primitive funetions, the literals will be
interpreted as representations of the objects upon which the
primitive functions operate, and the variables will be inter-
preted as names of primitive functions, literals, or functions
of the primitive functions and literals. In the examples in
the text, the quotation marks will often be omitted from:
constants that represent integers.

Expressions in the A-calculus are strings of basic
symbols, and hence to include an extended Markov algorithm
in the A-calculus, it is necessary to have a linear repre-
sentation of an extended Markov algorithm, An extended

Markov algorithm of the form X
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where X is the statement 1listing the string variables in the
algorithm, and D is the definition of the sets named in X,

will therefore be represented
[xD s, +(+) £ | s, +(+) %, | e | 5, () t ]

For convenience, however, the statement X and the definition
D will generally be given separately from the 1list of sub-
stitution rules in the algorithm. For example, consjder the

following expression:
‘a.([B+D|C+F|0+T] a)

This expression can be used in combination with other expres-

sions to transform strings. For example the expression
(ra.([B+D|C+F|0+I] @) 'COBBLER')

successively takes on the values
([B+D|C+F|0>I] 'COBBLER')

and finally
FIDDLER

In defining the semantics of computer langusages, it
will be convenient to consider the symbols {> + A [ ] |} as
object alphabet symbols in an extended Markov algorithm. I

therefore adopt the conventions that any string (not includ-

”" "

ing the symbol ") enclosed by the quotation marks and
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in an extended Markov algorithm is to be considered as an
object alphabet string. This use of quotation marks allows
us to consider extended Markov algorithms whose object
strings are themselves extended Markov algorithms. This
point will be discussed in the defipition of the primitive
function "CAT", to be presented shortly.

The basic notation for the combined formalism is not
especially suited to digestion by humens., To make the nota-
tion more palatable, I will introduce a series of alternate
notations for writing expressions in the combined formalism.
The alternate notations will be given for convenience and
conciseness in communicating the expressions to humans. The
alternate notations for the A-calculus, and the A-calculus
definitions for conditional expressions and recursive func-

tions are for the most part due to Landin.

Alternate Notations for Extended Markov Algorithms:

The linear representation of an extended Markov algorithm
is difficult to visualize. Accordingly, I will generally use

the notation

sn +(.) tn

(wvhere the variable and set definitions for the algorithm

will be given separately) in rlace of the strict linear
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representation of an extended Markov algorithm in the A-

calculus. For example, the expression
ra.([B+D|C+>F|0+I] a)

will be written

Ao ( a)

caow
¥+ 4
H= O

The Function CAT:

Let 8 be a string variable representing any string of

characters and consider the following expression
Aa.([s. »+ "[A>+" 8 "I"] a)

This expression defines a function mapping the value of the
variable a into the extended Markov algorithm [A »>- a],

where "a" here denotes the value of the variable a. This
extended Markov algorithm when applied to an object string
concatenates the string value of o to the object string. The
function above will be called "CAT". For example, the expres-
sion ((CAT 'HELLO') ' THERE') successively takes on the

values:
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((xa.([s. ++ "[A><" 8" ]" ] ) 'HELLO ') 'THERE')
(([s. ++ "[A>e" g "] ] 'HELLO ') '"THERE' )
([A +- HELLO ] 'THERE')

HELLO THERE

Similarly, the expression ((CAT ((CAT 'HOW ') 'ARE ')) 'YOU')
takes on the value "HOW ARE YOU". Note that the extended
Markov algorithm [s, ++ "[A+e" g "]" ] maps its object string
into another extended Markov algorithm, and thus extended
Markov algorithms have the ability to define functionals,
i.e., functions mapping an argument into a new function.

In defining the semantics of a computer language, it
will frequently be necessary to concatenate strings to pro-
duce a string that represents an extended Markov algorithm
or a string to which an extended Markov algorithm is applied.
It will be convenient not to state explicitly the concatena-
tion of strings in these cases, and I therefore introduce
the following alternate solution.

Let "éAT" be the function as ‘défined above,

let Xy 1<i<n be expressions, and

let (TEAT.T.((cAT((CAT X1) X5)) X3)) ... X.) be

an expression whose value is ‘an extended Markov

algorithm or a string to which .an‘:extended

Markov algorithm is applied. The’xi can be

written directly in the form of the extended

Markov algorithm or the concatenated string to
vhich an extended Markov algorithm is applied.

Thus, for example, the expressions
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Am.ra.AB. ({(CAT((CAT((CAT((CAT '[TRUE +¢') a)) ' FALSE »+' ))
g)) '1') =)

‘a.A8.([TRUE/TRUE -+ TRUE TRUE/FALSE —+- FALSE |
FALSE/TRUE ++ FALSE | FALSE/FALSE + FALSE]

((CAT ((CAT a) '/')) B8))

can be written
Am.Aa.AB. ([TRUE ++ a | FALSE +« g] )

Aa.AB.([TRUE/TRUE -+ TRUE TRUE/FALSE -++« FALSE |
FALSE/TRUE ++ FALSE FALSE/FALSE ++ FALSE] a/8)

or further rewritten using the previously given alternate

notation

TRUE -+ «
Am.ra AB. LFALSE e B]ﬂ)

‘PRUE/TRUE -+* TRUE
TRUE/FALSE -+ FALSE
ra.AB. () pALSE/TRUE ~++ FALSE a/8)

L_FALSE/FALSE ++ FALSE

The first expression defines a function® that when successively

#0reek letters will generally not occur as object strings for
extended Markov algorithms. I will therefore use Greek
letters in an extended Markov algorithm or the string to
which it is applied to denote the symbols that are bound
variables. Thus, in writing the strict representation of
the algorithm or its obJect string in terms of A-calculus
expressions, strings not containing Greek letters are to
be guoted and the Greek letters are not to be guoted.
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applied to three arguments produces the value of the variable
o if the value of the variable m is "TRUE" and produces the
value of the variable B if the value of the variable 7 is
"FALSE". The second expression defines a boolean-valued
function that when successively applied to two boolean valued
arguments produces the value "TRUE" if both arguments have
the value "TRUE" and produces the value "FALSE" if either
argument has the value "FALSE". The first expression will
later be used to define conditional expressions. The second
expression will later be used to define the funetion for pro-
ducing the logical "and" of two arguments.

Note that the first expression above constructs an
extended Markov algorithm from literal strings and bound
variables. The notion of a bound variable lends itself im-
mediately to extended Markov algorithms embedded within the
A-calculus and allows the construction of extended Markov
algorithms that depend on the values of the variables to
which the algorithms are applied, This compatibility be-
tween the married formalisms greatly simplified the defini-

tions of the primitive functions for SNOBOL/1l and ALGOL/60.

Alternate notations for the A-calculus:

The basic notation for defining and applying functions
in the A-calculus is somewhat awkward for those accustomed
to writing functions in the conventional mathematical nota-

tion. I thus introduce the following alternate notations.
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Let F, V

1o Vos s

2’

vee s En be expressions

B E

be variables and M, Q, 17 “oo

> Vo

. Expressions of the form

o :
(a) (v . (V... (AV .M E ) «o. Ey) By
(b)  (AF.M AV AV, .AVH.Q)
E .-
(¢) (...((F E)) By E_)
can be written
() LET V. ,V,., «os , V_=E ,E y «.. » E
T Ml 2 n 1?72 n
(b) LET F(V.,V., «u. , V) =4
mom b7 &
(¢) F(E;,E,, , En)
where 1if M’Q’EI’EE’ sas 5 OT En are enclosed in parentheses,
the parentheses can be dropped. Thus, for example, the
expressions
(xx.('sq" x) 3)
((xX.2Y.{('CcaT' X) Y) 'HELLO ') 'THERE')

FALSE->-

(xCOND. (((COND '"TRUE') 0) 1) kﬂ.ka.AB.(ERUE "a] 7))

can be written

8
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LET X = 3
IN 'SQ' X

LET X,Y='HELLO ', 'THERE'
IN. (('CAT' X) Y)

LET COND(n,a,B) = (Eiggs -: g:, ")
IN COND('TRUE',0,1

Conditional Expressions:
Consider the function COND defined previously

COND(7,a,8) = ( f»ﬁggn i ;] "

This function selects the value of a if the value of 7 is
"TRUE" and the value of B if the value of = is "FALSE". For
example, the value of COND('TRUE',0,1) is the string "O".

Next consider the following expression from ALGOL/60
IF A=0 THEN BaA ELSE B/A

and the (loosely written) expression in the combined formal-

ism
COND(A=0,BuA,B/A)

where COND is defined as above. This expression does not
correctly mirror the ALGOL/60 expression. 1In ALGOL/60 the
expression B®#A is evaluated only if the value of A is equal
to zero, and the expression B/A is evaluated only if the

value of A is not equal to zero. This order of evaluation
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insures that B/A is not evaluated if the value of A is zero.
Now consider the following (loosely written) target language

expression
(COND(A=0,An.BoA,An.B/A) 'A')

where 7 is a dummy variasble, In evaluating this expression,
the function COND will be applied t§ its arguments, one of
the A-expressions An.BeA or An.B/A, will be selected and then
the selected A-expression will be applied to the operand ‘'A'.
Thus only the body of the selected A-expression will be
evaluated.® The use of the dummy variable serves as & delaying
mechanism in evaluating expréssions.

Conditional expressions of the above form will be used
repeatedly in defining the semanties of computer languages.

T therefore introduce the following alternate notation.

Let 815 So» tl, t2, and t3 be expressions. Expressions
of the form
(COND(sl,An.tl,Aw.tz) 'AY)

and
(COND(sl,An.tl,Aw.(COND(sz,Aﬂ.tz,An.t3) TA')) 'AY)

can be written

8, = ?1
ELSE =p t,

#Note, in forming a A-closure, the body of the A-expression is
not evaluated.
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Similarly, this alte;nate notation can be extended to ineclude

an arbitrary number of nested conditional expressions,

For example, the expression
(COND(A=0,Ax.BuA,Ax.B/A) 'A')
can be written

A=0 => B#A
ELSE = B/A

3.1d4 The Target Language

The combined formalism of extended Markov algorithms and
the A-calculus presented in the previous section appears suf-
ficient to define fairly concisely many constructions in
computer languages. However, two common features of many
computer languages, that for assigning new values to variables
and that for transferring control to another statement in a
program, have evaded characterization in the combined formalism.
To handle this circumstance, the combined formalism will be
augmented with new expressions to mirror directly the assign-
ment of nev values to variables and the transfer of evaluation
from one expression to another. The augmented version of the
combined formalism will comprise the target language of this

digssertation.
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Sequences of Expressions:

Before discussing the rules for forming well-formed
expressions in the target language, let us consider a mechan-
ism for defining a sequence of expressions, where each expres-
E

gion E ,En in the sequence is to be evaluated in the

1282 o0
numerical order indicated by its numerical subscript. Using
the rule for evaluating the operand of a combination before
the operator of a combination, the targeét language provides
a device for handling & sequence of expressions.

Let X’E’El'Ez’ ees 5 and En be expréssions, and consider

the following A-expresgion, celled T
ra.AB.(8 a)

When evaluated, the combination (? E) results in first evalu-
¢ting the expression E and then returming the value of the
l=closure for AB. (8 u), vhere o 18 coupled with the vglue of

E. Next consider the cohbination
[(T EB) xx.X]}

where square brackets have been used here (for convenience)
in place of parentheses.® This combination {s evaluated as
follovs:

1. The Ae~closure for Av.X is computed

¥Square brackets will be used frequently in thig section.
Strictly speakiang, all squsare brackets should be replaced
by parenthéses,
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2. The combination (T E) is computed, resulting in
first evaluating E and then returning the A-closure
for AB.(B a), where a is coupled with the value of
E.

3. The value of the expression in 2 is applied to the
value of the expression in 1, resulting in applying

Ar.X to E, which returns the value of X.
In particular, if X is the expression "&", this combination

results in returning the value of E.

Next consider the expression
[(T E,) an [(T E,) Am.m]]

This combination is evaluated as follows:

1. The XA-closure for A7.[{(T E_ ) An.n] is computed.
Note that the value of E2 s not computed in forming
the A-closure.

2. The combination (T E.) is computed, resulting in
first evaluating E. and then returning the A-closure
1l
for A8.(8 a)

3. The value of the expression in 2 is applied to the
value of the expression in 1, resulting in return-
ing the value of [(T E_,) An.n]., This evaluation
results in first compu%ing the value of E2 and then
returning the value of E2.

Thus the evaluation of this expression results in first
evaluating El’ then evaluating Ea, and finally returning the
value of E2.

Similarly, consider the expression

E(T El) An.E(T E2)vAw.£(T E3) Aﬂ.n]]]

1 2 3

When evaluated, this expression results in successively
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evaluating El’ E2, and E3 and then returning the value of E3.
This expression, however, has the following important property,
which will be used in the definition of the transfer of con-
trol to some labeled expression in & sequence of expressions.
Let C

c and C. be the combinations that are given by the

1* T2 3

matching paris of square brackets indicated by the numbers
1, 2, and 3 above., The evaluation ofVCl results in succes-
sively evaluating El’ E2, and E3 and returning the value of

E the evaluation of 02 results in successively evaluating

3}
E2 and E3 and returning the value of E3;'the evaluation of C3
results in evaluating E3 and returning the value of E3.

More generally, an expression of the form

E(T E,) Aﬂ.E(T E,) .. An.E(T E_) An;f].f.]]

1 2 g

when evaluated, results in sudces;ively evaluating El’ E2,

..o 5 8&nd En and returning the yqlue of En. Moreover, the
evaluation of any combination Ci beginning with the square
bracket denoted by the integer i results in successively
evaluating the expressions Ei’ Ei+l’ cee s and,En And return=-
ing the value of En, This later effect leads us to the notion

of a "labeled" expression.

Labels and Label References:

Let V be the set of variables (as described earlier) and

jet L be the set obtained from V by affixing a "." to each

1
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variable in V. The set L will bde enlled the set of labels.

Consider an expression of the form
2, (T E,) Am.2,[(T E,) ... Av.e [(T E ) anow]...]]

where the zi, l<i<n indicates the possidle occurrences of
labels, each of which must be different. An expression of
this form will be called a "sequence" of the expregsions El,
E2’ «esy and En' If we ignore the labéls in an evaluation,
the evaluation of any combination Ci following some label
Li’ 1<i<n, results in successively evaluating Ei’ Ei+1’ cee o
and En and returning the value of En‘

A sequence of the above form may occur within the body
of some l-expression, which in turn may occur within a se-
quence in thé body of some encompassing A-expression, and so
on for further encompassing A-expressions. In the target
language the transfer of control to some labeled expression
will be designated by expressions of the form (GoTo. E),
vhere E is an expression referring to some label. A label
reference will be a string of the form .% » Where f£: is a
label. The value of a label reference .% will consist of
two parts: (a) the combination in the innermost encompassing
A~expression such that the combination is prefixed by the
label 2: , and (b) the environment within which the combina-
tion is to be evaluated. - The evaluation of a label reference
will be called a "label-closure".

I now proceed to a presentation of the target language of
the dissertation.
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Target Language Expressions:

An expression in the target language is defined as
follows. Let C, V, and L be sets of symbols, called the sets
of constants, variables, and labels, as desceribed earlier.

(a) If p is a variable or p is a comstant, then p is
an expression.

(b) If E and F are expressions, then (E F) is an
expression.

(¢) If v is a variable and E is an expression, then
av.E is an expression.

(a) If v is a variable and E is an expression, then
(v ASSIGN. E) is an expression.,

(e) If S is a sequence, then S is an expression.

(f£) If E is an expression, then (GOTO. E) is an expres-
slon.,

Expressions of type (a), (b), and (¢) are expressions in the
combined formalism as introduced previously. Expressions of
type (d), (e), and (f) are new. The evaluation of an expres-
sion of the form (v ASSIGN. E) will result in first changing
the value of the variable v to the value of the expression E
and then returning the null string :as.the value of the

expression (v ASSIGN. E). If the labels in an expression of
type (e) are ignored, the evaluation of a sequence results in
successively evaluating each of the component expressions El’

E and En in the sequence and returning the velue En' If E

2’
is an expression of the form .1 , where f: is a label, the
evaluation of E will result in forming: the label-closure for

.% and the evaluation of an expression of the form (GOTO. E)
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within some sequence will result in (a) stopping the evalua-
tion of the expression in which E occurs and (b) continuing
by evaluating the combination designated by the label-closure
for .2 within the environment specified by the label-closure.
Note that this mechanism allows transfer of control only to
expressions within the same sequence or expressions in a
sequence in some encompassing A-expression. The previously
given notation for defining a sequence of expressions is
awkward. I thus introduce the following alternate notation
in place of the strict representation of a sequence, Let E

be a sequence of the form
zl[(T El) An.£2[(T E2) “ee Aw.ln[(T En) amenleo.]]

where the Ei, 1<i<n, indicate the possible occurrences of

labels. A sequence of this form will be alternately written

The addition of expressions of type (d), (e), and (f)
take effect when it is desired to construct s sequence of
expressions to be evaluated one after another or to interrupt
the evaluation of a sequence and to continue the evaluation
at some other labeled expression.

For example, consider the expression

LET A=5
IN (A ASSIGN. (+(A,1)));
(coTo. .P);
(A ASSIGN. 1);
P:A
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where "+" is a free variable whose value is the function for
computing the arithmetic sum of two integers. The evaluation
of this expression is as follows:

(1) The value of the bound variable A will be set to
five and the body of the \M-expression evaluated.

(2) Since the body of thebk-expression is a seguence
of expressions, each of the component expressions
will be evaluated in order.

(3) The first expression in the sequence results in
updating the value of A to six.

(4) The second expression results in transferring the
evaluation to the expression labeled P.

(5) The evaluation of the expression labeled P results

in returning the value of A, which has been set to
six.

Recursive Definitions:

Consider the following (loosely written) expression
defining the factorial function and its application to the
integer five:

LET FACT(N) = EQ(N,0) => 0

. ELSE =y N#FACT(N-1)

IN FACT(5)
where EQ is a boolean valued function for testing the equality
of two integers. The function "FACT" when applied to the argu-
ment "5" will not evaluate to five factorial. The difficulty
here arises in the definition of the function "FACT" where
the variable "FACT" itself occurs as a free variable. This

incorrect rendering of a recursive function can be corrected
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through the notion of a "fixed-point operator."eo’z5 One
fixed-point operator for target language expressions is the
expression

Y = AP, LET am'A!

IN (n ASSIGN. (F x)); =

If M is an expression and F=E is a recursive definition of the
function F, an expression of the form

LET F = E

IR M
where E contains free occurrences of the variable F, can be
correctly written

LET F = (Y AF.E)

IN M

To avoid this somewhat awkward method for writing recursive

functions, the following alternate notatiom is introduced.

If F is a variable and E and M are expressions, an
expression of the form

LET ¥ = (Y AF.E) IN M

vhere Y is the fixed-point oberator given above, can
alternately be written

LET REC F=E IJN M
Thus the definition of the factorial function can be correctly
written
LET REC FACT(N) = EQ(N,0) = 0

ELSE =) NeFACT(N-1)
IN FACT(5) .
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The above fixed-point: operator is sufficient to handle
recursive definitions of single functions but not simultaneous
recursive definition of two or more functions. In this dis-
sertation simultaneous recursive definitions will not be
needed until the semantics of ALGOL/60 procedure declarations
is defined, and the presentation of a fixed-point operator to
handle simultaneous recursive definitions will be deferred
until the chapter on ALGOL/GO. A detailed discussion of

fixed-point operators is given by Wozencraft.25

A Definition of the Semantics of the ALGOL/60 Subset:

The definition of the senanfiés of the ALGOL/60 subset in
terms of the target language is given in Appendices 2.1 and
2.2, The specification of the correspon&ing tafget ianguage
expression for & program in the subset has been broken into
two parts. .Appendix 2.1 defines the translation of a prdg:am
into the target language assuming that the primitive "+" is a
free variable., Appendix 2,2 defines the primitive "+"; To
form the complete target language expression, one nust take
the target language string specified in Appendix 2.1 and add

to it the primitive function detinitions of Appendix 2.2 in

the form

LET CAT g=[s. ++ "[A+" & "]1" ]a
IN LET EQ(a,B8) = ... (a)

IN LET REC +(X,Y) = EQ(Y,0)=> O ELSE =) SUM(SUCC X,PRED x)
IN LET 4' IN s' : ’
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where "LET d' IN s'" is the target language string specified
by Appendix 2.1.% For example, Appendix 2.1 specifies the
following pair of strings
BEGIN INTEGER A; A:=142 END .. LET A = 'A°

IN (A ASSIGN. (+('1','2'))
The string "LET A = 'A' 1IN (A ASSIGN. (+('1','2'))" when used
in place of "LET 4' IN s'" in expression (a) above specifies

the complete target language expression for the program

"BEGIN INTEGER A; A:=1+2 END", %%

3.2 An Evaluator for the Target Language

To explain the semantics of the target language in the
previous sections; an appeal was made through the English lan-
guage. This section reduces that appeal to an appeal for

understanding only the formalism of extended Markov algorithms.

#This division of the specification of the semantics of a
computer larguage into a specification of a target language
string and a separate specification of the primitive functions
used in the target language string will be followed in the
definitions of SNOBOL/1 and ALGOL/60. Also, the definitions
of the string variables for the extended Markov algorithm
primitives are given at the beginning of Appendix 2.2, These
definitions must be added to each extended Markov algorithm
using the string variables.

%It may happen that the use of identifiers in a source language
program will conflict with the use of identifiers used to de-
fine the primitive functions in the target language, To avoiad
this conflict, the identifiers for the target language primi-
tives strictly speaking should be given as identifiers that
are different from the source language identifiers. This con-
flict can be avoided by appending to each target language
identifier a symbol (e.g., the symbol "#") not allowed in
source language identifiers.
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The "value" of a target language expression will be defined’

in this section by an extended Markov algorithm definition of
a machine that mechanically converts an expression into another
expression, the value of the initial expression. The machine
may be viewed as a hypothetical computer for the target ‘lan-
guage, and extended Markov algorithms may be viewed as the
machine language for the computer. The definition of the
target language evaluator is based on a gsimilar definition

20,2k and Wozencraft.25

given by Landin,
The extended Markov algorithm definition of the target

language evaluator is given in Appendix 2.3. Before applying

the algorithm to a target language expression, it is neces-

sary to provide a unique index for each "% and "(" in the

expression. Thus the expression
(ax.('sQ' x) '3")
will be indexed
(1A X.('8Q" X) '3')

The indices allow unigue identification of =& A-expression
or combination.

The evaluation of an expression begins with a substitu-
tion rule transforming the expression to be evaluated into
five strings: the "control" striﬁg, the "result" string,
the "environment" string, the "store" string, and the expres-

sion itself. Subsequent substitution rules define transforma-
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tions on the control, result, environment, and store strings
until the value of the target language expression is computed.
The final substitution rule returns the value of the expres-
sion.

Generally, the control string is a string of the form

ak 8k_1 LI AN l

wvhere each L l<i<k, is an atomic part of an expression
(e.g., & constant, variable, indexed lambda symbol, or indexed
left parenthesis). The control string is used to hold the
atomic parts of an expression before they are evaluated.

When the parts of the control string are evaluated, their
values are placed on the store string. The store string is a

string of the form
(111...1, rn) cee (111,r3)(11.r2)(l,r1)

where each Ty l1<i<n, is a string denoting the value of a
constant, a variasble, or a A-expression, and the string of
ones before each string value provides a unique pointer to
the string value. A new store component for a string Tl is
obtained by (a) obtaining the string of ones representing the
pointer p to r_ and (b) prefixing the string "(lp,rn+l)" to
the left of the store string.

The result string is used to store pointers to inter-

mediate calculated@ values formed in the evaluation of a target

language expression. The result string is a string of the form
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Pp o+ P2 Py

where each Py i<l<m, is a pointer to some string value in
the store.

Let Nl’Ml’N2’M2’ .o ,Nk,Mk denote strings of ones, let
VisVos e s YV denote variables, and let PysPps - ,pg
denote pointers to the store. The environment string is a

string of the form

(N oMy vi=p) ooo (FpeMy vo=p,) (K «M; vy=p,)

where each component (N1+Mi vi=Pi) is a string such that Ni’
l<i<k, identifies the environment for some i-expression AJ,

v, identifies the bound variable v of A is a store

3° Py
identifies the environ-

i
pointer to the current value v, and M1
ment of the encompassing A-expression. The environment Mi is

said to be "linked" toc the environment N,. In general, the
environment components linked to Ni provide pointers to the
current values each of the bound variables in the A-expres-

sion A, and its encompassing A-expressions. The list of

J
environment components linked to Ni will be called the
environment N,. For example, consider the environment "11111"

i

in the environment

l

(11111«11 X=111111)(1111«11 A=11)(111«11l B=111)(11«l ¥=111)(1«1 2Z=1)

The environment components linked to "11111" provide store

pointers to the current values of the variables X,Y, and Z in
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the A-expression whose environment is identified by "11111".
A new component is prefixed to the environment string
each time a new A-~expression is applied.v Thus each Ni at the
left of each environment component identifies an environment
for some applied A-expression, and the environment components
linked to Ni provide pointers to the values of the free vari-

ables in the body of the A-expression whose environment is

given by N Since constants in the target language are

i
treated as literal strings whose values are the strings them-
selves, the values of the constants in an expression are not
pPlaced on the environment string. |

The set definitions for the string variables used in
the extended Markov algorithm definition of the evaluator are
given in Appendix 2.3a. The set "STR" defines the set of all
strings that might occur within a target language expression,
The sets "CONSTANT" and "VARIABLE" define the sets of con-
stants end variables. The sets "PTR" and "INDEX" define
respectively the set of pointers to the store string and the
set of indices used in marking an expression. The set "EXP"
defines the set of target language expressions, the set "EXP HD"
defines the set of strings that can occur at the head of an
expression, and the set "EXP TL" defines the set of strings
that can occur at the tall of an expression, For example, in
the expression "(112x.(3'sq' X) '3')" the string "(1" is the

head of the expression and the string "Azx.(3'SQ' X) '3'")" is

the tail of the expression, an@ in the expression "X" the
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variable "X" is the head of the expression and the tail of
the expression is null.

The substitution rules for the extended Markov algorithm
definition of the target language evaluator are given in
Appendix 2.3b. Three alternate notations were used in writing

these rules:

(1) Let x, and y,, 1<i<5, be string variables repre-
senting arbi%rary strings used in an extended
Markov algorithm. Generally, each substitution
rule is of the form*

<cy1_xzry-a-x3ey3-xhsyh—x5py5> -+ <c'yl_x2r'¥2-13e '13-11‘3 'yh—xSP 'Y5>

vhere the ¢, r, e, 8, and p are string referring to
portions of the control, result, environment, store,
and expression strings and the c', r', e', s', and
p' are the transformed portions of these strings.
Since the x, and y, occur im each substitution rule,
a substtutidon rule of the above form will be written
in the form

c c!
r r'
e +> le!
s s!
P '

(2) 'If one of the five strings ¢, r, e, s, or p is given
as null on both sides of the substitution rule, the
symbol " " can be used in place of the null string sym-

bol NA".

(3) If one of the five components ¢, r, e, 8, or p occurs
unchanged in the right-hand side of the substitution
rule, the symbol "I" can be used in place of the
string in the right-hand side of the rule.

®The hyphen "-" is used to separate the control, result, en-
vironment, store, and expression strings.
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Thus the substitution rule

y.-—x Ay -X Y."X -X h hl |
<(i 1 72772 3A 3 hAlh 5(1 t v )35>
> ' - 140
<h' h APPLY. y1‘12Ay2‘x3Ay3'thyh xs(iht h't )y5>

can be written using notation (1)

( h' h APPLY.
i A
Al » A
A A
(iht htt') (1ht h't')

and further written using notationg (2) and (3)

(i h' h APPLY.
- -+ -
(iht h't!) T

Three example evaluations of target language expressions

are given on the adjacent pages. Each of these evaluations

shows the successive transformetions on one of the initial

expressions: ¥

('sQ' '3') LET X='3' LET X='3'
I ('SQ' X) IN (X ABSIGE, 'h4');
. (eoro. .L);

(X ASSIGN. '5');
L: X ’

*The constant 'SQ' in the first two expressions represents
the primitive function for squaring an integer. Strictly
speaking, all primitive functions in the target language

must be defined by constants that are extended Markov algo-
rithns.
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Initielization and Termination of Evaluation (rules 1 and 12)%

The evaluation of an expression begins (rule 1) by
initializing the control string with the head of the expres-

sion to be evaluated and the marker ", initializing the

ull

", initializing the environ-

l 1 4
ment string with the string "(1«l n=1)", initializing the

result string with the marker "|

store string with the string "(1,A)", and initializing the
expression string with the expression to be evaluated. Since
the initial environment will generally contain the values of
no free variables, the initial environment string contains

the dummy variable m whose value is a pointer to the null

n' "

1

and result string to denote that the head of the expression is

string in the store. The marker is placed on the control
to be evaluated within the initial environment 1. In general,
the subscript J of the leftmost lj in the control string de-
notes that the control string variables to the left of the
IJ are to be evaluated using the environment j, i.e., using
the environment components linked to the component
(Ni+Mi vi=pi) where N =J.

The evaluation terminates (rule 12) when the control

string is null., When the control string is null, the result

#Rules 1 and 12 do not exactly follow the alternate notation
for the evaluator given earlier. These rules are strictly
given as

ht 3 <h|1-|1-(A1+A1 m=1)-(1,A)-ht>
12
<A—p-x3¥3_xh(P sr )yh-x5y5> he r

93




DRt SR e, Ui o e R SR SRR S - SRR A AR R & S S 8

string will contain a pointer to some string value in the
store, The string {n the store is returned as the result of
the evaluation. In general, the result of an evaluation is
either a constent or a A-closure. Strictly speaking, if

the result of the evaluation is a A-closure, the A-expression
and the values of its free variables should be returned as the
result of the evaluation. If the result of the evaluation is
8 A-closure, the J-expression and thé¢ values of its free
variables can be obtained from the environment, store, and
expressiop strings specified prior to the termination of
eysluation.

If & user vere evaluating terget language expressions
vith {nput-output facilitiesy (a) the initisl values of the
input and output strings {presumadly those given on some
device like a telétype or card reader) could be placed in
the initial store string and (b) two system veriables and
poititers to their ipitial values could be placed on the
initial environment string. The additfior or removal of
strings on the input or aitput device could then be défined
by updating the vaiues of the systém variables to Their new
values. This is the mechanisw usped tc define input-output
in SXOBOL/1 (see Chapter W)«

Evaluation of Combindtions (wale 2):
TP a left parenthesis of & combination is at the left

of the control string, the le'ft parenthesis is remove& from
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the control string,* and the head of its operand and operator
are prefized to the control string and the string "APPLY." is
placed to the right of these two strings. BSubsequent rules
will evaluate the operand and operator, and then apply the
value of the operator to the value of the operand to produce

the value of the combination.

Evaluation and Application of A-expressions {rules 3, 8, and 11):

If the name ), of a A-expression is at the left of the

i
control string (rule 3), the current environment J (initially
the dummy environment 1) is obtained, the string "AieJ" is
Placed in a nevw component at the left of the store string,
and a pointer to the nev store component is prefixed to the

result string. The string ”lieJ represents the A-closure

for A, in that (a) A; provides a name uniquely identifying

the A-expression A, contained in the expression string and

1
{b) the environment component ) provides the (linked) 1list of
the pointers to the current values of the free variables of
the A-expression Ai'

If the string "APPLY." is at the left of the control
string, a pointer p to a A-clouure‘licJ iq at fhe left of the
result string, and k is the index of the most recently added

environment component (rule 8):

®In the discussion to follow, unless explicitly stated
otherwvise, the elements referred to at the left of the
control string are assumed to be deleted from the control
string after being evaluated.
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(a) =a new component (lk*J v=p'), where v is the bound
variable of the A-expression A, and p' is a pointer
to the operand to which the A-éxpression Ai has
been applied, is prefixed to the environmeinit string.
(This action results in setting the proper environ-
ment for evaluating the body of the A-expreéssion Ai.)

(b) The head of the body of the A-expression A, and a
marker llk are prefixed to the control string, and

(¢) +the pointers p and p' to the A-closure and its

operand are deleted from the result string and the

marker ’lk is prefixed to the result string.

If a marker is at the left of the control string and

s

a pointer p and marker are at the left of the result string,

IJ
the markers are deleted and the pointer p is left on the
result string. The pointer will point to the value of apply-

ing the M-expression to its operand.

Evaluation of Variables and Constants (rules 4 and 6):

If a variable is at the left of the control string, a
pointer to the current value of the variable is prefixed to
the result string (rule L4.1). The pointer is obtained by
(a) obtaining the index J of the current environment and
marking the environment component J with the symbol "°" (rule
4.3), and (b) then searching (rules 4.1 and 4.2) through the
environment components linked to J for the occurrence of the
variable,

If a constant is at the left of the control string (rule
6), a nev store component containing the constant is pre-

fixed to the store string, and the pointer to the new store
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component is prefixed to the result string.®

Evaluation of Label References (rules 5):

If a label reference .% 1is at the left of the control
string (rules 5), each énvironment component linked to the
current environment component is searched for the occurrence
of a component such that the A-expression whose environment
is specified by the component contains a body that is a
sequence containing the label. If the label is found, a
nev store component hej containing the head of the expression
following the label and the index }J of the environment com-
ponent is prefixed to the store, and a pointer to the new
store component is placed on the result string. The head of
the labeled expression and the environment index J provide
a representation of the label-closure for .% in that the
head of the labeled expression uniquely identifies the labeled
combination and the index J uniquely identifies the current
environment of the sequence within which the combination

occurs.

Transfer of Control (rule 10):

If the string "GOTO, APPLY." is at the left of the con-

trol string and a pointer p to a label closure hsd, where

*In the evaluator, all constants that are extended Markov
algorithms must be enclosed - by the quotation marks ' and
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h is the head of a labeled expression and § is the environ-
ment within which the labeled expression is to be evaluated,
is at the left of the result string

(a) all portions of the control and result strings to

the left of the markers lJ are deleted, and

(b) the head of the expression following the label is
prefixed to the control string.

This mechanism results in interrupting the evaluation of the
current expression and continuing with the evaluation at the
labeled expression using the environment J specified while

evaluating the label-closure,

Application of Constants (rules 9,1 and 9.2):

If the string "APPLY." is at the left of the control
string, and two store pointers p and p' to the strings s
and 8' are at the left of the result string, the string s
is applied to the string s! (prqsunablj s is an extended
Markov algorithm and s' is the object lfring to which the
algorithm is to be applied). The resulting string value is
Placed in & new store component, and the pointer to the new

component is prefixed to the result string.

Assignment (rules 7.1 and 7.2):

If the string "ASSIGN., APPLY." is at the left of the
control string and two store pointers p and p' are at the

left of the result string, the string value in the store
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associated with p is changed to the string value associated

with p'.

Addition of New Rules to the Evaluator?

It may happen that certain source language constructions
are awkward to define solely within the target language and
that these constructions can be more easily defined by adding
new expressions to the target language and new evaluator
rules to evaluate these expressions,

The rule applied to evaluate target language expressions
is specified by the numerically first rule that is applicable
to the current string values of the control, result, environ-
ment, store, and expression strings. By adding a rule to the
evaluator vhose left part specifies a configuration of the
control, result, environment, store, and exéresaion strings
that, for fhe given cohtiguration, provides a different trans-
formation from the initial evaluator rules, the evaluator can
be extended to define new types of target language expres-
sions.

Generally, the rule applied by the evaluator is deter-
mined by the element at the left of the control string. For
example, in the definition of indirect addressing in SNOBOL/1,
it was desired to add a rule to the evaluator that would take
some string valﬁe given in store and prefix the string value

to the control string. The string value prefixed to the control
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string would then be evaluated in subsequent transformations

as if the string value were itself a variable., By (a) allow-

ing expressions of the form "(LOOKUP. X)", where X is a
variable, in the target language translation of SKOBOL/1, and

(b) adding the rule

LOOKUP. APPLY. 8
P A

- + |-

(p,S) I

to the evaluator, the extended evaluator defines indirect
addressing. Nome of the initial evaluator fules are appli-
cable to a configuration where the string "LOOKUP." is at the
left of the control string; hence the rule can be placed in

any numerical position within the initial sequence of rules.

3. Discussion

This chapter has presented a formally based target lan-
guage in which the semantics of a computer language can be
defined. The semantics of the target language was, in turn,
defined in terms of the formalism of extended Markov algorithms
by giving an extended Markov algorithm definition of a machine
for evaluating target language expressions.

If used as a target language for the implementation® of

%Extended Markov algorithms have been ihplemented in the
source language PANON-1B 11,12
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a computer language, the target language allows the simple
addition of built-in machine primitives. For example, if a
computer has & built-in primitive for computing the sum of .
two integers, there is no need to define this primitive in
the target language. This primitive can be used as a constant
in the target language and in applying the primitive to its
arguments the machine algorithm can be used. The point of
using only extended Markov algorithms to define primitive
functions is that for implementation of the target language
the only necessary machine capability is that for implement-
ing extended Markov algorithms. The fact that a given
machine has certain built-in primitives simply relieves the
person defining the semantics of a source language of defin-
ing the semantics of the built-in primitives in terms of
extended Markov algorithms.

The target language is undesifable in one important
sense, The computer languaée constructions for defining the
aésignment of new values to variﬁbles and fbr defining the
transfer of control within a prbgrah requiredbthe addition
of hewvexpressions to the combiﬁed férmalisms of extended
Markov algorithms and the A-calculus. The hew expressions
edd to the complexity of the taféet language and place re-
strictions on the applicability-éf any-theoréms developed for
A~calculus expressions. This undesirable féatuie.of the
target language is, in part, redeemed iﬁ that the ev#luator

for the target language was completely defined within the
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formalism of extended Markov algorithms, Nevertheless, this
deficiency of the target language remains and I hope that
vfuture research will resolve this difficulty.

On the other hand, the target language is sufficient to
define the semantics of both SNOBOL/1 and ALGOL/60. The pre-
sentation of the syntax and semantics of these two languages

will comprise the next two chapters of this dissertation.

Do you know who Kohmar Pehriad was?
Hint: He has certainly left his mark on history.
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CHAPTER IV

A DEFINITION OF THE SYNTAX ARD
SEMAKRTICS OF SKNOBOL/1

In this chapter I attempt to demonstrate the thesis of
this dissertation, that there shouldvbe formel definitions
of the syntax and semantics of computer languages. As an
example computer language, I have chosen SKOBOL/1l, as initially
defined by Farber, Griswold and Polonsky.27 SNOBOL/1 was
chosen as an example because (a) the language is simple
enough to describe conveniently in a single chapter §f this
dissertation and (b) the language is fairly well-known. No
knowledge of SNOBOL/1l will be assumed in tﬁis chapter. Rather,
it is the intent of thislchapter to define every construct
(except character spacing) ih the language. The definition
of SNOBOL/1 will be in two parts: (a) an informal description
of the language and of the techniques uséd in the formal de-
finition in this chapter using the English language and (v) &
formal description of the language in Appendix 3 using the
formal systenm.

This chapter and the formal description of Appendix 3
may be viewed as a reference manual for SROBOL/1, It is in-
tended for a user who wishes a detailed description of the
language.

The fomal definition of BNOBOL/1l is divided into three

parts. Appendix 3.1 gives the canonical system defining the
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syntax of SNOBOL/1, Appendix 3.2 gives the canomcl system de-
fining the translation of SNOBOL/1l into the target language,
and Appendix 3.3 gives the definition of the primitive func-
tions used in the target language. In writing the formal
definition of the SNOBQL/1l, it was necessary to resolve a
few issues that were ambiguously or incompletely defined by
the English language definition of the language given by

Farber, Griswold and Polonsky.%

Introduction to SNOBQL/1

SNOBOL/1 is a language for defining transformations on
strings of symbols. Programs in SNOBOL/1l are comprised of
& linear sequence of rules of which there are four varieties:
"input"rules for obtaining strings of symbols from some
external input device (like a teletype or card reader),
"assignment" rules for assigning names to strings, "pattern
matching" rules for transforming strings into new strings,
and "output" rules for writing strings on some external out-
put device (like a teletype or card reader). 1In general,
the behavior defined by each rule is executed in linear

order. However, rules can be labeled with names and the

*For example, it was not clear whether the authors meant to
permit or prohibit the use of the same variable name to
denote different types of variables in a single pattern
matching rule or whether to permit or prohibit the use of
a name both as a string name and a label in the same pro-
gram. I decide to prohibit the first of these construc-
tions and to permit the second of these constructions.
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ordinary sequence of execution interrupted and continued at

some other labeled rule,

Introduction to the Technigques Used in Describing SNOBOL[;

The parts of this chapter will each describe some con-
struct in the SNOBOL/1l, e.g., & string, an arithmetic expres-
sion, & rule, or a statement. Each of these parts will con-
sist of (a) portions of the productions from the canonical
system of the translation (Appendix 3.2) of SNOBOL/1l, (b)
examples of the SNOBOL/1l constructs and their corresponding
target language translations, and (c) an English language
explanation of these constructs and their Bemantics-as de-
fined in the target language.

Theoretically, the (abbreviated) canomnksl system of the
translation of SNOBOL/1l must be combined with the canonical
system of the syntax of SNOﬁOL/l'to obtain the complete
canonical system defining the set of legal programs and their
target langusge translations, Nevertheless, except for the
context-sensitive requirements on SNOBOL/1l, the abbreviated
canonimlsystem of the translation of SNOBOL/1 provides a
synopsis of a context-free specification of the language and
its semantics in terms of the target language. Accordingly,
the productions from the (abbreviated) canonil system of the
translation will be used in the text to define the syntax
and semantics of SNOBOL/1l, and the specification of the
context-sensitive requirements on syntax will be discussed at

the end of the chapter.,
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As mentioned in the previous chapter, the first term of
each term tuple in the specification of the translation of a
language is generally of the form "s..t" where "s" represents
some string in the source language and "t" represents the
corresponding target language translation. The example

SNOBOL/1 strings and their target language translations

given in the text follow this notation.

Strings

DIGIT<0>,<1> ... ,<9>;

LETTER<A>,<B> ,.. ,<Z>;

MARK<%>,<.>,<=>, ... </>3

DIGIT<p> | LETTER<p> | MARK<p> - BASIC SYMBOL<p>;
BASIC BYMBOL<b> -+ STRING<BEQ(2)>;

Example Strings:

ABC123% A ROSE IS A ROSE
HESSE,KAFKA ,MANK ALPHA

The basic symbols in SNOBOL/l are the decimal digits,
the capital English letters, and a variety of other symbols
like "%", "." and "=", A string, the basic data type, con-

sists of any linear sequence of basic symbols.

Names

DIGIT<p> | LETTER<p> - NAME<p>;

KAME<m> ,<n> + NAME<mn> ,<m.n>;

KAME<n> + STR NAME<n..n>,<$n..(LOOKUR n)>;
NAME<n> + VAR NAME<n>;

NAME<n> + BACK REF NAME<n>;
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Example Names:

ALPHA 1234
ABC.EFG 12.3
$BETA $1234

A string can be assigned a name and the name used in
place of the string. A nanme consists of a sequence of decimal
digits and English letters, possibly including medial periods.

Besides designating a string, a namé can be used in two
other contexts, that of a string "variable" and fhat of a

“string "back reference." These three uses of names shall be
distinguished by calling a name that designates a string a
"string name," a name that designates a variable a "variable
name," and a name that designates a back reference & "back

reference name."

A string name is treated as a variable in
the target language.

A string name can be indirectly referenced by prefixing
a string name with a dollar sign. The string value of a
string name prefixed by a dollar sign is the string whose name
is the string yalue of the n#me prefixed by the dollar sign.
For example, if the string value ot the name "BETA" is the
string "A ROSE IS A ROSE" and if the string value of the name
A" 45 the string "BETA", the string value of "$A" is the
string "A ROSE IS A ROSE", The primitive function "LOOKUP."
is used to handle indirect addressing in the target language.

"LOOKUP." is defined by an extended Markov algorithm substi-

tution rule (Appendix 3.3d) that must be added to the target
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language evaluator,® When evaluated, this substitution rule
inserts the string value of a name at the left of the control
string. Thus the string is treated as if itself were a
variable to be evaluated in subseguent steps taken by the

evaluator,

DIGIT<d> -+ DIGIT STR<SEQ(d)>;

DIGIT STR<s> + INT<s>,<=8>;

INT<i> + ARITH OPERAND<%*i” , ti'>;
STR NAME<n..n'> + ARITH OPERAND<n..n'>;

ARITH QOPERAND<a,.a'>,<b..b'> > ARITH EXP<&+b..(+(a',b'))>,
<a~b.,.(~(a',b?))>,
<awb..(w{a',b'))>,
<a/b..(/(a',b'))>;

Example Arith Operands: Example Arith Expressions:
“65™ .. 165" A+B .. (+(A,B))
“_657,.1-65" A+“65%,  (+(A, '65'))
A..A An“.65%,  (w(A, '-65'))

SNOBOL/1 allows a limited type of arithmetic on strings
whose contents are integers. An integer can be used directly
as an arithmetic operand by enclosing the integer in the

(43 »

quotation marks and . A name whose string value is an

integer can also be used as an arithmetic operand. An

®As mentioned in the chapter describing the target language
evaluator, it may occasionally be convenient to define some
source language construets by adding rules to the evaluator
rather than by defining the constructs solely within the
target language. To define indirect addressing in the target
language would require complicated additions to the canonicg]l
gsystem of the translation of SNOBOL/1
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arithmetic expression consists of an arithmetic operand
folloved by one of the arithmetic operators Men on_n_ Mat,

and "/" (defined in Appendix 3.3b) followed by another arith-
metic operand. The string value of an arithmetic'expression

is the string computed by applying the arithmetic operator

to the integer value of the two operands.

StriggrExpressiOns

STRING EXP<A..'A'>;

STRING<s> + STRING EXP< 8 ..'s'>;
STR NAME<n,.n'> + STRING EXP<n..n'>;
ARITH EXP<a,.a'> + STRING EXP<a..a'>;

]
STRING EXP<s..s'>,<t..t'> + STRING EXP<s0t..((CAT s') t')>;

Example String Expressions:

A, A NAME REVERSE..((CAT NAME) REVERSE)
“pABRC123%"..'ABC123% ! “ABC® A..{(CAT 'ABC') A4)
A..A XY Z..((CAT ((CAT X) Y)) Z)

$A..(LOOKUP. A)

A string expression in SNOBOL/1 is an expression whose
value is a string. A string can be used directly in an arith-

metic expression by enclosing the string in the quotation

marks % and . A string name or arithmetic expression can
also be used in a string expression. A sequence of string
expressions each separated by one or more spaces® comprises

a complete string expression. The value of a string expres-
sion is the string computed by concatenating the string values

of each of the component string expressions.

#The symbol "g" denotes one or more spaceé.
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Patternsg®

STRING<s> + PAT EXP<%#g%, , 'g'>;
STR NAME<n,..n'> + PAT EXP<n..n'>;
VAR NAME<n> + PAT EXP:SPECS<#n#,,'n' : neSTR|>"
VAR NAME<n> + PAT EXP:SPECS<#(n)®..'n' : neBAL STR|>;
VAR NAME<n>, DIGIT STR<d> + PAT EXP:SPECS<an/dwe..'n' :
(n,d)eFIX LN STR|>;

BACK REF NAME<n> + PAT EXP<n..'n'>;
PAT EXP<p..p'>,<q..q'> + PAT EXP<p q..((CAT p') q')>;
PAT EXP<p..p'> + PATTERN<p..p'>;

Example Patterns:

“ABC"..'ABC!

X Y..((CAT X) Y)

sNAMEs.,.'NAME' : NAME¢STR

@NAME® @@  ((CAT 'NAME') ! »') : NAMEeSTR

aXe “Anc"n(r)-..((CAT((CAT *X') 'ABC')) 'Y') : XeSTR | YeBAL STR |
#X# Y X..((CAT((CAT 'X') Y) 'X') : XeSTR |

A pattern in SNOBOL/1l is the basic unit through which
string transformations are accomplished. A pattern éan be
viewed as an expression representing a set of strings.

A string enclosed by quotation marks is a pattern expres;
sion representing the set of strings containing one member,
the string itself, A string name is a pattern representing
the set of strings containing one menber, the string value of
the string name. A variable name enclosed by asterisks is a
rattern expression representing the set of all strings of
basic symbols. A variable name enclosed by parentheses &and

further enclosed by asterisks is a pattern expression repre-

senting the set of all strings containing balanced pairs of

*The use of the auxiliary term for the predicate part "SPECS"
will be discussed shortly.
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parentheses. A variable name followed by a slash and a
positive integer and enclosed by asterisks is a pattern expres-
sion representing the set of all strings whose number of basice
symbols is given by the integer following the slash., A name
that occurs elsewhere in a pattern as a variable name is a
pattern expression representing the same set of strings re-
presented by the variable name. A name used in this context
is called a back-referenced name.

A sequence of patterns of pattern.expressions each
separated by éne or more spaces comprises a complete pattern.
A sequence of pattern expressions represents the set of all
strings composed by concatenating representative strings from
each of the sets represented by the component pattern expres-
sions. This set is restricted in that a string used in
place of a back reference nanme must be identical to the
string used in place of the corresponding variable name.

A pattern is used.to scan a givén object string for the
existence of one of the strings represented by the pattern.
If more than one string represented by the pattern occurs
within the object string, the member M such that (a) each of
the strings (except the last) concatenated to form M is, from
left to right, as short as possible and (b) the last string
concatenated to form M is as long as possible is taken as the

oeccurrence of the pattern in the object string.
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Pattern Matching Rules

STR NAME<n..n'>, STR EXP<s..s'>, PATTERN:SPECS:VAR REFS
<p..p':c:v> -+ PAT MATCH RULE<n@Op=s..
(MATCH_AND_ASSIGN(n',p',Aﬂ.s','c','(v)'>;

Example Pattern Matching Rules:

XZ“ABC”E..(MATCH_AND_ASSIGN(X. YABC', Am AT,y t()1))

X wNAMEs W=, (MATCH_AND_ASSIGN(X, ((CAT 'NAME') ',')
»AT.'AY, '"NAMEESTR |', '(NAME,)'))

X ALPHA = BETA..(MATCH_AND_ASSIGN(X, ALPHA, Am.BETA,'', '()'))

A pattern matching rule consists of a string name followed
by pattern, an equal sign, and a string expression. The execu-
tion of a pattern matching rule results in the following se-
quence of actions:

(a) The string value of the string name is scanned for
the occurrence of the pattern.

(b) If the occurrence of the pattern is found

(1) each string variable in the pattern is
assligned the value of the substring used
in matching the variable to the object
string,

(ii) +the string expression is evaluated (using
the new values of the string variables), and

(1ii) +the occurrence of the pattern in the object
string is replaced by the string value of
the string expression and the s8tring name
is assigned the value of this newly formed
string.

(c) 1If the occurrence of the pattern is not found, no
action is taken.

The pattern matching capability of SNOBOL/1 is handled

in the target language through the function "MATCH_AND_ASSIGN",
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(see Appendix 3.3c) which essentially forms an extended Markov
algorithm that reflects the same transformation defined by

the pattern. In the formation of the extended Markov algo-
rithm, the variable and back reference names are treated as
extended Markov aslgorithm string variables. Hence the trans-
lation of a variable or back reference name is given as a
constant (see definition of patterns given previously), the
variable names are specified as extended Markov algorithm
string variables representing members of one of the sets
"STR", "BAL STR", and "FIX LN STR" (see the auxiliary term
for the predicate part "SPECS" in the definition of a pattern)
defined in Appendix 3.la, and the lists of variable names®

and their set specifications are passed as arguments to the
function "MATCH_AND_ASSIGN". The evaluation of the funection
"MATCH_AND_ASSIGN" results in the following actions:

(&) An attempt is made to match the pattern to the
object string.

(b) If a match is found, the values of the variables
are updated, the value of the string expression
is computed, the name to which the pattern has
been applied is updated to its new value, and the
string "TRUE" is returned.

(¢) If no match is found, the string "FALSE" is re-
turned.

#Phe list of variable names is given by the auxiliary term
for the auxiliary predicate part "VAR REFS" generated in the
canonicalsystem for the syntax of SNOBOL/1l. This auxiliary
term is also generated in the complete (unabbreviated) .
canonicalsystem of the translation of SNOBOL/1 and is used
to specify the translation of SNOBOL/1 as indicated above.
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Input Rules and Output Rules

PATTERN: SPECS:VAR REFS<p..p':c:v>
+ INPUT RULE<SYS .READ p..(MATCH_AND_ASSIGN
(READER#,p',Am.'pA', e, (v),'v'))>:
STRING EXP<s,..s'> - OUTPUT RULE<SYS .PRINT s..
(PRINTER# ASBIGN.((CAT PRINTER#) s'))>;

Example Input and Output Rules:

SYS .READ #X# ..(MATCH_AND_ASSIGN(READER#, 'X', Am.'A',
'XeSTR |', "(X,), 'X,')) 3
§YS .PRINT REVERSE..(PRINTER# ASSIGN. ((CAT PRINTER#) REVERSE))

An input rule consists of the string "SYS .READ" followed
by a pattern. An output rule consists of the string
"SYS .PRINT" followed by a string expression,

The input and output of strings from some external input
device 18 defined in the garget language by assﬁming that
there are two system variables "READER#" and "PRINTER#" that
contain the initial values of the input and output strings.®
When a string is input into a program, the value of the system
variable "READER#" is chenged to the string computed from the
current value by deleting the string to be read in, and the
values of the string variables in the pattern are updated.

The pattern matching and updating of variables are handled

through the function "MATCH_AND_ASSIGN" described previously.

®The initial values of these variables can be added to the
initial environment named Aq in the target language evaluator.
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When a string is output from & program, the value of the
system variable "pPRINTER#" is updated by appending the string

value of the string expression,

Assignment'Rules

STR NAME<n..n'>, STR EXP<s..s8'> + ASSIGN RULE
<n=g..{(n' ASSIGN. 8')>;

Example Assignment Statement:

REVERSE = X REVERSE..(REVERSE ASSIGN. ((CAT X) REVERSE))

An assignment rule consists of s string name followed
By an equal sign and a string expression., The execution of
an assignment rule results in assigning the string value of

the string expression to the gtring name.

Rules

PAT MATCH RULE<r..r'> | INPUT RULE<r..r'> | OUTPUT RULE<r..r'> |
ASSIGN RULE<r..r'> + UNLABELED RULE<r..r'>;

UNLABELED RULE<r..r'> + RULE<@r..r'>;

UNLABELED RULE<r..r'>, NAME<n> + RULE<nQr..0n0f'>:

Example Rules:

NAME = NAME REVERSE..(REVERSE ASSIGN. ((CAT NAME) REVERSE)
Ll NAME = NAME REVERSE.. Li: (REVERSE ASSIGN. ((CAT NAME) REVERSE)
A rule must be prefixed by & sequence of blank spaces oOr
e name. A name prefixing s rule is called a label and is
used to identify a rule when the normal order of eialuutioh

is to be interrupted and to be contifiued at the labeled rule.
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Statements

NAME<n> + LABEL EXP<n.. .n>;

STR NAME<n> -+ LABEL EXP<$n..(LOOKUP. ((CAT '.') n))>

RULE<r..r'>, LABEL EXP<f%..8'>,<m..m'>

> STM<r..r'>,<r/(2)..r';(GOTO. &')>;

<r/8(&)..r' = (GOTO, %£') ELSE => 'A'>,
<r/F(m)..r' = 'A' ELSE => (GOTO. m')>,
<r/s(2)F(m)..r' = (GOTO. 2') ELSE =»> (GOTO. m')>,
<r/F(m)s(s)..r* = (GOTO, &') ELSE =2 (GOTO. n')>;

Example Statement:

L3 REVERSE = *“,” NAME REVERSE /(L2) ..
L3: (REVERSE ASSIGN. {((cAaT((cAT 's') NAME)) REVERSE));
(coTo. .L2)

A label expression in SNOBQL/I is an»expression whose
string value is a label. Ablabel can‘be ;eferenced directly
by giving the name of a label or by giving a‘string name whose
value is a label and prefixing the string name by a dollar
sign.,

A statement consists of one of the strings "r", "r/(2)",
"r/s(&)}", "r/F(m)", "r/S(2)F(m)", or "r/F(m)S(2)", where r is
a rule and £ and m are label expreésions. The execution of
a statement of the form "r/(L)" results in executing rule r
and then transferring control to the stgtement designated by
the label expression £. The execution éf a rule of the form
"r/S8(2)" results in evaluating rule r and then trensferring
control to the statement designated by the label expression
£ if the rule (presumably a Pattern matching fule or input

rule) succeeded in matching the pattern in the rule to its
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object string. Similarly, a statement of the form r/F(m)
results in transferring control to the statement designated

by m if the execution of rule r failed to match the pattern

in the rule to its object string. Finelly, statements o:

the form "r/S(L)F(m)" or "r/F(m)S(2)" result in transferring
control to one of the statements designated by £ or m if the
execution of rule r succeeded or failed in matching its pattern

to its object string.

Statement Sequences®

STM<s..s'> + STM SEQ<s..s'>;
STM SEQ<q..q'>, STM<s..s'> > STM SEQ<qd¥s..q';s'>};
STM SEQ<q..q'>, STRING<s> - STM SEQ<q¥#s..q'>,<wsdq..q'>;

Example Statement Sequence:

L4 REVERSE = X REVERSE Lh: (REVERSE ASSIGN.((CAT X)
- REFERSE) );
8YS .PRINT REVERSE (PRINTER# ASSIGN.((CAT

PRINPER#) REVERSE));

A statement sequence consists of a list of statements
each on a new line. The statements are executed in order
unless a statement explicitly specifies & transfer of control.
Arbitrary character strings prefixed by an asterisk can be in-
serted among statements. The character strings provide com-

ments for the programmer and are not evaluated.

#The symbol "3" denotes a new line.
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SNOBOL/1 Programs®

STM SEQ:8TR REFS<q..q':sr>, KAME<n>, LIST:BVS:CORR NULL LIST

<s_:v,:4> +> SNOBOL PROGRAM<g END n..LET v, =% IN (GOTO0. 'n');
Example Program:
L1 8YS READ #X#
L2 X aNAMEy ¥.” = /8(L3)F(Lk)

L3 REVERSE = & v NAME REVERSE /(L2)
L4  REVERSE = X REVERSE

sYS .PRINT REVERSE
END L1

Translation:

LET X,NAME,REVERSE = 'A','A' A
IN {(goTo. .L1);
L1: (MATCH_AND_ASSIGN(READER/,'X', xn.'A' XeSTR |', '(X,)"));
L2: (MATCE_AND_ASSIGH(X, ((CAT 'NAME) ') AmL AT,
 'NANEeSTR !' ' (NAME, ) })
=» (GoT0. .L3) ELSE => (GOoTOo. .Lk);
L3: (REVERSE ASSIGN. ((CAP? ((CAT ',') KAME)) REVERSE));
(GoTo. .L2);
Li: (REVERSE ASBIGN, ((CAT X) REVERSE) );
(PRINTER# ASSIGN. ((CAT PRINTER#) REVERSE));

®Like the 1list of variable names, the list of string names
used in a SNOBOL/1l .is generated in the canonical system for
syntax and is used in the canonical system for the transla-
tion to form the list of bound variadles for the target
language translation of a progranm.

The predicate "LIST:BYS:CORR NULL LIST" names a set of
ordered triples, where the first element of each triple is

a liat of names (e.g., X,Y,X,ALPHA,Y,), the second element
i8 a name list containing one occurrence ¢f each name in

the firet list (e.g., X,Y,ALPHA), and the third element is

a 1list of null strings with the same number of elements as
the second list (e.g., "A","A","A"). This predicate is used
to set the 1list of string nsmes in a program to bound vari-
ables each with the initial value of a null string.
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A SNOBOL/1l program consists of a statement sequence
followed by a statement of the form "END n", vhere "END" is
a label and "n" designates the label of some statement in
the statement sequence., The execution of a program begins
by initializing the string values of the string names in the
program to null and th;n executing the statements in the pro-
gram beginning with the statement labeled by "a",

The example progran'above reads in a string from the
input device and outputs the string computed from the input
string by reversing the order of each substring separated by
a comma. For example, if the string "HESSE, KAFKA, MAKK"
is on the input device, the string "MANN, KAFKA, HESSE" is

printed on the output device.

Context-Sensitive Requirements on the Syntax of SNOBOL/1

There are a few context-sensitive requirenents on the

syntax of SNOBOL/1:

(a) The variable names in a pﬁttern must each be
differents
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(v)

(ec)

The backereference names in a pattern must be
identical to the variable names and different from
the string names,

The labels in a program must each be different and
each reference to a label in a label expression
must refer to a name that actually occurs as a
label,.

These requirements are specified in the canomnicdl system for

the syntax of SNOBOL/1 by specifying with eaéh construct.

(a)

(v)

the lists of names used as string names, variable
hames, and back reference names (productions 3 of
Appendix 3.1),

the lists of names used as labels (production 11.3)
and names used to refer to labels (production 12.1),

and specifying

(a)

(b)

(c)

that the 1list "rv" of variable names in a pattern
must contain nemes each of which is different (the
premise "DIFF NAME LIST<rv>" in production 6.8),

that the 1list "r " of back reference names in a
pattern must be contained within the 1ist "r " of
variable names and that the 1list "r " of string
names in a pattern must be disjoint from the 1list
"r " of variable names (the premise "L1:L2:INTERSEC
<rb:rv:rb>,<rs:rv;A>" in production 6.8), and

that the list of labels in a program must contain
names each of which is different and that each
label reference must be contained in the list of
labels (production 14),

The addition predicates "DIFF NAME LIST" end "L1:L2:INTERSEC"

are defined at the end of Appendix 3.1.

This chapter has attempted to describe in detail the

syntax and semantics of SNOBOL/1. It is intended that a

reader, having digested this chapter, would have sufficient
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knowledge of SNOBOL/1 and its formal definition to be able
to use the compact, formal definition to answer further

questions concerning the syntactic legality or meaning of
a given SNOBOL/1l construct. It is hoped that this chapter

has served that objective.
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CHAPTER V

A SPECIFICATION OF THE SYNTAX AND SEMANTICS
OF ALGOL/60

This chapter exercises the formal system presented in
this dissertation to specify the syntax and semantics of
ALGOL/60, as defined in the official ALGOL/60 report edited
by Peter Naur.28 The intent of this chapter is not only to
explicate the formal specification of ALGOL/60, but also to
relate the techniques used in the formal specification of
ALGOL/60 to ofher languages and to compare the formal system
presented here to other methods of language specification.

A knowledge of ALGOL/60 is assumed in this chapter.

It is surprising that, although ALGOL/60 is the official
publication language of the Association for Computing Machinery
and is accordingly widely-publicized, the author knows of no
implementation of the complete language. Probably the most
important factor in this circumstance is the complexity of
ALGOL/60. TIndeed, in writing this chapter I frequently found
myself in the difficult situation of first attempting to under-
stand ALGOL/60 and then attempting to characterize the language
with the formal system. There are many interrelated program
constructions and a complicated variety of restrictions on
programs that make the language difficult to understand and
define, Nevertheless, as an example of the formal system,

applied to a somewhat complex computer language, a specification
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of the syntax and semantics of ALGOL/60 is presented in Appen-

dix L.*

Previous Work by Peter Landin:

In his papeer "pA Correspondence Between ALGOL/60 and
Church's Lambda Notation," Peter Landin described the semantics
of ALGOL/60 in terms of a modified form of Church's A-calculus,
called "imperative applicative expressions" or "1AEs". The
target language presented here is similar to Landin's impera-
tive applicative expressions in that the A=-calculus was
augmented to directly handle assignment and transfer of
control features ofAALGOL/SO, The target language differs
from imperative applicative expressions in that (a) the
mechanism to handle transfer of control here is different
from that of Landin, and (b) Landin's (SECD) machine to
evaluate imperative applicative expressions is specified by
a A-calculus expression, vwhereas the machine to evaluate
target language expressions here is specified by an extended
Markov algorithm.

The specification of the semantics of ALGOL/60 given
here is ﬁeavily based on Landin's definition. On the other
hand, the dissertation here not only includes a specification
of the semantices of ALGOL/SO, but also & specification of

syntax and a definition of the primitive funetions used in

#The specification of cheracter spacing and of the use of
exponents in numbers is not included.
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specifying the semantics. The primitive functions used to
specify the semantics of ALGOL/60 are defined only by example

in Landin's paper.

The Syntax of ALGOL/60

The canonical system specifying the syntax of ALGOL/60
is specified in Appendix 4.1. The first term in each speci-
fied term tuple describes some string in ALGOL/60. If ‘the
auxiliary predicate parts and termes are deleted from this
specification, Appendix 4.1 can be viewgd as a partial (context-
free) specification of the syntax. A context-free specifica-
tion of ALGOL/60's synéax exiasts in the ALGOL/60 report and
the specification of Appendix 4.1 closely parallels the
specification in this report. Although it does not completely
specify the syntax of the language, the context-free specifi-
cation of ALGOL/60 is fairly straight-forward and the presen-
tation of the canonical system of ALGOL/60 will therefore

focus on the context~sensitive requirements.

Context-Sensitive Requirements on the Syntax of ALGOL/60

There are myriad context-sensitive requirements on the
syntax of ALGOL/60. Among these requirements are

(a) The type of each identifier in a program must be
declared.

(b) An identifier cannot be used in conflicting con-

texts in the same block. There are many variants
of this requirement., For example, an identifier
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used as a real variable in a block cannot be used
as a boolean variable, an array identifier, a pro-
cedure identifier, or a switch identifier.

(c) Any use of an array identifier must occur with a
subseript 1list of the same dimension as that of
the bound pair list in the array declaration.

(d) The bound pair list in an array declaration can
depend only on variables that are non-lccal to the
block in which the array declaration is given.

(e) All statement labels in a block must be different.

(f) The uses of actual parameters in a function desig-
nator must be compatible with the uses of the cor-
responding formal parameters in the procedure
declaration. There are many, many variants of
this requirement., For example, an actual parameter
that is declared to be a real variable cannot cor-
respond to a formal parameter that is used as a
boolean variable, an actual parameter that is a
procedure 1dentifier must correspond to & formal
parameter that is used with arguments that are
consistent with the procedure declaration, and an
actual parameter that 1s an arithmetic expression
cannot correspond to a formal parameter that is
called by name and assigned a value in the procedure
declaration.

The context-sensitive requirements on the syntax of
ALGOL/60 occur in many other computer languages besides
ALGOL/60. The restriction (a) that the type of each identifier
must be declared occurs in many computer languages. For
example, in PL/1 each occurrence of an identifier used to
name an objlect must be declared, either explicitly, contextually,
or implicitly. An explicit declaration of an identifier is
given through a DECLARE statement, whereby an identifier is
given an attribute restricting the use of the identifier to
stateﬁents operating on certain classes of data, e.g., fixed

point numbers, character strings, or files. A contextual
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declaration of an identifier is given when an identifier
occurs in a context where only one ciass of data objects can
occur, e.g., in the statement "GET FILE (X) DATA" the identi-
fier “X" is contextually declared as a member of the class
file in that only a file name can occur after the string "GET
FILE" in a GET statement. An implicit declaration of an
identifier is given when an identifier is associated with
other declared identifiers (e.g., in the statement

"p = A ®# B", if "A" and "B" are declared as fixed point num-
bers, the identifier T may be implicitly declared as a fixed-
point nuﬁber). Programs not specifying a unique declaration
for each\identifier are 1llegal.

The festriction (b) that identifiers cannot Be used in
conflictihg contextx occurs in almost every language where dif-
ferent clesses of data objJects are distinguished. For example,
although PL/l allows some identifiers to be used in different
contexts, many contexts of declared identifiers are considered
illegal, e.g., if "X" is explicitly declared as a bit string,
the statement "GET FILE (X) DATA" is illegal since the GET
statement contextually declares "X" as a file.

1

The restriction (e) that ail statement labels in a block
must be difgerent occurs in almogt every language allowing
statements tb be labeled and control to be passed to a labeled
statement. The labels must be different in order for the
destination of the transfer of control to be unique. For
example, in Fortran IV no two statements may be labeled with

the same statement number.
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The restriction (f) that corresponding actual and formal
parameters must be compatible likewise occurs in many lan-
guages and can become complicated, especially in languages
allowing nested procedure definitions and applications like
ALGOL/60.

The author knows of only one major computer language
where a complete formal specification of its syntax has been
given. In particular, thé simulation language GPSS has been
specified completely by Donovan,3 using canonic systems,
Otherwise, the syntax of many computer languages has been
specified either informally or has been partially formalized,
usually with a context-free grammar.

Before discussing the specification of the context-
sensitive requirements on the syntax of ALGOL/60, the‘reader
is reminded that the auxiliary predicate parts and terms in
a production generally specify the 1lists of identifiers,
labels, variables, etc., that are used within the source
language string specified by the first term in the production.
These lists will be referred to repeatedly in the productions

to follow.

Specification of the Requirement that the Type of Each Variable
Must be Declared:

Consider the (abbreviated) production® from the canonical

#The productions given in the text will generally be only por-
tions of the corresponding productions given in Appendix b,
Portions of productions are given in the text to illuminate
better the particular construction under discussion. An expli-
cation of the complete canonical system for ALGOL/60 will be
given later in the chapter.
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system of the syntax of ALGOL/60:
ID<i> + REAL VAR:R VARS<i:i,>;

If "i" designates a string that is an identifier, the term
tuple "<i:i,>" designates a pair where the first element is
an identifier used as real variable, and the second element
designates the addition of the identifier to the list of

identifiers used as real variables in a program. Consaider

also the production
IDLIST<&> + TYPE DEC:DEC R VARS<REAL L:0,>

If "' designates a string that is a list of identifiers,

the term tuple "<REAL 2:£,>" designates a pair where the first
element is an ALGOL/60 declaration of a 1list of identifiers

a8 real variables, and the second element designates the addi-
tion of the 1list of identifiers to the list of identifiers
declared as real variables,

Next consider the production

STM SEQ:R VARS<s:vr>, DEC SEQ:DEC R VARS<d:vrd>,
L1:L2:REL COMP<v_:v
r’ rd
+ BLOCK:R VARS<BEGIN d;s END:V;>;

tvl>
r

Here, if

(a) "s" is a statement sequence with a list "vr" of
identifiers used as real varisbles

(b) "a" is a declaration sequence with a list "v.g" of
identifiers declared as real variables
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(¢) "v'" is the 1ist computed from "v " and "vr " by

toFming their relative complement (i.e., "vr - vrd")

then
(a) "BEGIN djs END" is a block with a list "v'" of
jdentifiers that are used as real variablés in the

block but not declared within the dlock

Finally, consider the production
PROGRAM STR:R VARS<p:A> -+ ALGOL PROGRAM<p>;

Here, if (a) "p" is a string that is in the form of a program
and (b) the 1list "R VARS" of identifiers that are used in the
program as real variables but are not yet declared is given
as null, then the string "p" is specified as a bone fide legal
ALGOL progranm.

In this manner (a) each identifier in a program used as
a real variable is added to the 1list of used reéllvariables,
(b) each identifier declared as & real variable is added to
the list of declared real variables, (c) each identifier de-
clared in a block as a real variable is removed from the list
of identifiers used as real variables, and (d) a sfring is

specified as a legal program only if the 1list of used (but

as yet undeclared) real variables is given as null.

Specification That Identifiers Cannot be Used in Conflicting
Contexts:

Consider the following production
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STM SEQ:R VARS:B VARS<s:vr:vb>, DEC SEQ<d4d>,

DISJ ENTRY LISTS<(vr)(Vb)> + BLOCK<BEGIN d;s END>;
where the predicate "DISJ ENTRY LISTS" specifies a set cone
sisting of one or more identifier lists each enclosed in
parentheses such that each list is disjoint from the others.
Ir "vr" and "vb" specify the lists of identifiers used re-
spectively as real variables and boolean variables, in a
statement sequence, the premise "DISJ ENTRY LISTS<(vr)(vb)>"
insures that the string "BEGIN d; s END" is a legal block

"

only if the 1lists "vr and "vb"

are disjoint, i.e., not used

in conflicting contexts.

Specification That Actual and Formal Parameters Must Be
Compatible:

The requirements on the uses of actual and formal para-
meters of ALGOL/60 procedures is complicated. For example,
let "P(X,A)" be a declared procedure with two formal parameters
"X" and "A", where in the declaration of "P", "X" is used as
& real variable and "A" is used as an integer array of dimen-
sion three. The function disignator "P(3.1,Q)", where "Q"
is a declared integer array of dimension three would consti=-
tute a legal activation of the procedure "P", whereas the
function designator "P(TRUE,Q)" would not be legal since the
type "REAL" of "X" and the type "BOOLEAN" of "TRUE" are not

compatible.
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To specify the context-sensitive requirements on proce-
dures, a number of additional predicates are defined. For
simplicity, in the discussion to follow I will assume that
ALGOL/60. has only three data types: real variables, boolean
variables, and integer arrays. Consider the following pro-
ductions:

DIMM<1>;

DIMM<m> ~+ DIMM<ml>;

SPEC<REAL> ,<BOOLEAN>;

DIMM<m> + SPEC<INTEGER ARRAY(m)>;

SPEC<s> + BSPEC LIST<s>;

SPEC<s>, SPEC LIST<2> - SPEC LIST<2,s>;

Here the predicate "SPEC" specifies & set comprising the
strings {REAL BOOLEAN INTEGER ARRAY(1) INTEGER ARRAY(11)
INTEGER ARRAY(111) ...}, where each string specifies the use
of some formal parameter in a procedure declaration. The
predicate "SPEC LIST" specifies a set where each member is

a string of parameter specifications each separated by a
comme.

For example, if "P" is a procedure declared as above,
the specification list for the formal parameters of "p" would
be "REAL,INTEGER ARRAY(111)". Similarly, if "p(3.1,Q)" and
"p(TRUE,Q)" are function designators where "Q" is declared
as an integer array of dimension three, the specification
list for "P(3.1,Q)" would be "ARITH EXP,INTEGER ARRAY(111)"
and the specification list for "P(TRUE,Q)" would be "BOOL
EXP,INTEGER ARRAY(111)". 1In the specification of the syntax

of ALGOL/60, a predicate "SPEC MATCH" is defined. The ordered
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pair "<ARITH EXP,INTEGER ARRAY(111):REAL,INTEGER ARRAY(111)>"
is a member of this predicate, and thus, by using this predi-
cate as a premise in the canonical system for ALGOL/60, the
function designator "P(3.1,Q)" is allowed as a compatible
function designator with the above indicated declaration of
"P". On the other hand, the ordered pair "<BOOL EXP,INTEGER
ARRAY(111):REAL,INTEGER ARRAY(111)>" is not a member of this
~ predicate, and thus the function designator "P(TRUE,Q)" is
not allowed as a compatible function designator for "P",

Since the number of data types in ALGOL/60 is much greater
than the number of types assumed in the examples Jjust given,
the actual specification of the context-sensitive requirements
is much more complicated than indicated in the previous para-
graphs. A detailed discussion of the complete canonical
system specification of the context-sensitive requirements

on ALGOL/60 procedures is given at the end of this chapter,

The Semantics of ALGOL/60

It seems that much less work in computer science has been
directed to formalizing semantics than in formalizing syntax.
While many methods for characterizing (at least in part) the
syntax of computer languages have been successfully developed,
few methods for characterizing semantics have reached a
development where entire languages have been characterized.

An application of the A-calculus has been used by Peter Landin21

25

and John Wozencraft to characterize respectively the seman-
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tics of ALGOL/60 and the classroom language PAL. The charac-
terization of’semantics given in this dissertation is in
part based on these efforts.

A quite different approach to characterizing semantics
has been taken by the IBM Vienna laboratory, which has under-
taken the formidable task of characterizing the.semantics of
PL/1. This group has used portions of LISP, the predicate
calculus, set theory, and other conmnstructs of their own inyen—
tion to characterize the semantics of PL/1. Their work has
been described in several lengthy IBM technical reports. A
Judgment of the utility of their approach awaits a more
digestible presentatidn of the formsal system and the tech-
niques used within the formal system.

The specification of the semantics of ALGOL/60 in terms
of the target language presented here is given in Appendix
4.2. Much of the semantics of ALGOL/60, e.g., arithmetic
expressions, boolean expressions, designational expressions,
conditional statements and statement sequences, are straight-
forwardly defined in the target language and in part have
been discussed in previous chapters. I will therefore focus
the discussion of this chapter on some constructs in ALGOL/60
whose semantics are not quite as obviously expressed in terms
of the target language.

The table on the following pages lists several example
ALGOL/60 expressions and their translations into the farget
language. In the discussion to follow, the reader may find it
helpful to refer to these examples,

133




EXANPLE ALGOL/60 EXPRESSIONS AND THEIR TRANSLATIONS
INTO TEE TARGET LANGUAGE

Syatactic Type

ALGOL/60 Expression

Translatfos into the Target Language

s

BUN

am

wn

¢

0

VAR

VAR

PCR DES
FCN DRE
ARITH RXP
ARITE XXP
bEs RXP
bEs RXP
DES RXP
COMMENT BTN

aoTO STH
ASGT STHM

ASGT STH
FOR LIST L
FOR sTR

UNCoRD STH
COND 8sTH

TYPE DEC
TYPE DPEC
ARRAY DRC

ARRAY DEC

¥ DEC
PROC DRC

3Loex

ALGOL PROGRAN

Al

al1,x)

P

QXY ,242)

AsDeC

IP B THEN O ELSE )
ALPRA

009

s(x)

COMNENT THIS IS
A coNmERT

GO TO 009

P e X

LIRL IR BEL AN

X STXP 1 UNTIL §
FOR ¥=1,2 DO VimVel

ALPBA: GO TO Q09

IF BsTRUZ
TEEZN GO TO ALPNA

REAL X,¥,2
OVN REAL X,Y,2

REAL ARRAY al1:10
1!10’

OVWN REAL ARRAY
Af1:10,1:10)

SVITCR B:sALPRA,009

REAL PROCEDURE P(XY
VALUE X: P:eXeY

BEGIN REAL X,Y;
X :=m Y ta 3;
A 1= XeY
]
BRGIN REAL A,B;
RAL POORARE ¥(X,Y);
RN
F = XoY/2;
A ze 33
B 1o AsP(b,A);
x¥D

165

(REGATE *€5')

(+{TRANS_INT *6€5',TRANS_FRAC *32'))

A

(X "A') ecif X 18 & formal parsmeter called by nage
A

(cn_lx.([co:v_ro_u'r '17), {comv_to_1nr xy.'n))

(P *av)

(Qlars.X,av.Y,0n.(e(2,2))))

tela,a(p,C)))

B cp 'p' ELSE = )¢
ALPEA

.9

((GET_EL{CONV_TO_INT X, 5)) *4')
"0y

(coro. .9)

LET »={CONV_TO_INT X) IN (P& ASSIGE, +)
If P is an integer procedure {dentifier

LET =(CONY_TO_INT X) IN LET asB IN (2 ASCIGN. v}
LET a=A IN (a ASSIGN, )

If A and D sre integer vars

Aw STEP() =, X,0v,"1% in.'5")

tron(v.nuu_cu[’:-.-x'.n.'z'].u'r e (CONY_To_INT(e(V,1)))
IN LET asV IN (a2 ASSIGN, »)

ALPEA: {GOTO, .9)
(=(B, 'TRUE'}) B (COTO. .ALPHA) ELSE =) *4°

XX 2 & RO VA g
XY, T = XF1,Y01,24)

A= Ouee_ustifae, i, 100, '108
& = (meez_xer(an fre a9fse n3F100, 10T

8 = (xmoRx_L1sT('i* farrua,.§))

P(X,Y) = LET P#,X = *A*, {UNSKAKE (X *A*))
IX LET »=(CORY_TO_REAL (+(X,(Y 'A%)))
IN  (P# ASSTGRT =)3 P#

LET REC X,Y='pt 00
I LET I'(CO'Y_‘I‘O_RIAL 3" I¥ LET a=Y IN {a ASSIGN.
T a=X IN (a ASSIGH,

LE
LET w=(CORY_TO_REAL (s{X,Y)) IN LET wA IN (a aASSION.

P X="'1" (UNCHARE (X *£7))

LIT REC A B, F(X,Y)="A" *A* LET
15 CORV_TO_REAL((X,(/{{Y
re

1ar) toe
1IN (re assTonT o) *hireean)
IN LET »=(CONY_TO_REAL '3') IN LET owk IN {a ASSIGH, »);
LET = (CONV_TO_REAL (o(A,P(Av."A*,25.4))))
I¥ LET a=8 IN {o ASSIGN. »)
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Primitive Functions Used to Define the Semantics of ALGOL/60:

Appendix U.3 defines the primitive functions used in
defining the semantics of ALGOL/60. Appendices L.3a and 4.30v
define miscellaneous primitives, like the function "NEQ" for
negating a boolean value, the function "HD" for computing the
head of a list, and the function "ABS" for computing the
absolute value of a number. Real numbers in ALGOL/60 are
represented in the target language by their fractional equiva-
lent. A fraction in the target language is & string of the
form "xDy", where x and y represent respectively the numerator
and denominator of the fraction. For example, the real number
"1.5" in ALGOL/60 is translated into the target-language
string "3D2" denoting the traction three-halves (3 Divided by
2). Appendix U.3c defines the primitives "TRANS_INT" and
"TRANS_FRAC" for converting real numbers to their fractional
representation and the primitives "CONV_TO_REAL" and "CONV_
TO_INT" for converting integer numbers to real numbers and
real numbers to integer numbers. Appendices L.3d and L. 3e
define the arithmetic and boolean primitives.

Appendices 4.3f and 4.3g define the primitives used in
defining the semantics of for statements and arrays and will
be discussed later in the text.

Primitive functions similar to those given for ALGOL/60
can be used to define the semantics of many languages used
for numerical processes. For example, in FORTRAN IV, the

arithmetic and boolean primitives almost exactly parallel
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those for ALGOL/60. Although FORTRAN IV allows the user to
(a) specify one of two precisions for real number arithmetic
and (b) specify arithmetic for complex numbers, these facilities
can be readily specified in the target language by (a) defin-
ing a primitive that converts target language fractions to the
desired precision as real numbers and (v) defining the arith-
metic operators for compléx numbers in terms of those given
for real numbers. Similarly, the FORTRAN IV facilities for
arrays and DO statements closely parallel the ALGOL/60 facili-

ties for arrays and for statements.

Assignment of Values to Variables and Procedures:

Consider the following ALGOL/60 assignment statements:

S
[

X

ny
I
b

=
"
=
n
]

vhere "X" is an integer variable, "A" is a real variable, and
"F" is a real procedure identifier. The corresponding target

language expressions for these statements are:

LET = = (CONV_TO_REAL X) IN LET « = A IN (a ASSIGN. )
LET n = (CONV_TO_REAL X) IN (F# ASSIGN. r)
LET n = (CONV_TO_REAL X) IN (F# ASSIGN. n);

LET a = A IN (a ASSIGN. =)
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The expression on the right side of an assignment state-
ment must be evaluated only once. Therefore, the translation
of the right-hand expression is evaluated once and is linked
with the dummy variable "w" and the value of = is used in
each target language'assignment expression. The primitive
"CONV_TO_REAL" is applied to "g" pefore the assignment to
convert the vaiue of "1" to a real number.

Assignments in the target language can only be made to target
language variables. The ALGOL/60 variables in the left side of the as-
signment statement are linked with the dummy target language variable
"4" to handle the case where the ALGOL/60 variable is a formal
parameter called by name and the ALGOL/60 variable must be
translated into a target language expression that is not a
variable. (This point will be discussed shortly.) By linking
the dummy variable o with the translation of expression re-~
presénting the ALGOL/60 variable, an assignment to o will
also result in an assignment to the corresponding ALGOL/60
variable.

The assignment of a value to a procedure in a procedure
declaration is handled by affixing the mark "#" to the proce-
dure identifier and assigning the value of the right=-hand
expression to this newly formed identifier. The "g" is affixed
to the identifier to avoid conflicts with the use of the pro-
cedure identifier in a recursive call to the procedure. In

the translation of the entire procedure declaration, the
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translation of the last statement in the declaration is
followed by the statement "F#", where F is the procedure
identifier. Thus the evaluation of the procedure will return

the value currently assigned to the Procedure identifier.

Parameters Called by Name and Called by Value:

Consider the following ALGOL/60 procedure declaration:

PROCEDURE F(X,Y); VALUE Y,

BEGIN
Y := Y4y,
X 1= YaY;
END

In this procedure declaration the formal parameter "X" is
called by name and the formal parameter "Y" is called by
value. If "A" and "B" are real numbers whose current values

are "1" and "2", the evaluation of the procedure statement
F(A,B);

results in changing the value of "A" to "L while leaving the
value of "B" unchanged.

Next consider the following target language translations
of the procedure declaration given above and bprocedure state-
ment "F(A,B)":

LET F(X,Y) = LET Y = (UNSHARE (Y *ar))
IN LET = = (CONV_TO_REAL (+(Y,Y)))

IN LET @ = Y IN (o ASSIGN. w);
LET m = (CONV_TO_REAL («(Y,Y)))
and IN LET o = (X 'A') IN (a ASSIGN. 1)

F(Am.A, An.B)
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Here, the translations of the actual parameters "A" and "B"
are given as functions mapping the dummy variable "n" into

the variables of "A" and "B". In the evaluation of the pro-
cedure statement "F(A,B)", the function "3n.B" will be applied
to the null string (causing the evaluation of "B") and the
function "UNSHARE" (Appendix 4,3a) will be applied to this
value (causing the formation of a new cell in the store for
the value of "B". Thus subsequent assignments to the formal
parameter "Y" will not result in changing the value of "B",

On the other hand, the function "UNSHARE" is not applied to

"y" oand the assignment of a value to "y" will result in

changing the value of the corresponding actusl parameter "Av.

Lists in ALGOL/60:

In defining the semantics of ALGOL/60, it will be con-
venient to define primitive functions operating on lists of

strings. I will use the notation

Sl+ 52+ “aee

where the ;s l<i<n, are strings, to denote a list. 1f

X X

l’

oy e ,Xn are expressions whose values are the strings

s s 58 s the expression

l, 2, * e

(1) ((CcAT ... ((cAT ((cAT ((CAT xl) ro)) Xe)) L)) .. xn)

will result in forming the list
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Sl"' 52+ ¢ 00 + n

The concatenation of expressions to form lists will occur
frequently in the formal definition of ALGOL/60. For conven-
ience, I will generally omit the explicit specification of
the.concatenation of the component expressions of s list and
write list expressions of the rorm‘(l) in the alternate nota-

tion

[x,, Xpp o0 X

Arrays and Switches:

An array in ALGOL/60 is treated in the target language
as an indexed linear list, where the number of elements in
the 1list equals the number of elements in the array. For

example, an array with a bound pair list
[1:2,1:3)

is translated into the string

(1+1,A)*(1+2,A)+(1+3,A)+(2+1,A)*(2+2,A)+(2+3,A)

Vhere the symbol "A" specifies an initial null value for each
element of the array. The translation of arraye into lists is
handled through the function "MAKE_LIST" (Appendix 4,3g), which
converts the bound pair list of the array into a linear 1list

of array elements each with an initial null value. An element

of an array is obtained through the function "GET_EL",
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(Appendix 4.3g), which, given a subscript 1list and an array
i identifier, obtains the appropriate array element. The
elements of an array are updated with nev values through the
function "RESET_LIST", which resets the value of one of the
array elements in the array list.

Switches are also treated as linear lists. For example,
e switch with a switch list "L,M,N" is translated into the
target language string ”Kl,ln. .L)+(2,An. M), (3,hm. .§)} The

elements of the target language list are given as dummy

variable functions so that an element of a switeh list is
not evaluated unless the element is selected by a designa-

j tional expression. The translation of switches into lists

A ijs handled through the primitive function "INDEX_LIST" (Ap-
pendix b4.3g), which forms an indexedvlist of switch elements.
An element of a switch 1list is obtained by applying function
"GET_EL" to the switch list and then applying the selected
element to the null string. This applicafion results in

forming the proper label-closure for the label.

Own Variables:

Consider the following outlined ALGOL/60 program:

BEGIN
REAL X,Y,%;
PROCEDURE F(A); BEGIN OWN X; ... END;

END
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and its target language translation

LET X#1 = 'p!
IN LET REC X,Y,2,F(A) = 'A','A',"A',LET X =X#1 IN ...
IN

The variable "X" in the ALGOL/60 procedure "F" is an own
variable, and hence on successive calls to the procedure "F"
the value of "X" is not re-initislized to a null value but
maintains the value last assigned to "X" on the previous call,
In the target language translation of the program, 8 new
global identifier "X#1" is created, and on each call to "F"
the value of "X" is set to the value of "X#1". In this manner
an assignment to the value of "X" will also result in an
assignment to "X#1". Since "X#1" is global to the entire
target language expression, "X#1" will maintain the value

last assigned to "X" and subsequent calls to "F" will result
in resetting "X" to its last assigned value.

The mark "#" and positive integer are affixed to the
global own identifiers so that these identifiers will not
confliet with other identifiers in the target language
expression.

Own arrays are treated similarly to own variables in
that the own array identifiers are coupled with corresponding
global identifiers. The global array identifiers are ini=-
tialized with null values. Upon each entry to a block with

an own array,
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{a) the value of the global array identifier is updated
to the value computed from the current value of the
global identifier by (1) retaining the values of
the array elements whose indices, as specified by
the current value of the bound pair 1list, occur in
the array list for the global identifier, and (2)
setting to null the values of the array elements
whose indices do not occur in the array list for
the global identifier, and

(b) coupling the value of the own array identifier with
the value of the corresponding global array identi-
fier. :

“
Thus, upon the first entry to the block, each element of the
own array will be given as null. Since updating the value
of the local own array identifier will also result in up-
dating the value of the corresponding global array identifier,
subsequent entry to the block will result in resetting the
values of the previously given elements of the own array
identifier to their previous values and sefting the value of
each array element not included in the previous bound. pair
list to null. N

Own variables and own arrays have generélly caused prob-
lems for those implementing languages with own variables in
that special programs and storage areas have been needed to
properly implement own variables. The above mechanism for
handling own variables in the target language is quite
straightforward and avoids the complexity generally associated

with own variables

Goto Statements:

A statement of the form "GO TO L" in ALGOL/60, where L
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is & label reference, will result in interrupting the normal
order of evaluation and continuing by evaluating the statement
labeled dy L in the same sequence or in the first encompassing
block containing a statement with & label L. The mechanism
for transferring control to a target language expression in
the same or an éncompassing sequence has been discussed in
the chapter III.

On the other hand, a more complicated situation for
transferring control occurs when a label is rassed as an
argument to a procedure.* For example, consider the procedure

statement
F(L)
and the procedure declaration

PROCEDURE F(X); LABEL X;
BEGIN

GO TO X;

END

Since in the target language, the Procedure statement is

translated as
F(am. .L)

where the )-closure for "Am. .L" is evaluated relative to the

*Formal parameters that are labels called by value are excluded
according to the ALGOL/60 report.
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environment within which the grOcedure statement occurs and

the GO TO statement is translated as
(coTo. (X 'aA'))

the label-closure for X will refer to the labeled statement

in the bloek in which procedure statement occurs (or to a
labeled statement in an encompassing block) and the environ-
ment given by the label closure will refer to the environment
of the block specified at the time when the procedure state-
ment was evaluated.
Furthermore, consider the ALGOL/60 program:
BEGIN INTEGER A,Bj
PROCEDURE F(I,X); LABEL X; VALUE I
BEGIN M: B := B+l;
I := I+1;
IF B=4 THEN GO TO L1j;
IF¥F B=3 THEN GO TO X;

IF B=2 THEK F(I,X);
IF B=1 THEN F(I,M) END Fj

A := B := 03
F(A,L1);
Ll: A := AsA

END
Here F is a recursive procedure that is called three times.
On the second cell to F the local label M is passed as an
argument; the label-ciosure for M will specify an environment
within which the value of I is 1. On the third call to F the
GO TO statement "GO TO X" will result in resetting the environ-

ment within which the value of I is 1, and upon exiting from

the procedure the value of I will be 2, and not 3.
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Recursive Definitions:

ALGOL/60 allows the declaration of variables, arrays,
switches, and procedures that can depend on each other. For
example, the following declaration sequence can occur within
& block

REAL PROCEDURE H1(X1); IF X1=0 THEN 1

ELSE X1eH2(X1-1);
REAL PROCEDURE H2(X2); I¥ X2=0 THEEN 1
ELSE X2#H1(X2-1)
These declarations constitute a simultaneous recursive defini-
tion of the factorial function (e.g., the value of the function
designator "H1(4)" is "2u4").

If El1, E2, and S are statements, and H1 and H2 are proce-
dure identifiers that are (possibly) defined simultaneously
recursive, the ALGOL/60 block

BEGIN

REAL PROCEDURE H1(X1); Ei1;

REAL PROCEDURE H2(X1); E2;

8
END

can be correctly defined by the target language translation
(1) (Ar.(AH1.(2H2.s (HD w)) (TL x)) (2 AH1.)AH2.[\X2.e2 AXl.ed]))

where el, e2, and s are thé target language expressions for
the ALGOL/60 statements El, E2, and S and the fixed point
operator Y2 is
AF, LET wl,n2="At 'A?
IN LET Z=((F wl) =2)
IN (w1 ASSIGN. ED 2);

(n2 ABSIGN. TL Z);
z
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Extending the alternate notation for recursive definitions
given earlier, an expression of type (1) will be alternately
written

LET REC Hl,HZ=AXl,e1,AX2.e2
IN s

and further rewritten

LET REC H1(X1),H2(X2)=el,e2
IN s

More generally, if H1l, H2, ... , Hk are declared variables,
arrays, switches, or procedure identifiers whose target lan-
guage translations are the expressions tl, t2, ... , tk, and s
is the target language translation of the a statement, an
expression ¢f the form
(2) (Xw.(kEl.(AHZ..,(Hk.a (1st x)) (2nd #)) ... (kth x))

(Y* aHl.aB2...2HkRk ... t2,¢t1))
where

1st # = (HD w)

2na » = (EHD (TL ))
kth = = (HD (PL (TL ... %)...))
Yk = AF, LET %1,%2,...,7ks'A? "A' ,..,"A"

IN LET Z'(¢-.((F wl) '2) ro s 'k)
I¥ (vl ASS8IGE. (HD Z));
(32 ABSTCN, (HD (TL 2)));

(xk ASSIGN. (HD (TL (TL .. 7)..));
2

and

if Hi, 1g<i<k, is & procedure definition of J variables
Xr,Xx2, ... , XJ

then the expression ti is given as AX1.xX2.,.AXk.ei, where
ei{ is the target language translation of the procedure
body,
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will correctly define the (possibly simultaneous recursive)
definitions in s.

Further extending the alternate notation for k simul-
taneous recursive definitions, an expression in the target

language of form (2) will alternately be written

LET REC H1,H2,...,Hk=t1,t2,...,tk

IN s
Furthermore, if Hj, 1<i<k, is a procedure definition of J
variables X1,X2,,..,Xj, then Hi and ti will be given as
Hi(X1,X2,...,XJ) and ei, where ei is the target language

translation of the procedure body.
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For Statements:

Consider the following ALGOL/60 for statement:
(1) FOR X:=1, 2 STEP 2 UNTIL 7 DO X:=X+l1

Here, since the control variable is itself updated in the
statement "X:=X+1", the statement "X:=X+1" is evaluated only
three times, for the values of the control variable "X" equal
to "1", "2" and "5". The critical point in this evaluation

is that the increment for the control variable "X" is ‘delayed
until the statement following the "DO" is executed, possibly
changing the current value of the control fariable. Similarly,

the evaluation of a for statement of the form
(2) FOR X:=Q, U STEP V UNTIL W DO 83

where "s" is some statement, can result in changing the
values of "X", "U", "V", or "W" before each iteration of the
statement, The delay in the evaluation of for 1list elements
is handled through the use of dummy variable functions. For
example, consider the following function definitions:
REC STEP(A,B,C) = LET A',B',C' = (A 'A'),(B 'A"),(C "A')

IN (B'>0)A(C'<A') = 'A'

(B'<0)A(A'<C') = A"

ELSE A' A, (STEP(Aw,
= L *(+(a',B')), B,C))
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REC DELAY CAT L = LET H,T = ED L, TL L
IN LET H' = (H 'A')
IN (T = 'A') = @
(2' = *'A*) =) (DELAY_CAT T)
ELSE =@, 7

REC FOR(V,L,§) = LET H,T = HD L, TL L
IN (L = 'A') —a 1A
ELSE = V := H; (8 'A');
FOR(V, (DELAY CAT T),S)

and the following target language translation of the for state-

ment (2)
FOR(X,(DELAY_CAT fin.q ix.{STEP{Av.U,A7.V,An.W)) ], o) ®

Here the function "DELAY_CAT", when applied to the list of
dummy variable functions in a for list, produces (a) the null
string or (b) the evaluation of the next element in the for
list followed by the dummy variable fuﬁetions representing
the remaining elements in the for 1list. The function "FOR"
successively evaluates the statement within the for statement
for each of the successively computed elements in the for list.
The semantic constructs in ALGOL/60 are similar to those
in many other computer languages for performing numerical
calculations, e.g., FORTRAN, MAD, AED axné portions of PL/1.
The semantic constructs in SNOBOL/1, defined in the previous
chapter, appear inm part in several languages for string
manipulation, e.g., PANON/1B, TRAC and CONVERT. The charac-

terization of certain important linguistic features, like

®s' represents the target language translation of the source
language statement s.
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structures in PL/1 and AMBIT/G and real-time operations in
PL/1, has not yet been attempted with the target language
presented in this dissertation. I suspect that the delay
feature in evaluating target language expressions will prove
useful in defining real-time operations and that'modifications
to the target language will be needed to characterize conven-
iently operations on structured data. Nevertheless, the
characterization of SNOBOL/1l and ALGOL/60 have provided
significant tests of the target language in defining semantiecs,
and it is expected that future research will yield modifica-
tions and extensions of the concepts presented here to define
more varied computer languages.

Since the discussion in this chapter has focused on a
simplified exposition of certain éonstructs in ALGOL/60, the
remainder of this chapter will be devoted to a detailed
explanation of the complete formal definition of ALGOL/ 60,

as given in Appendix k4.

Two Abbreviations for the Canonical Systems of ALGOL/60: %

Besides the abbreviations introduced earlier, two abbre-
viations have been added to the notation for canonical systems
in writing the canonical systems for ALGOL/60. The first of
these abbreviations allows the user to abbreviate construc-

tions defining an alternating sequence of two other

#The remaining portions of this chapter are for those who wish
to study in detail the formal definition of ALGOL/60 given in
Appendix b,
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constructions (for example, defining a "for list,”" which con-
sists of a sequence of for list elements each separated by a
comma ). Examples of the variants of this abbreviation are
given in examples 7 in the table on the following page. The
formal definition of this abbreviation is given in productions
21 of Appendix 1.3.

The second of these abbreviations generally allows the
user to use a slash to abbreviate productions that are re-
Peated for each of the constructions defining real, integer,
and boolean quantities in ALGOL/60. An example of the use
of this abbreviation is given in example 8 in the table on
the following page. The formal definition of this abbrevia-

tion is given in productions 22 of Appendix 1.3,

Notes on the Canonical System Defining the Syntax of ALGOL/60:

Predicates Needed to Bpecify Context-Sensitive Requirements:

To specify the context-sensitive requirements on the
syntax of ALGOL/60, a number of additional predicates (S31
through Skl) are used. The predicate "TYPE" (S31.1) defines
& set of three members, the strings "REAL", "INTEGER", and
"BOOLEAN". The predicate "DIMM" defines a set consisting of
strings of ones, where the number of ones in a string gives
the dimension of an array. The predicate "SPEC" defines &
set of strings, where each string specifies the use of some

formal parameter in a procedure declaration, The predicate
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"SPEC LIST" defines a set where each member is a string of
parameter specifications each separated by a comma. For
example, if "P" is a declared procedure with two formal para-
meters "X" and "A", and "X" is used ‘as & real variable and

"A" is used as an integer array of dimension three, the speci-
fication 1ist for the occurrence of the procedure declaration
is "REAL,INTEGER ARRAY(111)".

The predicate "SPEC1:SPEC2:COMB" (533) defines a set of
triples, where the first element is a rarameter specification
designating some use of a formal DParameter, the second element
is a parameter specification designating some other compatible
use of the parameter, and the third element the parameter
specification designating their combined use. For example,
if the formal parameter "X" were used in three contexts, as
a real variable in an arithmetic expression, as a real vari-
able in a subscript list, and as a real variable that is
assigned a value in an assignment statement, the following

triples could be generated
<A:REAL:REAL> <REAL:REAL:REAL> <REAL:ASGNED:REAL ASGNED>

designating the combined use of "X" as a "REAL ASGNED" vari-
able. Note that if X is used both as a real and a boolean
variable, there is no way to combine the specifications "REAL"
and "BOOLEAN" to obtain the specification of the combined use
of"™X". In the generation of legal programs, the use of this

predicate prevents the generation of illegal procedure
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declarations containing such incompatible uses of formal
parameters.

The predicate "SPEC MATCH" (S34) defines a set of ordered
pairs, wvhere the first element is the parameter specification
of an actual parameter, and the second element is a compatible
parameter specification of the corresponding formal parameter.
The predicate "SPEC LIST MATCH" augments this set to include

lists of parameter specifications. For example, 1if "p" is a

. procedure as defined above and "Q" is a declared integer

array of dimension three, the function designators "p(3.1,Q)"
and "P(TRUE,Q)" would have specification lists "ARITH EXP,
INTEGER ARRAY(111)" and "BOOLEAN EXP,INTEGER ARRA!(;ll)".
The specification list "REAL,INTEGER ARRAY(111)" would match
the specification 1ist "ARITH EXP,INTEGER ARRAY(111)" but
would not match the specification list "BOOL EXP,INTEGER
ARRAY(111)". Thus the use of this predicate prevents the
use of incompatible formal and actual parameters.

The predicate "USES:PARS WITH SPECS" (835) defines &
set of ordered pairs, where the first element of each pair
contains several lists of formal parameters with each list fol-
lowed by a parameter specification enclosed in parentheses®

(e.g., "X,Y,2,(REAL) A(111),B(1111),(BOOLEAN ARRAY))", and

#If the formal parameter is an array identifier, the identi-
fier may be followed by the dimension of its subscript 1list;
if the formal parameter is a procedure identifier, the
jdentifier may be followed by the specification l1ist for
its actual parameters.
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the second element contains the list of formal parameters
with each formal parameter followed by its parameter specifi-
cation (e.g., "X REAL,Y REAL,A BOOLEAN ARRAY (111),B BOOLEAN
ARRAY(1111)"). The predicate "PARS:USES:SPECS" defines s

set of triples, where the first element is a list of formal
parameters (e.g., "X,Y,A,B"), the second element is a list

of the uses of the parameters (e.g., "X REAL,Y REAL,A BOOLEAN
ARRAY(111),B BOOLEAN ARRAY(1111)" ), and the third element
the parameter specification list for the parameters (e.g.,
"REAL,REAL,BOOLEAN ARRAY(111),BOOLEAN ARRAY(1111)" ). This
predicate is used to generate the specification list for the
formal parameters in a procedure declaration.

The predicate "ENTRY" (S36) defines the set of elements
that can occur as auxiliary lists in the canonic system for
ALGOL/60. An entry is either an identifier, or an array
identifier followed by the dimension of the subscript list
given with the array identifier, or a procedure identifier
followed by the specification list of the actual parameters
given with the procedure identifier. The predicates "DIFF
CHAR", "DIFF gTR", "DIFF ENTRY", "IN", "NOT IN", "NOT CONT",
"DIFF ENTRY LIST", "DISJ ENTRY LIST", "L1:L2:INTERSEC" and
"L1:L2:REL COMP" are similar to those given for SNOBOL/1.

One important exception in the similarity for the ALGOL/60
Predicates and the SNOBOL/1 predicates occcurs in the defini-
tion of the predicate "IN" (838.1). An entry is considered

to be contained in a list of other entries only if the
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dimension of an array identifier or the specification list
other identical array identifiers or the specification lists

of other identical procedure identifiers.

Specification of the Context-Sensitive Requirements:

In general, the context-sensitive requirements on the
syntax of ALGOL/60 are specified by specifying a number of
auxiliary lists with each syntactic unit and later specifying
that each of these lists has certain properties. The lists
specify (a) the identifiers declared as real, integer, boolean,
or switch variables (S24 and S26.2), (b) the identifiers
used as real, integer, boolean, or switch variables (S88.3,

89.1 and S512.2), (c) the identifiers declared as real, integer,
or boolean arrays (825.9 and 5§25.10), (d) the identifiers

used as real, integer, or boolean arrays (S8.4 and S9.3)

(e) the identifiers declared as real, integer, boolean, or
non-valued procedures (527.12) (f) the identifiers used as
real, integer, boolean, and non-valued procedures (59.2, 59.9
and 89.10) (g) the labels®* (820.2 and 821.3) and label refer-

ences (S12.,1), (h) the procedure identifiers and variables

®Leading zeros in a numeric label do not effect the value of
the label. For example, the strings "001L49", "0149", and
"149" each denote the label with value "149", Thus, a label
is defined (S4) in the canonia]l system by a set of ordered
pairs, where the first element is a label and the second
element is its value, The auxiliary lists of labels and
label references contain the values of each label string.

157




T T T T T T e e W, T

that are assigned & value in an assignment statement (818.1
and 818.2), and (i) the variables used in the arithmetic
expressions in an array declaration (825.1).

The specification of the restrictions on each of these
lists is complicated. The lists of formal parameters, para-
meters called by valﬁe, and labels in a procedure declaration
must contain identifiers each of which a different (predicate
"DIFF ENTRY LIST" in S27.12). The lists of formal parameters
used as real, integer, boolean and switch variables, the lists
of formal parameters used as real, integer, and boolean arrays,
the lists of formal parameters used as real, integer, boolean
and non-valued procedures, the lists of formal parameters
used to reference labels, and the lists of mssigned procedure
identifiers must each be disjoint (predicate "DISJ ENTRY
LISTS" in 827.12). The 1lists of declared identifiers and
labels in a block must each contain different identifiers
(predicate "DIFF ENTRY LIST" in 829). The lists of identi-
fiers used as variables, arrays, procedures, and labels must
each be disjoint (predicate "DISJ ENTRY LIST8" in 829).

The lists of identifiers used in a procedure declaration
but not specified as formal parameters (the primed variables
in 827.12), the 1lists of identifiers used in a block but not
declared in the block (the double primed variables in S29),
and the lists of identifiers used in the bound pair list of
an array declaration (the variables with a subscript "m" in

S529) must be obtained and specified as used identifiers in
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the procedure declaration or block. PFurthermore, with each
declaration (825.4) or use (88.4 and 89.3) of an array identi-
fier, the dimension m of the associated bound pair list or
subscript 1list is kept with the identifier in the auxiliary
lists of declared and used arrays. Similarly, with each
procedure declaration (S27.12) and function designator (S9.2,
89.9 and S59,10), the specification 1ist x of the formal or
actual parameters is kept with the identifier in the auxiliary
lists of declared and used procedures, The specification 1list
for a procedure declaration is obtajined through the predicate
"PARS:USES:SPECS" discussed earlier. The restrictions that
the dimension of each use of an array identifiér must match
its declared dimension and that the actual and formal para-
meter lists must be compatible are specified through the
predicates "PARS:SPECS:USES", "L1:L2:REL COMP" and "L1:L2
tINTERSEC" as discussed earlier.

Finally, a string is defined as a syntactically legal
program only if the lists of used but not declared variables,
arrays, procedures, labels, label references, and assigned

procedure identifiers are each given as null (S30.3).

Notes on the Canonical System Specifying the Translation
of ALGOL/60

Three additional predicates (T42) are used in the specirfi-
cation of the translation of ALGOL/60 into the target language.

The predicates "LIST:CORR NULL LIST", "LIST:CORR UiSHARE LisT",
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and "LIST:CORR INDEXED LIST" define sets of ordered pairs
where the first element of each pair is a 1list of identifiers
(e.g., "X,Y,2,") and the second element of each pair is
respectively (a) the corresponding list of null strings (e.g.,
WIAT VAT YAY " )% (b) the corresponding 1l1st of expressions
applying the function "UNSHARE" to each identifier (e.g.,
"(UNSHARE (X 'A')),(UNSHARE (Y 'A')),(UNSHARE (2 (Y 'A'),",
and (c) the corresponding list of identifiers each followed

by a "#" and a positive integer (e.g., "X#L,Y#1,Z#1,").

*In the target language these lists are used in expressions
like "LET X,Y,2, = 'A','A','A', IN ...". Strictly speak-
ing, the last comma in each 1ist should be removed.
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CHAPTER VI

DISCUSSION

This thesis describes a formsl system for defining the
rules for writing progreams in a computer language and for
defining what these programs mean. The author strove for
simplicity of the formal system, and then applied the formal
system to define two complete computer langusages, ALGOL/6OF
and SNOBOL/1.

Besides simplicity, such attendant qualities like
naturalness, perspicuity, and communicativeness have been
accorded due allowance. Necessarily, I have used my personal
discretion in weighing these gqualities., It is inevitable
that further research will refine the optimal balance of
these qualities. Admittedly, there exists no known metrics
for measuring these qualities precisely. They are subject
to a latitude of interpretations. This fact should not be
surprising. Indeed, almost every computer language has at
least the theoretical capability of defining any computable
algorithm., Why so many computer languages? It is more
natural or more concise to define an algorithm in one lan-
guage than another

Canonical systems were used here to define the syntacti-
cally legal strings ;n a computer language and the transla-
tion of the legal strings into strings in some other language.

Not once was it necessary to step outside the formalism to
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define the syntax or translation of a language., Although
some complexity was added to the formalism by introducing
abbreviations to the btasic notation, even the abbreviations
vere ultimately defined in terms of the basic formalism.
Extended Markov algorithms and the A=-calculus
were used as a basis for defining semantics., Prior to this
effort, work has been doéne by others in using formalisms
like recursive function theory, Markov algorithms, formal
graph theory, and the A-calculus to characterize computational
processes, However, the marriage of extended Markov algo-
rithms to the A-calculus is to my knowledge the first attempt
where two formalisms have been intimately combined to charac-
terize computational processes, Almost every construction
in SNOBOL/1l and ALGOL/60 was solely within the combined
formalism. The introduction of new expressions to the
combined formalism to mirror the assignment and transfer of
control constructions in SNOBOL/1l and ALGOL/60 appeared un-
avoidable, Nevertheless, these additions accomplished con-
Plete definitions of the semantics of both languages. More-
over, the entire target language was eventually defined by
an extended Markov algorithm defining a machine for evaluating
strings in the target language.
The extended Markov algorithm definition of the target
lariguage evaluator not only reduced the definitions of
semantics to a single formalism, but also demonstrated that

a computer possessing only the characteristics needed to
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evaludate an extended ﬁarkov algorithm is sufficient to
execute source language programs translated into the target
language. The conventional machine facilities existing in
most computers, like tho?e for performing arithmetic and
logical operations and those for transferring control within
a program, are not needed to evaluate target language pro-
grams, although they may be convenient. On the other hangd,
such horribly detailed machine facilities, like those for
shifting bits or branching on the setting of aannik; appear
to be useless in evaluating target langusge programs. The
ability to use extended Markov algorithms as the basic
evaluating mechanism for computational processes suggests that
machine languages quite different from thosé convestionslly
used might be more effective for defining computational
processes. Howvever, this subject is, at least, worth adpther
doctoral dissertation.

Ope may well ask: Why was one torntiis;, canonical
systems, used to define the syntax and transiation of & lan-
guage? Why vas another péir of formalisms, extended Markov
aigofiﬁhlsAdﬁ& tﬁe x«calctilus, used to defime the sesmantics
of a language?! And vhy was Just eitended Markov algorithms
used to define the target langusge évalustor? The following
are my apsvers. rirst, it appears convenieat fo défine the
syntex an® translation of & langnage with a geserefiwe grammar

(which canonienlvtyitcns-yroyi@ei thet frees the langusge
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designer from the details of specifying a scanning algorithm
for determining whether & source language string is accept—
able. Second, a computer language generally specifies some
well-defined algorithm for performing a computation, and
hence it seems somewvhat natural te define the semantics of
a computer language with some simpler algorithmic formalisms
(1ike extended Markov slgorithms and  the A-calculus).
Third, extended Markov algorithms alone were sufticient\to
define the target language evaluator. Fourth, the considera-
tions of naturalness and perspecuity arise again, The
formalism of canonical systems seemed well-suited to define
the syntax and translation of a language, the combined forma-
lism of extended Markov algorithms and the  A=calculus
readily lent themselves to defining what a 1anguége means,
anﬁ extended Markov algorithms provided the desired concise
definition for the target language evaluator., In short,
different formalisms model different processes with different
degrees of complexity.

I have attempted to separate the specification of the syntax
and semantics of a language into three parts: (1) the specification
of the legal strings in a language, (2) the specification of the transla-
tion of the legal strings into the target language, and (3) the specifica-
tioﬁ of the primitive functions used in the target language. Although
each of these specifications must depend on the others for their cor-

rectness, the specification of the primitive functions in the target -
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language were written for the most part after the specification of the
translation of the source language into the target language and re-
sulted in few changes to the definition of translation. On the other
hand, it is unfortunate that the specifications of the syntax and transla-
tion depended heavily on each other. A change in the specification of
the syntax often required a change in the specification of the transla-
tion, and vice versa. It would certainly be valuable to develop a con-
vention that would better isolate the specification of the syntax and
translation.

Although the semantics of a source language was formally
defined here by the target language, and although canonical
systems specify only the syntax of a language, a large portion
of the senaﬁtics of the source language was somewhat impercep-
tively defined in the canonical system defining only the syntax .
of the language. By using descriptive predicate names like
"ARITH EXP", "COND STM", and "LABEL", a correspondence with
the English language was made to aid the reader's understand-
ing of what was being talked about, i.e., the semantics of
the constructions being defined., A similar use of the
English language occurs in a Backus-Naur form specification
of a computer language. The use of metalinquistic varisables,
like "ARITH EXP", "DIGIT", and "PRIMARY" in productions like
"<ARITH EXP> :: = <DIGIT> | <PRIMARY>", does convey some ides
of what the specified strings mean, although strictly speaking

the productions define only certain legal strings in a
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lenguage., In this way both canonical systems and Backus-Naur
form make good uses of one of the most popular meta-~languages,
the English language.

There are several immediate uses of the formal system
presented here, First, when developing a language, it would
be desirable to have a formal definition specifying precisely
vhat strings are allowed in the language and what the strings
mean. Such a formal definition could be given to others for
their analysis and would sharpen the debate over whether the
convenience of each construction in the language would be
worth the difficulty in éxplaining or implementing the con-
struction, Second, after the designers agreed upon the con-
structions in the language, the formal definition would be
valuable to those impiementing the language or those prepar-

ing the language manualg in that théy would know unambiguously

what wage intended By the language designer.

The formal system presented here opens several avénues
for future research. As previously mentioned, since canonicsl
systemg can défine precisely both the syntax and translation
of & language, cancnical systeme might de used as the basis
for axatomatic transleatien betvween computer largusges. If an
efficfent algorithkm eemld be developed to recognize striugs
specified by a cgnonical system and generste their translation,
a canonical eystem definition of a lamguage could be imme-
diately ueed to translate legal prosrdn: in the language into

agother lenguage. Anothey use of the formal system might be
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in the implementation of "extensible" computer languages.

By simply adding or changing the productions defining the
syntax and semantics of a language, the‘nev productions could
be given to the algorithm for tr;nslating strings specified
by a canonical systém, thereby implementing the extended
language.

The author has attempted to integrate and adapt three
known formalisms to define computer languages. These formalisms
have been blended into a formal system for defining computer
languages rigorously and somevhat concisely. The most signifi-
cant portions of the attempt here are the application of
canonical systems, the marriage of extended Markov algorithms
with the A-calculus, and the application of extended
Markov algorithms to define an evaluator for the target lan-
guage. It is hoped that this work is a progressive step in
achieving the thesis of this dissertation, to meet the mneed

for formal methods for completely defining computer languages.
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Appendix 1.1 CANORICAL SYSYTEN lPlqujlﬂ IUE_SYBRTAX OF A SUBSET OF ALGOL/60

{a)} Basic notation only

1.1 |praze PIGIT<1>;

1.2 BIGIT<2>;

1.3 DIGIT<3>;

2.1 [ VAR VAR<A> ;

2.2 VAR<D>;

3.1 | PRIMARY DIGIT<a> <+ PRINARY:VARS<d:A>;

3.2 R VAR<w> + PRIMART:VARB<viv,>; . .

3.3 [ ARITH RXP | PRINARY : VARB<p:v> + ARITE BXP:VARB<p:v>;
3.4 PRIMARY: VARS<p:v>, ARITH EXP:VARS<a:u> -+ ARITH EXP:VARS<aép:iuv>;
3.5 s ARITE EXP:VARB<atu>, VAR<y> =+ STN:VARS<visa : v,u>;

A1 | TYPE LISY | TYPR LIST<A>;

b2 TYPE LIST<D>;

N3 TYPR LIST<A,B>; .

k. k |DRC TYPR LIBT<t> -+ DEC:DEC VARS<INTEGER t:t,>}

S. PROGRAN. S8TH:1VARS<m:u>, DRC:DEC VARS<d:v>, IN<u:iv> + PROGRAM<BROIE d;s R¥D>;
6.1 [Im IN<A, A>3

6.2 IN<B,:B,>3

6.3 IN<A,:A4,8,>3

6.4 IN<D,:A,B,>}

6.5 INexst>, IRecy:t> + INcxy:t>g

(b) with abbreviations

1, |DI1ary DIATITCL> <2> ,<3>;

2, VAR VAR<A> ,<B>;

3.1 | PRIMARY | DIGIT<d»; .+ PRINART<d>; _

3.2 VaR<v> + PRINARY:VARB<vViv,>;

3.3 F ARITE EXP | PRINARY<p> < ARITE BXP<p>;

3.h PRINARY<p>, ARITE EXP<u> <+ ARITE BXP<a¢p>;

3.5 jsmm ANITE BXP<ar,  VARCy> <+ STN:VARSCY = aiv,>3

k.1 | TYPR LIST | TYPE LIST<A>,<B> <A, B>;

h,2 | DEC TYPFE LIST<L> -+ DEC:DRC VARS<INTEORR £:1,.,>;

- PROGRAN SBTN:VARS<s:u>, DEC:DEC VARS<&:v>, IN<u:vy> + PROGRAN<BEGIE d4; s END>
6.1 1M IE<A,tA,>, <A,:A B,>, <3,:B,>, <B,14,8,>;

6.2 INcxIf> <y18> « IN<xy:i>}
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Appesdiz 1.2 CABONIGAL SESTEM APESAFIING IES FRARMMATION oF
'Y .

(a) Basie netatios only
1.1 | p1OI? DIGIT<1>;
1.2 DI1EIT<P>
1.9 MOIT<D>
2.1 [ VAR VAR<A»3
2.2 VARCD> §
3.1 | PRINARY DICIT<d> <+ PRINARY:VARS«<d,.oP'8':4>;
3.2 VAR<v> > PRENARY:VARSB<Y,.VI1V, >} -
3.3 | ARITE EXP | PRINARY tVARS<p. .p'tv> <+ ARITH RXP1VARS<).. | 2 ¥ ®LOAD pi1v;
3.6 PRAIMARY 1 VARDSp. .p 19>, ABIYE EIPIVARS<s,.a'1w>
+ ARITR EEP:1VARB<atp..2" A 1,p"  OADD piuvr;
3.3 |sm™ ARI?R EEP:VARS<a,.a'tw>, VAR<™
+ SPMVARNS<Y 1* a..0%) 8T 1,y CSTORE RESULY IF wviv,w}
d.1 |TYPE LIST |TTPR LIST<A..A B8 P>,
8.2 TYPR L19%<3..B D8 P>;
h.3 TIPE LISVWeA D..A e M 2 P
4.8 e TYPR LISR<R,..A'> <+ DECIDEC VARS<INTRORR 2..2°:8,>}
s. |rmossaN |etMivABBes,.0'10>, BBCIDEC VARS<d..4'3v>, IE<usv>
- M0SIN 43 s END, . SASCEERLIN 13,0
SSET BASE .13 ABGENBLER e § sve ©
SRBTVAE 7O POR VARIANLES 4% | 1Y
6.1 |18 IRehA,1h,>3
6.2 TheD,13,>}
6.3 IB<h, 1A B,%}
N THeD,14,0,>
I3 INcgit>r, INepss> + INenyedry
{v), with adbreviations
3.1 |PATIARY 2162 Ted> * PRINARY <8, .oP"8%>3
3.2 VA< . + PRSHARYcv..v>} L 1,80 »t
. ITE RXF |PRENART<p..p'> < ARITH RIP<p. ; P
;.: A PRTMANT: ’.::'> ARTIYR EEPc<a..a'> ~ ARTTH EEP<oy, 4% A1 UAND P
3.5 lomn ux:é«..-‘». YAR<v> + 8T8y 1= 6.0 Aw
, ARBULY 1IN v
[ 18 ) LIST |PIPS LI8%<A..A 36 P>, <B..B N6 P <A B..A B8 7N s P,
. - PYPE LIPP<R..A'> <« DUCCINTIOER 4..1°>
. [PROSRAN SPics, 0>, BOGed.. 8% o 43 o 'BED. SSADSEIDLER
’ > rasensnd 15,6 568y nass " BeEee.
13 TIpUNN L ¥ 0 *RETVRP. 79 SVPERTISOR)
nNe 1]
7he syadel "3 Gesetes & mev lime.
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(a)

Productioas definiag the Tules for coastruetiag s esmenical system

OO R -
. R RS
M EWK e

FeLrser W ww
.
OV FWRN W N

.

OBJ ALFNA OB ALPHACO> ,€1>, ... (€95 AP (qBS, ..o €B3 €185, €53, 400 €555 }
PRED CEAR PRED CEANCO> ,€1>, ...,€9>,<A> <83, ..., 78>} co
PRRD PART PRED CRAR<e>» + PRED PART<a>; '

PRED CHAR<a>, PRED PART<p> -+ PRED PART<par; !
PRED ALPEA PRRD PART<p> + PRED ALPRA<p>;

PRED PART<p>, WP PRED<q> + PRED ALPRA<p*:°q>;
VAR ALPRA VAR ALPEA< a°>,< 0%, ,,,, <%} .

sUB oR SUPERBCRIPT< >, <, >, R AT L PEPRI L

VAR ALPEA<v>, SUS OR SUPERSCRIPPss> + YAR ALPEA<ve>
vr TERn TRRM<A>;

B ALPNA<e> - WP TERM<e>g

AR ALPRA<s> * WP TERN<a>;

TERN<t> <r> + WP TERN<tr>;

TERN<t> ; + WP TERM TUPLE<<t>>;
TERN<t>, WF TERN TUPLR<<r>> + WP PERM TUPLB<<r":“t»>»;

WP ATON PORN ED ALPEA<p>, VP TERN YUPLE<t> o WP ATOM PORM<pt>;

WP PRRNISE ATON PROD<p> + WP PREMIBR<p>; -
wr COICLU’!”‘ m PROD<p> o w CONCLUBION<p>;

VP ATON PROD CONCLUSXOR<e> ¥P ATON PROD<c;>;

wr Pyop

->
ATON PROD<p> + WP PROD<p>;
PRENISR<p>, WP CONCLUBION<c> -+ WP PROD<pec;>; )
7 PROD<e+cy>, WF PRENISE<p> * WP PROD<s,pee;>; !

PR ® < -3-a—  OvOv
faty
-

H rcmmsur-

PROD<p> + VP CARONICAL SYSTRM<p>; -

PROD<p>, WF CANOBICAL SYSTRN<c> + WP CANONICAL LTITRU<ep>

(b) Productions defining the rules for deriving strings specified by s esnonicel’ systen
9.1{PROD ONICAL SYSTEN 8TR<s>, VP CANONICAL SYSTRM<s> + CANONICAL SYSEEN<s>;
%2 ICAL SYSTRBM<apt>, WP PROD<p> - PROD<p>;

. . |

10. *PIOD INSTANCK BOD<p>, SUNST<pivis:iq>, STR VITE NO VARS<q> -« PROD INSTARCE<y;

i

11 {pERIVATION ERIVATION<A> ; . ) i
L2 IRIVATION<4>, PROD INSTABOB<c;>, . WP CONCLUBION<c> o

+ DERIVATION<d o> ; . L H
1.3 ERIVATION<4>, PROD INSTANCE<pec;>, PRENS:LEDIV OOSY PRENSep: &>

« DERIVATION<4 ¢>}
2.1 |o8J sTR BY ALPRA<a> - OB 8%<q>;
2.2 BJ ALPEA<a>, OB 8TR<s> + OBJ BTN<sa>;
2. 3 |STR IR NO VARS TR VITE HO VARB<,>,<>1%> < <> ¢*>*>
2.4 KiPBR<a> : .S STRWITE B0 VARS<ar;
5 - ALPRA< e’ & STR WITR 0 YARS<a>;
2.6 VIPH N0 VARSiw> ,<t> o STR VITE B0 VASStwe> ;- .
2.7 [VAR:DIPP VAR n.cmxun VAR CHAR<a:b>,<use>, .-..""!’1’.‘0!1’.‘0!". asey

<tizay . .
8 AR ALPEA<ecz> ,<sdy>, VAR CEAN:DIPP VAR CEAR<c:1d>

+ VAR:DIPF VYAR<scxisdy>;
3.1| sumst AR ALPEA<v>, OBJ STR<s> - BUBBT<vis:vis>;
3.2 VAR ALPEA<v>, OBJ BTR<a>, BTR WITE ¥O VARS<t> o SUBBTavinIt s,

13.3 AR ALPEA<y>, OBJ 8TR<s>, VAR:DIFF VARc<viw>» - BSUBST<vimivwiw>;

13.% UBST<vin:ixnsy> ,<visix'1y'> + SUBSYT<visizx'iyy'>;
b.1| PRENS:DERIV A PORE«p> . - ;’Bv”!‘ CONT PREMB<p1p>;

1k.2] comr ramms A PORN<p>, PRENE;DERIV CONT PREMS<sit> 1 BERIV COBT PREMB<s:t D>,

<8 pit p>,
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{e) Productions defining the ryles for sonvertisg as adbrevisted ist feted
fora. (The folleoving mnemonics are used here:r P = Pnlutlu. AP = l‘nh rm“n-.
C8 = Canosienl lyltn.g

151 JABRL C8:C8 |WP PROD<p-o;> + ABRY PiPepigipeciny
15.2 WP PROD<pvoi>, ABRL P:P<peaj:t;> + ADR1 PiP<prg,nytpeeit>;
15.3 YP ATON PROD<ey> - ABR) AP1APcegie >
5.4 WP ATOM PROD<e;>, ADRL AP1AP<pjity> =+ ABR1 APi1AP<s,ejttici>g
15.3 ABAL CB:1CB<AIA>; ’
15.6 ABRY CB:CS<c:d>, ABR1 P:P<piq> « ABR1 C8:CS<epidq>y
“1%.7 ABRL CB:CBceid>, ABRYL APIAP<piq> =+ ABR1l C8:C8<ecpidq>}
16,1 jaBR2 CB:C8 |CS DELIMITER<,>;
16.2 cs hlmlfW¢>;
16,3 €8 DELIMITER<}>}
16.% WP ATON PROD<pet>> + ABR2 STRiBTR<p<t>:ipet>>;
16.5 WP ATOR PROD<p<t>>, ABR2 STR:8TR<p<r>1s> + ABR2 STRISTR<p<r> <t>18,pct>>y
16.6 ABR2 CBiCBcAtA>y .
16.7 ABRZ CE1C8c<e:d>, ABR2 BTR:STH«a:t>, 8 DELINITER<aE> + ABR2 C8:CBccom:dtury
17.1 RBR3 C8:C8 [WF ATOM PROD<p>,<e> - Alll PiPepec)ipoag>y
1T.2 WP ATOM PROD<p>, ABR3 P:Pcsecit> -+ ADR3 P:iPcp|aseipsreit>y
17.3 ABRY CBsC8<A:h>;
1T.% ADR3 CB:C8<cid>, ABR3 PiPc<pi> + ADR3 C3:C8<epidq>;
11,5 ABR3 C8:C8<cid>, WP PROD<p>, NOT IEc]ip> <« ABRY C8:CB<eprdgr;
18,1 RSRM CS:C8 | PRED PART<p>,<q>, VAR ALPlA<w>,<b>, DIFPF STR<aid>

+ ABRh P:Pcpcur+q<SEQ{a)>; : pcor+qcsr; pedy, qebreqealr (>}
18,2 [ABRD CB:CBcAtA>;
143 [ADRM CB:CB<cid>, ABRM PiP<piq> + ADRM CB:CB<epidq>y
18% JABRL CS:C8<c:d>, WP PROD<p>, NOT CONT<SEQ(:p> + ADRE CB:iCB<opidq>;

..
°
-

[ABRS CS:CB | PRED PART<x>,<p>, WP Tlll<t‘>, AUX Pllbzﬂllﬂ‘p‘:tx’.‘pa!t!’-
STR<a> < ABRS P"'"“x’qu'xte" T l*xpl‘s’pna(t‘tl‘x’nznn
19.2 PRED PART<x>,<y>, WP TERNct > <t >, AUX PRED:TERNS<pit>,<q)tF)>,
“2"2""1”1""?"2, 8TR<s>,<s'>, VAR ALPRAc<v>, NOT CONT

.
<vise "x‘y":"z‘l‘a’ < ABAS P:P«s ’qqu"yrlrz"""1"2“:‘1“2"

ape .

LLIR A 1% 2 PRI Sk k£ e ] "“1”2“:‘1"‘ YTT

19.3 ABRS Pi1P<piq>,<qir> + ABR3 PiPepir>}
19.% ABRS CBi1CB<AtA>;
19,5 ABRS C8:CB<cid>, WP PROD<p>, PREDICATES MATCR<P> ~ABRS CB:CB<cprdp>;
19.6 ADRS CB:C8cc:d>, VF PROD«p>, ABRS P:P<p:q>, PREDICATES MATCK<q> -+ ABDRS C8:C8<cp:dq>:
20,1 RBR6 c§:C8 |PRED PART<p>, WP TERM<u>,<t> o+ AP SYN:AP TRiCONBepeobipct>sp<tr>y
20.2 AP SYR:AP TR:COMD<p<a>:q<t>:r<u>>, AUX PRED:TERNS<éim»
< AP SYN:AP TR:CONB<pd<am? iqé<tm>ypd<wm>>;
20,3 AP SYN:AP TR:COMB<p<s>tg<t>ircu>>, AUX PRED:1TERNB<d:m>, WOT Nl'hhp:
+ AP BYNRiAP TR:CONB<pd<sm>i1q<t>irdcum>>}
20.% AP SYNIAP TR:COMBsp<u>1qet>trewr>, AUR PRED:TERNS«<d:mv, BOT CONT<d:p>
+ AP BYN(AP TR:1CONB<p<s>iqdc<tm>:rd<ums>>}
20,5 ABRG CB:C8<AzA>;
20.6 ABRE €8:CS<c:d4>, WF ATON PROD<p>, CS DELINITER«m» + ABRG CB:CB<cpmidpn>;
20,7 ABRE C8:CS<e:d>, AP BYN:AP TA:COMP<s:t:b>, C8 DELINIZER«m> + ABRE CHi1CScen//tmidbar;
21.1 R3R7 C8:C3 |PRED PART<p>,<q>,<r?, VAR ALPEA<u> ,ep> <w> ,<u'> <v'> cw'>, OB

ALPHRA<s> DIFF snw-u» <wivs <wru'>, "lxv" «ul'- awt n) cv':w,
<w*iu'> ,<w'sv'> + ABRT hP<p<u> - u(ALTBlQ(n 8)>) ¢ pewrsqeurgpen>,
Qev> - qevsuWr 3>, <peu> ,rewr+q<ALTEEG(u ¥w)>; 1 pewreqeusripeur, rewr,
Qev>eqvvu>} p<u..u'>‘q<l“llﬁ(u 8). . ALTSEQ{u' 8)>; :<pcu,.u’>
*qcu, 0> 3p< u'>,qev. v rrqevan >4, <pen '>0|<Al.l'lln(u s)
<. APPLIC{u® 8)>; 1 pcu..u">+q<u..u p<n..u'>,‘<v.

«qevsu, . ({sr')u')> > <peu..ut> rovw "~|<Ab‘ul§(' 'l..APPl-Xc

(u' w')>; &t p<u..u'>+qeu..u'>jpcu. > PEW. W' QY. 7>

{ +qevwn,, ((v' v*lut)>i>;

21,2 ADRT C8:CB<A:zA>;
! 2.3 ABRT C8:C8<ctd>, ABRT P:P<piq> - m‘ C8:108<opidq>}
y 214 ABDAT C8:C8<c:4>, WP PROD<p>, NOT CONT<ALTSEQ:p> - C8:08<op:dp>}

4 22,1 hDRE C8:CS JABRE PiPl:RESBT<A:zA:dA>;

22.2 JABRS P:P1:REST<p:q:r STR<s>, RNOT CONT</19> + ADRS P:P1:RERT<pa:qsire>}
22,3 ABRS P:P1:REST<piqir>, IDSTR<i>, BTR«i/a>, HNOT CONT<Des> ABRS PiP1:REST<pi/azqire>}
22.h ABRS . + ABRS P:PS:RENT<pIqIP>}

“ 22.% [ABRS CONT</:r>, ABRS P:PS:REBT<r:q'ir'> < ABRE P:PS1REOT<piqq'ir'>}

i 22.6 ABRD ?:Ps:ll!ﬂp qrr>, WOT CONT</:r> + ADRS PiPcpiqr>

B 22.7 ABRS CS:C8<A:A>;
22.8 ABRS €8:C8<c:4>, WY PROD<p>, NOT CONT</:p> « ADRD 08:CBeqpidp>}
22.9 [ADR® cBiCB<c:d>, WP PROD<p>, CORT</:p>, ABAT PiP<piq> -+ ABRS C8:CB<apidq>;

23. ANONICAL AR CABONICAL SYSTEN STRca>, ABDRG C8:C8<aib>, ABRE C8:CB<hic>,
STEN BTR ABRT C8:C8<cid>, ADRM C8:CB<2re>, ADRY CB:CR<e:f>, ADRS C8:08<fig>,
ABR2 CB:CSc<g:h>, ABR1 CB:CB<h:{> <« CANONICAL SYSTEM BYR<i>;

H
\

28,1 PEAR CHAR<A> ,<B>, .4, <Z3,< 0% < B>, FPPIRAE S TR 00 N L IS IN L1 P £32 1
{ 2h.2 BTR BIR<A> 3
; 24,3 STR<3>, CHAR<e> <+ STResc>}
| 2.4 brvr stn  Jo1rr cRAR<AIBr,<A:C>, ... cetivy
i 2.3 BTR<ans> ,<ayt>, D!" CBAR- x:y> < DIPF S8TR<axs>, <ayt>}
! 2h.6 poONT CHAR<e>, BTR<set> + CONTeccisct>y
¢ 24,7 FOT CONT STR<e> + WOT CONT<m:A>j
2.8 0T CONTcaxit>, DIFP CHNARca1y> + NOT CORT<exity>;
24,9 NOT CONT<szmity>, DIPF CHAR<z:y> -+ BKOT CONT<smaitya>;

! 24,1008 IRLIMITER [C8 DELINITER<,>,<+>,<{>;
. 26.11JAUT PRED [AUX PRED:TERMS<A:A>;
24,1 ITERMS  JAUX PRED:TERMS<pit>, PRED PART<q>, WP TERN<r> < AUX PRED:TERNG<p" 1°qit"s°r>}
2.1 PAEDICATES MATCH<A>
28 PREDICATES MATCH<c>, WP ATOM PROD<pet>>, €8 DELINITER«m>,
€5 PREDICATES<q>, CONT<p,1q> < PREDICATES MATCH<op<trm>;
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Appendix 1.4 DERIVATION QF 4 LEGAL PROGRAM AND

T

Rule 1: DERIVATION<A>;

Rule 2: DERIVATION<&>, PROD INSTANCE<c;>, WP CONRCLUSION<e>
Rule 3: DERIVATION<A>, PROD INSTANCE<peci>, PRENB:DEATY CONT PREMB<p:8>

108

(a) Derivation of & syntactically legal program

Production
Premises froa Conclusion added to derivatios

App. l.la

Cl 1.1 DIGIT<)>

C2 2.1 VAR<A>

c3 C2 3.1 PRINARY : YARS<1:A>

C. C3 3.3 ARITE EXP:YARS<1:A>

cs °1'°h 3.5 STN:YARS<Aie) 1 A,>

66 k.1 TYPR LIST<A>

CT 06 [ 38 DEC:DEC YARS<INTRGER A:A,>

Cq 6.1 IE<A,:A,>

‘C9 05.07.C5 S. PROGRAN<BEGIN INTEGER A; A:=] END>

(b) Derivation of & syntactically legal progres and its trasslatios late
assembler language.

Production ’
Premises from Conclusion addeéd to derivation
App. 2.1a
01 1.1 DIGIT<1>
cg 2.1 VAR<A>
03 Cz 3.1 PRINARY:VARS<1l, .=P*1%:4>
cl c3 3.3 ARITH REXP:VARS<1l,, L 1,sP'1' ®LOAD 114>
c, cl.cb 3.5 STM:VARS<A 2}, , L 1,=F'1° SL0AD )
8T 1,A ®STOBE RABSUL? IB A:A,>
e‘ (91 TYPE LIST<A,..A D8 P>
c1 c6 b b DEC:DEC VARS<INTEQER A..A DS F:A,>
€ 6.1 IM<A,:A,>
09 C,.C7.Ca 5. PROGRAN<BEGIN INTRGER A; A:=1 END,.
SASSENDLER LANGUAGE PROGRAN
BALR 15,0 SSET BASE REGISTER
UsSIEG *,15 “INPORN ASSENDLER
L l,=9'1' SLOAD 1
T C1,A SATORE RESULT 1IN A
sY¢C [} SRETURN TO SUPERVISOA
SSTORAGE POR VARIABLES
A bs r
g
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Appendix 2.1 CANONIC SYST! 2 ECIFYL 2! T]08 or

TEE ALGOL/60 SUBSET INTO TNE TARGET LANQUACE
3.1} PRINARY DIGIT<d>» + PRINARY<4, M'>;
3.2 YARev> <+ PRIMARY<v, . v>}
3.3} ARITR EXIP | PRINARY<p..p'> * ARITE BXP<p..p'>}
138 PRINARY<p..p'>, ARITR EXP<a..a'>+ ARITE EXP<atpt{+{a’,p’'))>;
3.5] stx ARITR EXP<a..s'>, VAR<Y> + STH<vioa.. (v ASSIGN. a')>;

8.1]TYPE LIST |TYPE LIST<A..'A'>,<B,.'A'>,<A,B..'A%,'A%>}
b 2] TYPE LIST<t..2°> <+ DEC<INTROER t..twt'>;

5. IPIOGRAI 8TN<s..s'>, DEC<d,.d'> + PROGRAN<BIEGIN 4;s IND,.LET &' 1N s'>3

Appendix 2.2 DEFINITION OF PRINITIVE FUNCTIONS POR SUBSET

Set definjitions for strimg variable | r,8 ¢ 878 |

CHAR DIGITO><1>,
LETTER 4>, <B >,
MARK <> '<l>' P 14
DICIT@> | LETTERp > | MARK<p> » CEAR<p>;

STR  8TR< A
STR<a>, CEAR<c> +» 8TR<se>}

Definition of imitive pctions

CAT a = [ = - (aemetln] e
T T+

] -

comte,en) - [1,

-/tolr. ++  slr
/el/r. <« s2r
SUCC & = /e/

/38/r. +« 9r
/e9/r. + [s/Or
flr. .+« 1r

[0/, +- 0 ]
ol Yo
s0/r. » ] r
PRED & = /sl/r. <+ Or 1 7%/
/s2/r., =  slp
./I,IP. 1. 28y J
REC +(X,Y) = BQ(Y,'0') WX
ELSE =) syN(sUCC X, PRED Y)
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Appendix 2.3 DEFINITION OF AN RY.

(a) Bet definitions for string variadles: I r,r'.l.l'.:l,yl.....x’,y ¢ 8TR |
L,v, VARIADLE | p,p' ¢ PTR | 1,5,k ¢ INDEX | n,h' & BXP KD | ¢,¢" ¢ BXP 7L |
b, ¢ 83Q BD | t_ « 83Q 7L | q,q' ¢ LADEL 8TR |

DICIT DIGIT<0> ,<1>, ,,. -,<9>}

LETTER Llﬂllt‘»,<l> <E> ,<a> ,<B> <>}

MARE MARK<$> ,<4>, .., .c >3

cHAR PIOIT<ps | LETTER<p> | MARK<p> + CNAR<p>;

STR CHAR<e> <+ BTR CEAR<e> ,<A>,<.> «(> ,<)> >, 2>
S8TR<A>;

8TR<s>, STR CHAR<e> -+ STRA CHAR<sa>;

CONSTANT 8TR<s> + CONSTANR<'s'>;
VARIABLE CHAR«<e> + VARIABLE<8EQ(c)>;
PR PTR<1>;

PTR<p> + PTR<1p>;
INDEX DIGIT<a> - xnlnne(a)n
LABEL STR LABRL STR<A>

H
LABEL 8TR<s>, VARIABLE<2> -+ LABEL STR<stYS;

BXP CONSTART<p> | VARIABLE<p> - BXP<p>;
EXP<e>,<f>, INDEX<i> + Exp<{se £)>;
VARIABLE<v>, EXP<e>, INDEX<i> <+ BEEP<Aiv.e>}
VARIABLE<v>, EXP<e>, INDEX<1> -+ EXP<(jv ABBIGN. »)>;
8EQ<s> . > lﬂ(.’
EXP<e>, IEDEX<i> -+ m<(,mo. LS
8EQ INDBX<i> ,<J> ,<k> + T<a @) l.( «)>y
RXP<e>, T<t>, IBDRE<1>,<>,<k> - T Tt T A reedrs
SBQ<s>, VARIADLE<S> . lncﬂti
SBQ<e>, T<t>, EXP<e>, TEDEX<i>,<)> <k> + 8EQ<( (,t o) aym.a)>y
EXP HED CORSTANT<c>, VARIABLE<y>, INDEX<i> + RXP RD<c>,<v>,<{> <l
v ABSioN.s.<doto.b;’
BXF TL RXP<ht>, EXP ED<h> + EXP TL<t>;

$IQ KD, S¥Q TL | VARIABLE<t>, EXP<e>, SBG<h freh,> ~ EEQ ED<h >, 8EQ Lk}
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(v}

Substitution rules

LYY
I

{1+1

#Control
®Result
w=1) ®Envirooment
) *Store
®Expression

1

k.3 -
e e 4 P
Evaluate|

< [variadie

1

3°

5.3

Evaluate

" jLaved Rer|”

(paryey)
3

00TO. APPLY

A_v.qht

(D-ht:)

. A
L I TR 12 4

| =
Evaluste
Coastant (p,rie

. rIJ
psly

Apply Iy
Goto

(bt h't')-

v
A
()%t vep)

3°«x
(P.r)l(p'.lilj)
A‘v.hiql:q'ht t.

ASsION. APPL!.]
PR
(p,r)aip',r')

4

‘,PLY'W

'

(porialp’,r')

E——r 1
Evaluate}

Comd

T.1

Apply
Ansign

Apply

Constant

rom A-exp

h' h APPLY

1

(p,r*lalp,e’)

(1p,r APPLY r'}l

I

[$8

ABBIGN, APPLY.

PP

(p'yr*)slp,r)

APPLY. |
»p'

(p*or')olp,r)

s) Fvaluate

A-exp

Value

Apply
iConstant

s T
[Keturn

:J)l

(lp.lt

v

Jei r 1%k

(1p,r APPLY r')1
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Appendix 3.1

CANONICAL SYSTEN SPECIFY ¥ i

FErEEEr Wwwwww
s v e
VMEFWNHE WVEWNFE WEWND -

adoal ot X Y- Y- - SV EV RV XV RV
RSP v e e o 0w

PRI e

=1 R W N

-

e o

10.
11.1

1.2
11.3

12.1
12,2
12.3

13.1
13.2
13.3

1k,

15.1
15.2

16.1
16.2
16.3

17.1
17.2
17.3
7.4

18.1
18.2

19.1
19.2

20.1
20.2
20.3

DIGIT

LETTER

MARK

BASIC SYMBOL
STRING

NANE

STR NAKE

VAR NANME

BACK RET NANME
DIGIT STR

T

ARITR EXP

STRING EXP

PATTERN

ASSIGN RULE

PAT MATCH RULE
INPUT RULE

OUTPUT RULE
RULE

LABEL EXP
3TR
STM SEQ

SROBOL
PROGRAN

NANE LIAT

DIFF CHAR
DIFF STR
DIFF NANME

ROT IN

NOT CONT

DIPF NAME LIST

L1:L2:INTERSEC

DIGIT<O0> ,<1>,
LETTER<A> ,<B>,
MARK<S> (e > cm>, ,,, <[>}
LlTTll<p> |

2 9
v <2>3

see

DIGIT<p> |’ NARK<p> <+ BABIC SYNBOL<p>;
BASIC SYMBOL<d> -+ STRING<SEQ(b)>;
DIOIT<p> | LETTER<p> -~ WANEep»;
WAME<m> ,<n> + FANE<mn> ,<m.n*}
¥ANE<n> + BSTR WAME:STR REPS<m:n,>,<$n:n,>;
RANE<n> < VAR NANE:VAR REPB<a:n,>;
BAME<n> + BACK REF NANE:1BACK REFS<n:n,>;
'DIGIT<a> + DIGIT STR<SEQ{d)>}
DIGIT STR<g> + IRT<a>,<=g>;
INT<i> + ARITH OPERARD<®{"»
STR NAME<n> ~ ARITN OPZRAND<n> <X.>

-

ARITR OPERAND<a>,<b> ARITHN B!P<10b>,<n-b>,<n'br,<-/h»

STRIRG EXP<A>;

STRING<s> + STRING EXP<*g%>;

S8TR NAME<n> + ETRING EXP<n>;

ARITK EXP<a> + BSTRIRG EXP<a>;

STRING EXP<s>,<t> -~ STRIKG EXP<st>;

BTRING<s> <+ PAT EXP<®g™s;

B8TR RAME<n> < PAT BXPcn>y (
YAR NAME<n> + PAT EXPcin®), t
VAR NAME<n> + PAT EXte®(n)®;

VAR NAME<n>, DIGIT STR<d> <+ PAT EFP«®n/4e>,;

BACK REF RANE<h> < PAT IXP<n>;

PAT EXP<p> ,cq> PAT EXP<pln>,

PAT :x-:srn REFS:VAR REPS: lACK l!PS‘nxr tr_sr DIFF NANE LIBT<r >
Ll:L2: llTilB!c<r ELIRE SR AL P L T PXTT}RI:S?I REFPS : VAR l!rslplr rotr o}
STR NAME<n>, STRING EXP<a> * ASSIGN RULB<n=s>;

STR NAME<n>, STRING EXP<s>, PATTEAN<p>+ PAT MATCN NULEcndpen>;

PATTERR<p> + TNPUT RULE<BYS .READ p>;

STRING EXP<s> + OQUTPUT RULEK<SYS .PRINT >;

ASSIGN RULE<r> | PAT MATCE RULE<r> | INPUT RULE<r> |
OUTPUT RULE<r> <+ UNLABELED RULE<r>;

UNLABELED RULE<r> - RULE<Qr>;

UNLABDELED RULE<r>, MNANE<n> <+ RULE:LABELS<aQr:n,>;

BANE<n> = LABEL EXP:LADEL REFS<nian, >}
STR MAME<n> <+ LABEL EXP<¥n>
RULE<r>, LABEL EXP<1>,<@> + 3TN<r>,<p/(1)> ,«r/8{8)>,<e/S(L)P(n)> ,cr/¥(m)> ,<r/¥(n)5(1)>}

BTH<s> -
STN SEQ<q>, STH<s> -
STM 82Q<q>, STRING<s> =

STM 8EQ<s>}
BTN SKQeqis>;
8TV SEQ<qid s> ,<%gdq>;

STM 82Q: LABELS:LADEL ll?l<q:l:l'), RANE<n>, DIPF WANE LIST<END, t>;
Ll:L?:Il?llﬂlc<!lb.l:l.lrxllb.l» + SFOROL PPOGRAN<QVEED a>;

NAKE LIST<A>;

NAME LIST«<t>, HNAMB<n> -~ NAME LISBT<n,i>;
DIPF CHAR<A:B> <A:C>, RLITEFY

DIFF CHARN<x:y>, CRAR STl<ux-l> caysy -

) 2844 l?l<.lllxnylz’x

NAME<n> ,<m>, DIFF SBTR<n:m> DI?F ‘.“ll."
NAME<n> + IR<aa,>;

IN<nit>, NANB<m> -+ 1IN<n:m,i>,<n:lm,>}
RARE<n> + NROT INe<n:i>;

NOT IR<n:t>, DIPF NAME<nin> -+ NOT IN<aim,t>}
CNAR<c> -

HOT CONT<esA>}
NOT CONT<c:s3, DIPP CRAR<c:d> -

BOT CORT<cied>;

DIFPY NANE LIST<A>;

DIFY NAME LIST<L>, NAME<a>, NOT IN<pn:i> <+ DIFF NAME LIST<n, t>;
FAME LIST<L> =
L1:L2:INTERSEC<L. :t :i>,

LI:LZ:IITIIBIC<11:12:1>.

L1:L2:INTERSEC<«Azi:A>;
NAME<n>, IN<n:il, >

+ L1:L2:INTEREEC <B,t 10 sm 1>
FANE<n>, NOT IN®n1i,>

+ Llit2IaTERsRC <n,t} el 3y
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Appendix 3.2 CANONICAL SYS (14 ING THRE TRANSLATION
OF SNOBOL/1 INTO TEE TARGET LANGUACE

STR NANE NAME<a> + STR NANE<n..s>,<$n.,{LOOKUP. n)>;

3

3 |ArI?H EXP INT<i> + ARITE OPERAND<*1%, *1'>;

1 STR NAME<n..n'> + AFPITH OPRRAND<n..n'>;

s ARITH OPERAND<s..8'>,<b..b'> » ARITH EXP<asb..(¢(a?,0'))>,
<a=d..(=(a',b'))>,<a%..(*{at,b'))>,<a/b..(/(a,b'))>;

STRIRG EXP STRING EXP<A..'A'>;

ETRING<s> + BTRING BXP<*%™, . 's'>}
STR WAME<n,.n'> - BTPING EXP<n,..n'>}
-
-

ARITH EXP<u..a'> STRING EXP<
STRING EXP<s..8'>,<t,..t'> STRING EXP<sOt..

PRI

ncu ') t*);

PATTERR BTRING<s>

STR NAME<n..n'>

VAR RAME<n>

VAR NAME<n>

VAR NAME<n>, DIGIT 8TR«d>
BACK REF BAME<n>

PAT EXP<p..p'>,<q..q'>
PAT EXP<p..p'>

PAT EXP<™..%s'>}

PAT EXP<n..n'>;

PAT EXP:SPECS<®a®,.'n' : neS8TR |>;

PAT EXP:SPECS<®(n)®..'n’ : neBAL BTR |>}

PAT RXPISPECS<#n/d®..'n’ 1 (m,é)cPIX LX 8TR |>;
PAT EXP<n..'n'>

PAT EXP<00q..{(CAT p') 1')>;

PATTERN<p,.p'>} *

PN R T B A 1

EAAMEWRNE WV EFWwR R

ASSIGN RULE STR WAME<n..n'>, STR EXPcs..s'> < ASBIGN RULE<n=s..(n ASSIGN, 's')>;

@ A OOV GOO MWW

PAT MATCH RULE | STR EAME<n..n'>, STP EXP<s..s'>, PATTERN:SPECB: VAR REPS<p..p':iciy>
« PAT lATCH,RULl<lUn-I..(IATCH_AID_ASS!Gl(n'. pt, Ar.et, ‘e, 1le)' >y

9. [INPUT RULE PATTERN:SPECE: VAR REPS<p..p':c:v>
+ INPUT RULE<SYS .READ p..(MATCH_AND_ASSIGN(READERS, p', Aw TR, tet, tv)t)es

10, |OUTPUT RULE STRIN: EXP<s..s'> + OUTPUT RULE{SYS .PRINT s..(PRINTERF ASSIAN. ((CAT PRINTERS) s5'))>;

11.1|RULE ASSIGN RULE<r..r'> | PAT MATCH RULE<r..r'> | INPYT RULE<r..r'>
| OUTPUT RULE<r,.r'> = UNLABELED RULE<r..r'>;

11.2 UNLABELED RULE<r..r'> + RULE<Qr..r'>;

11.23 USLABELED RULE<y,.r'>, NAME<a> -~ RULE<nOr.. n trt>y

12.1 |LABEL EXP BAME<n> + LABEL EXP<n,, D>;

12.2 STR NAME<n..n'> + LADEL EXP<$n., (LOOKUP. ((CAT '.') m))y

12.3|8TH RULE<r,.r'>, LABEL EXP<i..A'>,<m..m'> =+ BTM<r, .r'> /(L) 0"}

<r/slt)..r' ® (GOTO. t') ELSE @ 'A'> ,<r/s{1)7(a)..r* {qoT0. ') BLSE
= (G0T0. m')>,

cr/Fim)..e' ® *A' XLSE » (GOTO. '), <r/Fim)s(1)..r* =(GoTo. t*) BLSE
=»(coTO., a')>;

13.1§STM BEQ 8TM<s..8'> « STH BBQ<s,.8">}
1;.2 STM SEQ<q..q’>, §TM<s..9'>+ STN SEQ<n8
13.3 STHM SEQ<q..q'>, STRING<«s> = STM BEQ<qd

at .
L.0'>,<8adq..a'>;

1b. |s%0BOL PROGRAM | BTN SZQiBTR REFS<q..q'is >, WAME<n>, LIST:BVS1CORR WULL LIST<s ivy:t>
. SROBOL PROGRAM<qEND n..LET v ot IN (GOTO. 'n'); a’>3

22.1|LIST:BVS:CORR NAME<n> ~+ LIST:DVS:CORR WULL L18T<n:n:’A’>;
22.2]BULL LIST LIST:DVS:CORR NULL LIST<RibD:ix>, NAME«<n>, IN<n:t>

+ LIST:BVS:CORR NULL LIST«<i,ntb:x>}

22.3 LIST:BVS:CORR WULL LIST<R:b:ix>, WANE<n>, WOT IN<n:t>
+ LIST:BVS:CORR NULL LIST<t,n:b:x,'A'>}
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Set init

Appenaix 3.3 DEFINITION OF FPRINITIVE FURCTIONS FOR ANOROL/)

t variables: | r,s 87R | v, 3AL TR |

CHAR

8TR

BAL BTR

FIX LN 8TR

ROT CORNT

succ

DIGI®«<0> ,<1>, ... ,<9>;

LETTER<A> ,<B>, ... .<z>;

MARK<+> ¢, ,,, <>

DIGX'I'<D> | LETTER<p> t MARK<p> <+ CRAR<H>»;

8TR<A>;

8TR<s>, CHAR<c> <+ BSTR<ge>;

8TR<p>, NOT CONT<(:8>,<):s> <+ DAL !ﬂﬂ’;

BAL STR<g> ,<t> + BAL 8TR<(8)>,cat>}

FIX LN 8TR<A:0>; 1

PIX LF STR<s:n>, BUCC<m:n>, CRAR<e> -+ PIX LN 8TR<scin>;

DIFP CRAR<A:B> ,<A:C>, ... ,<1:¥%;
CHAR<c> + HOT CONT<etd>}
FOT CONT<cis>, DIPF CEAR<c:d> ~+ NOT CONT<oisd>;

STR OF NINES:ZEROS<9:0>;

STR OF NINES:LEROS<n:y> -+ S8TR ov WINES:SRRO8<nD1y0>;

8Th<s> + 8UCC<s0191>,<0l:82>, ... ,<88:89>;

8TR<s>, BTR OF um:nmnu» + BUCC<ni1ly>,<s0n18ly>,<slnte2y>, ... <olni1a9y>;

(s) Miscellspsoys basic primitives

CAT a =

2Q(a,B) =
m2Q(a,B} =

COND(%,a,B)

ARD(a,B) =

ED a =
TLes=

(v) t

ABS o
NEGATE o =
IS_POS o =

I5_NEG a =

SUCC o =

PRED @ =

[ s. +s "[Ase" "]"] -
/3. -+ TRUE
[:n. ++  PALSE ] /3
/8. ++  PALSE
[:/n. - TRUE ] o/n
- 'rlmx “ a ] .
ur.n + B
TRUR/TRUE <+« TRUE
TRUR/FPALSE  ++ PALSE ] o/3
PALSE/TRUE -+ FALSE :
PALSE/FPALEE +« PALSE
[ = ]
- ¢
[ . () ] ‘.
et yes
[+ = ¢ ]-
[ =2 ]
-8, <+  PALSER
[ : -+ TRUE ] .
-8 <= TRUR
[ .. +-  PALSE ] .

/80/r. ++ wlr
/el/r. - 82r

: la/
/e8/r. ++ s9r
/e9/r. + [s/Or
/e, +s 1r

/0/. - [4
/1/9ny  »o 9or
/e0/c. <+ /e/9r
/s1l/r. -+ 80r /a/
/e2/r. ++  slr

/e9/r. <+« B J

178




REC S(X,Y) = x{y,'0'} = x
ILSE = :(PRED X, PRED Y)
=

REC SUNM(X,Y) = RQ{(Y,'0') X
2L = syn(succ X, PAED X)
sIGN(X,Y) » ABD{IS POS X, 18_POS Y) At

=
AND(18TPOS X, IS8_¥RO Y) = 'o!
AWD{187NE0_X, IS_POB Y} D '«
BLSE E A Y
LESS(ZX,Y) = ¥EG(2(Y,X), *0')
DIFF(X,Y) = LESS(X Y) ¥EOATR(2(Y,X))
iz} e
sLSE 2(x,Y)

1ot

rEc PROD(X,Y) = XQ(Y,'0") .
suM(x, PROD (X, PRED X))

BLSE
19

sun{*1', quor (3(x,Y), Y))

+(x,Y) » AND(IS_POE X, 18_POS Y) =b SUN(X,Y) ,
AND(18POS X, I8_FEG Y) = DIFF(X, ABS Y)
AND(18_NEG X, IS_POS Y) => DIFP(Y, ABS X)

88 ¥4 B¢

REC QUOT(X,Y) = LE88(X,Y)
BLSE

282 = uzoaTE{sUM(ARS X, ADS T))
-(X,1) = +(X, WEGATE Y)
o(x,Y) = LET S=sTaN(X,Y) IN CAT(S, PROD (ABS X, ARS 1))
1(x,1) = LET s«8IGN(X,Y) IN CAT(S, QUOT (ABS X, ADS n)
(¢) Bgsic patt .

REC ASGN_LIST(L,M) = LET N,* = KD L,TL L
I orain,'ar) = ‘A
BLSR > LEIT +1=(LOOKUP. ) IN (vl ASBIGN. (ED M)):
ASGE_LIST(?, (TL N))
MATCH_AND_ASSIGE(NAME, PAT, sn_ur.ur_lncl.vm)

sET_sPECS
LET v e ( |8 PAT t. oo (vARS,(s),(t),) | HANR)
.. . A
IN BQ (w,"A') = 'FALSE' .
ELSE = LE? v1,92,%3 = ED v, ED (7L v), WD (7L (2L 1))
1K ABGN_LIST(YARS,#1)}
LET "STR_BXP = (STR_RXP 'A’)
T (ma¥E assios. T(car((cAr s2) OTR_BXP)) ¥3)3

(4) Definition of LOOKUP. to be sdded to svaluator

LOOKUP. APPLY.

(p,s)
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Avpendix \.1 CANOBICAL SYSTEN SPECIPYING TEE SINYAL OF AL00L/6O

1.1 | sreze DISIT«0s ,c1>, ... <95
1.21LeeeER <A> (<P, Proctacr e, .. Il R

1.3 | NARK RARK<e>  cun | <[> «)>y

1.0 | cuan Dlalteps | LEMTRNCps | MABKey> < cHARepr;

2.1 | 10 sma DIOIT<4> * DIS STR<EEG(4)>;

2.2 [ LBT BT LETPRR<L> + LxY STRSRQ(2)>;

2.3| 10 12 LETTER<1> + 1D 3Th<t>,

2.4 Ibet>, LETTER«t> .+ Ip 8TR<it>

2.3 IDei>, DIOIT«dr + ID BTR<td>;

2.6 | st STReds |

2.7 CRAR<e> 8TR<«8RQ(e)>;

3.1 | PAR DELIN Jram DBLIN« ,»;

3.2 LET STR<t> -+ PpAR DRLIN«)a*:°(>;

8.1 T LADRLIVAL [ID stmes> o LADEL:VAL<utia>;

8,2 LABRLIVAL<1¢1> ,¢232>, ,,,  $919%;

.. LADELI1VAL<L1v>, DIGIT<d> * LABRLI1VAL<tasvd>;

LY LABDEL:VAL<Li1v>, DIGIT BYM<t> LABEL:VAL<OL1w>;

5.1 ] ADD OF ADD OP<e» <u>y

3.2 | nuLy oF WULT OPsx> ,<*/*> ctr;

5.3 | nEL OP nRL 0!1‘!‘>,¢‘>_(->.<=v,<'>‘>,-ﬁ»|

6.1 | vsazos 1Nt BIGIT 8¥R<e> + UNBIGR INT<a>;

6.2 | ung1cN mUN DISIT STR<s>,<t> <« UNSIGH WUN<g> <, t> <o, t>;

6.3 1 102 UNSION 1BT<4> - >

6.4 | sun UNSIGN BUM<n> -

T.1711D ID BTA<i> =+ JIp<y>

1.2 | toLIse IDSTR<1>  + IDLIST<ALYSRQ(S ,)>;

8.1 | van ARITE BXPea> + SUBGORIPY LIST:DIMMcail»;

8.2 ARITH EXP<a>, SUBSCRIPT LIST:DINN<i:m> - SUBSCRIPY LIST:iDINN<L ,u:m1>;

8.3 ID<i> + REAL/INT/DOOL VARN:R/1/D VARS<i:1 >

8.h ID<i>, SUBSCRIPT LIST:DIMM<t:m> < RRAL/INT/BOOL YAN:1R/1/B ARRAYS<§ li- 1{m},>;
9.1 ] rcE p2s ID<y> + ACT PAR:SPECS:S VARB < :OWITCHN, 15,53

9.2 ID<i>, BPRL LIST«x> -+ pCT PAR:SPRCS i R/I/B/8 rmq-lnuxnnn/loouulmvn PROCEDURE(L),:1{2),>;
9.3 ID<i>, DIMMMm =+ ACT PAR(SPECS:R/1/3 ARRATS< 1 1RBAL/ INTRGER/ DOCLEAN ARRAY{n)},11(n),>;
9.4 REAL/INT/BOOL: YARNy> « ACT nmnmwx-m./lm.lloouu.n .

9.5 ANITE BXP<o> <+ ACT PAR:ISPECB<a:ARITH BRP,>;

9.6 BRP<b> + ACY PAR:SPRCE<VIBOOL BEP,>;

9.1 . BEPg> + ACT PARISPRCS<4:1LADEL,>;

9.0 IACT PAR<y>, PAR DELIN<Or < ACT PAR Pabvealrsngls ¢)>;

9.9 - ID<i> + REAL/INT/DOOL/NONVAL PCE DBS:R/1/B IN PROCB<1:1(),>;
9.14 ‘lb‘l>. ACT PAR PART:ISPECS<pix,> REAL/I8T/BOOL/RONYAL PCN DRB:R/1/3 IR mclq(p)u(x).»;
9.1} REAL PCB DES<f> | INT PCE DRS<f> | BOOL FCN DES<f> | NOBVAL PE¥ DB3<f> o PCR DRS<f>;
10,1 | ABCTS BXP [ UNSION BUN<p> | REAL VAR<y> | INT VAR<p» | RBAL rcw 3ES<p> | INT PO DRSeys o PRINARY<p>
10.2 ARITE EXP<a> + PRINARY<({a)»; .

10.3 PRINARY<p>, NULT OP<m> -+ TRRN<ALTSEG(p m)>;

10.4 TERN<t>, ABD OPg> - SRQALTENG(t o)>;

10.5 TERN $B4<s> . + BINPLE ARITR SEP<a? ,<o8> cupr

10.6 OINPLE ARITE RXP<g> * ARITH EXP<s>;

10,7 BOOL RXP<)»>, SINPLE ARITH EXP<s>, ARITH RXPca> + ARITE EXP<IP b TEEW o BLSE o>

11.1 | bOOL EXP BOOL PRIN<TRUR> ,<FALEE>;

1.2 SINPLE ARITH EXPeqr <b>, REL OPsp> + RELATION<ard>;

11.3 RELATION<p> | BOOL YAR<p> | DOOL FCB DES<pr <+ BOOL PRIN<p>;

11.4 BO0L REP<b> <+ BOOL PRIN<(¥)>;

11,8 BOOL PRINcp> - BOOL PPy P>

11.6 5001 i 14 + BOOL PAC<ALTSEQ(s A )>;

1.7 <« BOOL TERM<ALTIRQ(f v)>,

11.8 - DOOL INP<ALTIEQ(t 3)>;

11.9 BOOL INP<i> + SIMPLE BOOL<ALTSBQ(f B2y

11.10 SINPLE BOOL<s> * BOOL EXP<sr;

111} BOOL BXP<a>,<d>, SINPLE BOOL<s> ~ BOOL EXP<IF o THEN D ELSE o>;

12.1 [ oES RXP LADBL:VAL<R;v> <+ SINPLE DES RIXP:LABEL REPS<t;iv,>;

12.2 ID<i>, ARITE KXP<a> + SINPLE DES EXP:8 YARS<i[n]:t,>;

12.3 bEs EXP: - SINPLE DES RXP<(d)>;

12,4 SINPLE DES EXP<s> <+ DES BXIP<a>;

12.5 BOOL BEP<»>, SINPLE DES EXP<s>, DE$ EXP<d> + DES BEP<IP. b TERE ¢ RLAE 4>

13. |[sx» ARITY BXP<e> | DOOL EXP<e> | DES EXP<e> - EXPcer;

1k, oMy st | pumny StNcA>
13. COMNER?T 9 ITR<e>, NOY CONT<{:e> < COMNENT STH<CONNENT ey
16, Q0T0 STH DES RXP«q> + 00TO BTN<GO 70 4>
11, PROC STN FCH DES«<f» + PROC BTN«f>;
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18.1] ASG? 3TH
18.2
18.3
18.4
18.5
18.6
19.1] FoR STN
19.2
19.3
19.4
19.5!

20.2
21.1] comp sSTR
21.2
21.3
22.2 |5TM

22.2 | 8T™M SEQ
22,3

28,1 | TrrE DEC
28,2

25.1 {ARRAY DEC

26,1 | s¥ DIC

27.1 | rORRAL PAR
PART

27.9 | VALUS PART
27.7 | SPECIFIER
PART

27.11
27.12| PROC DEC

28,1 | DEC
28.2 | pxC 3BQ
28.3

29. BLOCK

20,11 UNCOED STN

23, CONPOURD STX

B/1/8 LEBPT PARTIASGEED PROC IB8<it1,23
2/1/3 LEPT PART:ASGERD VARS<1:1,”}
R/I/3 LEFT PANT<t(a ]y

R/3/D ABGT BTciinery

R/1/B ASQT STHcliws>y

1D8TR<{»

REAL/INT/BOOL VAR<1», IDETR<i>
REAL/INT/BOOL YAR«i{t]>

R/1/B LEPT PART<L>, ARITR/ARITE/BOOL EXP<e>
R/I/3 LEPT PART<1>, R/I/D ASOT STH<s>
R/I/D ASGT STH<s> <= ASQT STH<e>;

RN R

ARITE EXP<a> « FOR LIST Bl<s>}

ARITE BXP<a>,<¥> <> « POR LIST Kl<s STEF b URTIL e>
ARTTN EXP<e>, BOOL EXP<b>+ FOR LIST EL<s VEILE »*;

FOR LIST Bl<e» « POR LIST<ALTSEQ(e ,)>}

ARAL INT VAR<v>, POR LISTi%>, STH;LADELSsLASEL REPB<sifi:t >, L1:L2:1REL cﬂ"lrllll;’.
DIPF RETRY LIST<L> < FOR STM:LADELS 1 LABKL AEFS<POR viet DO l(lll;>|

DUMY STN<s> | CONMENT 8TN<e> | 0070 STMce> | PROC BTiH<s> | ASGY STHes> | POR STH<o> |
BLOCK<s> | COMPOUND BTNes> <+ UNCOED STN<s>;
UBCOND £TM<e>, LABEL:VAL<tivs < UNCOND STN:LABELE«t®17urve?y

B0OL EXP<b>, UNCOND STH<u> . - .GDID ATH<IP b THEN w§
BOOL BXP<b>, UNCOBD $TN<u>, STH<s> < COBD STMIF b THEE u ELSE 8>3
COBD 8TH<s>, LABEL:VALtL:iv> + COND STHMILADELS<L®; siv,>3

UECOED STM<s> | COND STM<s> ~ STH<s>|
STH<s> » 8TM SEQes>}
$TH<s>, STN 82Q<q> -~ 8TH S8EQ<q;8>;

STH SEQ<s>, STRc>, NOT CORT<;:e> 2 <END3c><EL8E:e> COMPOURD STMN<BEGIN s END c>§

IDLIST<t> - TYPE DEC:DEC R/I/B YARS<REAL/INTEGER/BOOLEAN 4:8,>}
IDLIST<t> + TYPE DEC:DEC R/I/B VARS<OVE AEAL/INTROER/BOOLEAR 412,24

ARITN EXP:R VARS:I VARS:3 VARS:S VARSIR ARBAYS1I ARRAYS:3 ARRAYS(R PROCS:I PROCS:D PROCS:8 PROCS
‘.I"lvil“l"ll’ll"l‘l"l.ll"!'-’.<.'!';l';R';!V:l.;l.it‘;l';l’;l’;"
BOUND PAIR:DIN R VARS:DIN I VARS:DIM B VARBIDIN 8 YARS:DIM R ARRAYS1DIN 1 ARRAYS
DIN B ARRAYS:DIM R PROCS:DIN I ROCS:DIN B PROCS1BIN K PROCS
u‘:‘\:v'v;:v‘v;n‘v‘w.n;u.o uxl;u'- "",u‘p‘u.p;n.);u
BOURD PAIR<p> - PPLINT:DINN<pIL®}
BOURD PAIR<p>,. BPLISTIDIMN<L1m> BPLISTIDINNCE ,p1uls
SPLIST:DIMNCS 18>, IDSTR<1> ARRAY+ARRAY VARS<i(t]:i(m),>;
nu!q{tl- ARRAY SEOQ<k{t])>
anmaY<if{t]>, ARmAY sEG<o(r)> ARRAY $EG<i alt])>;
ARBAY $88<s> ARBAY LISTen>3
ARRAY § o>, ARRAY LIST<A> ARBAY LIAT<L u>;
ARRAY LIST:ARRAY VARS<Riv> < ARRAY DEC:DEC R/I/B/A ARRAYS<ABAL/IBTES /BOOLEBAN/A ARBAY E:v>y
ARRAY LIBT:ARBAY VARS<t:v> ~ ARRAY DECIDEC B/T/B/A ARRAYS<OWN RBAL/L GEN/DROLEAN/A ARBAY tiv>}

RN R

3E8 EXP<d> + W LIST<ALTERQ(4 ,)*;
IDTR<i>, SW LIST<2> + SW DEC:DEC 8 VARS<SWITCE 1:wt:f,>3

IDSTR< §> + PORNAL PARIPARB<i1f,5}
PAR DELIN<d> + PORMAL PAR LIST<ALTSRQ(p 41>y

Al >3
8T<t> + PORMAL PAR PART<(t}>;
VALUR PART<A>;
IDLIST<1> + VALUR PART:PARBCVALUR &; : &>}
PYPR<RRAL> SINTEGER> ,<BOOLBARY 3 .
PIPE<t> + SPRCIFIRRCLABEL> ,<SWITCH> ,<t> <ARRAY> <t ARRAY>, =P ot
IDLIST<1>, SPECIFIER<s> ~ SPECIFIER LIt iPARS<al; : t{e), >3
SPECIPIER PART<A>;
SPECIPIRR LIST<t> + SPECIFIER PART<SEQ(8)>4
IDSTR<1>, PORMAL PAR PART:PARS<f:f >, VALUR PART:PARE<uiu >,
SPECIFIER PARTIPARSc<eie >, STH:iR VYARS1I VARS:D VARS:S VARS:R
ABBAYS:I ARBAYS:B ARBAYS:R PROCS:I PROCS:S PROCS:E PROCS:LABELS
sLASEL REPS: ASGEED VARS:ASGNED PROC ]”‘lx'rivil"='.ll'ttillbll’lpl:p':’.:ili'xl.‘xip..’.
L1:L2: INTERSEC:REL Mivrtf’:v"xv;>.<v’:f’u“:vib.t":f.xv.ruét,tv.:rp:v'fxv;t.
.
<.':f’u",ur>.<§i|f'|.‘ft.1>.<t.|t'u'fu >
‘Dl,xfplv,‘l);’c‘!"f,““:l;’-‘l‘lf,li‘, ISR Mg
<L sf s2_ 1kt <Atid_amitir et af id sit s 11,1m08)
DIPF BEYRY LIST<f >.<|‘T:,‘|>! YA AR A et TR ML LA i L
DISJ BNTRY uuufv") v")(v“)(v-f)(-")(-“)(-")(p")(p“)(p")(,“)(a")(x,: asl’r
rnlx_utuxsncsq'xc,v"(lun)v"(xnton)v"(loel.wh_,(“tﬂ:ll-"(nur. ARRAY)a, (TNTEGER ARMAY)
,(mx.ul An.u)p"(nu. rlocxpun:)p“(llfloln PWCIWII)’“,(IOOLIII PROCEDUME)
Pgp (BOBVAL PROCEDURE) ',(I.ult)-,(uwl)t“'(naln) x>

- PROC DEC:DEC N/I/B/N PROCS:R VARS:1 VARS:B VARS:S YARSIR ARRAYS:1 ARRAYS:D ARRAYS:P PROCS
i1 PROCS:B PROCSIN PROCS:LABELS:LABEL REPS:1ASGNED VARE:ASGNED PROC 1
<REAL/INTEGER/DOOLEAN/A PROCEDURE ifjuce t(:)n;n;x-;u;n;u;u;.

-
p;xpixp;:p;xhl’t l;.u;..n

TYPE DEC<4> | ARRAY DEC<d> | BV DEC<¢> | PROC DEC<dr « DEC<d>;
DRC<d> + DEC SRQ<d>;
DEC<d>, DEC BEQes> <« DEC $RQ<s;d>}

STH STQ:R VARS:I VARS:D VARS:3 VARS:R ARRAYS:1 ARRAYS:B ARPAYS:R PROCS
:1 PROCS:B PROCS:N PROCS:LADELS:LABEL llrsu:r,xv’xv.n.u'ul:n.lv’tp‘sp.w-uurv.

DEC SEQ:R VARS:I VARS:S YARS:E VARS:N ARRATYS:I ANRAYS:D ARRAYS:N PROCS

:I PROCS:3 PROCSE:N PROCSIDEC R VARS:DRC 1 VARE:DIC B VARZ1DEC S VARS

tDREC R ARNAYS{DEC 1 ARRAYS:DEC B ARRATS:DEC R PROCS:DEC 1 PROCS:DEC B PROCS

1DBC B PROCSIDIN R VARS:DIN ! VARS:DIN 3 YARS:DIN B VARS:DIN B ARRAYS:DIN 1 ARRAYZ

xhll‘l e lA!l:D!I L] Pl?ﬂxl!l T PROCSIDIN B PROCS:DIN N PROCS:LABEL REFS
. H i L]
CAITLEVIITEY T TN A O A L Tl TR TR Ui DT
H 'n"n"b."‘-"rluiu"'n"n'Pi."ll”u'";"
!!‘rlq). ¥OT CONT<iie> ,<EBD:e> ,«RLEB1e>,

t
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3C.1
0.2
30.3

33.3

34,1
34,2
34,3

3h. b
3.5

35.1
35.2

35.3
35.4
35.%
35.6
35.7
35.8
36.1
36.2
36,

37.1
37.2

'37.3

38,1
38.2
38.3
38.4
38.5
38.6

3%.1
39,2
39.3

401

4o,8

L1.1
k1.2
w3
Lk1l,4
b1.5
1.6

ALaOL
PROGRAN

SPEC LIST

SPECL:SPEC2
:COMB

SPEC MATCH

SPEC LIST
NATCH

USES:PARS
WITH SPECS

PARS:USES
:SPECS

ENTRY
ENTRY LIST

DIFF CHAR
DIFF STR
DIFF ENTRY

1

ROT IN

HOT CONT

DIFF ENTRY
LisT

DISJ EKTRY
LISTS

Li:L2
tINTERSEC

Ll:L2
sREL COMP

">

N Yoy sp® » 'R " .
L1:L2:REL colP‘vrv "r"'r""i'{"14"1""b'b“bl"b>"'-';"od"t »

r

L] L] re sa® A3 sa™
"r‘r"rd":""i'l"ld"z""b‘b"bd"&" .

tap s . . vept o ., :
Bt dhe MR R TPR gL I I L SRR IS
(lrl;:l:l;>,

DITF ENIRY LIST<v, v, ,%, 4%, 4% 4% atbaPraP1aPpePnal” +
DISJ ENTRY LISTS<(vr)(v1)(vh)(vl)(-r)(a‘)(-b](pr)(p‘)(ph)(pn)(l)(l;)’.
‘('r-)('rd)('ll)('sd)('u-)('-d)(‘rn)(‘ra)(‘sn)('sd)(’b-’(‘bd)
(Pr-’(’ru)(’z-)(’xa)(’h-)(’bu)(’n-)(’nc >
«»BLOCK:R VARS:I VARS:B VARS:S VARS:R ARRAYS:1 ARRAYS:B ARRAYS:R PROCS
I PROCS:B PROCS:I-PROCS:LABILS:LAI!L REFS
. : Y'Y, v :v"  :e”"a  :a"a. :a”
<lfGIl d:l llD.c.vrvr..v‘vx-.v‘vb..v.v-.. r‘r-'.i‘il"b‘b-
. . : LY YL
"rprl'Fipil'Pb’Bl’;npn-'A'.r.'

BLOCK<p»> COMPOURD STM<p> + PROGRAM STR<p>;

PROGRAM STR<s>, LABEL:VAL<i:v> - PROGRAM STR<i>:“s>;

PROGRAM STR:R VARS:I VARS:B VARS:S YARS:R ARRAYS:I ARRAYS:B ARRAYS:R PROCS
I PROCS:B PROC: PROCS : LABELS: LABEL REFS:ASGNED PROC 1p8

SISLELST H RiAsAsAsAsA>

OL PROGRAM<s>};

TYPE<REAL"INTEGER>,<500LEAH>;

DIMM<1>;

DIMM<m> =+ DINM<ml-;

SPEC<A> ,<LABEL3 <SWITCH> , <ARITH EXP>,<BOOL EXP>,<ASGEED> ,<VALUE>;

TYPE=<t> * SPEC<t>,<VALUE t>,<ASGEED t>,<ASGEED VALUE t>;
TYPE<t>, DIMM<m> » SPEC<ARRAY>,<t ARRAY>,<t ARRAY(m)>,<VALUE t ARRAY{m)>;
TYPE<t>, SPEC LIST<s> + SPEC<PROCEDURE> , <t P o<t P (2)>,<HONVAL PROCEDURE(s)>;

SPEC<s> « SPEC LIST<ALTSEQ(s ,)>;

SPEC<s> + SPEC1:SPEC2:COMB<Ais:s>,<s >3
TYPE<t>, DIMM<m> = SPEC1:SPEC2:COMB<ARRAY;REAL ARRAY(m):REAL ARRAY(m}>,
<t ARRAY:t ARRAY(m):t ARRAY(m)>;<t:VALUE:VALUE t>,<t:ASGNED:ASGNED t>,
SVALUE t:ASGNED VALUE t>,<t ARRAY(m):VALUE:VALUE ¢ ARRAY (m)>;
TYPE<t>, SPEC LIST<s> - SPECL:SPEC2:COMB<PRO sNONVAL P {s):N0NVAL PROCEDURE(s)>,
<t PROCEDURE:t PROCEDURE(s):t PROCEDURE(a)>;

EXP SPEC<A>,<VALUE> ,<ASGNED VALUE>;
SPEC1:SPEC2:COMB<s:t:c> + SPEC MATCH<s:t>;

EXIP SPEC<a> * SPEC NATCH<ARITH EXP:s REAL3<ARITH EXP:s INTEGER>,
<BOOL EXP:s BOOLEAR>;
SPEC MATCH<s:t> =+ SPEC LIST MATCH<s:t>

3
SPEC MATCH<s:t>, SPEC LIST MATCH<s':t'> + SPEC LIST MATCH<s',s:t' t>;

IDLIST<t> -+ USES:PARS WITH SPECS<A:2,>;
IDETR<4> SPEC1:SPEC2:COMD<g:t:c>, USES:PARS VITE SPECS<u:xis,y>
< USES:PARS WITH SPECS<ui(t):xi e,y>;
IDSTR<i>, SPECL:SPEC2:COMB<s:t:o>, USES:PARS WITH SPECS<u(t):xis,y>
* USES:PARS VITH SPECS<u,i(t):xi c,y>;
ENTRY<i(p)>, SPEC1:SPEC2:COMB<s:%(p):c>, USES:PARS WITH SPECS<u:xis,r>
; USESIPARE WITH SPECS<ui(p)(t):x ic,y>;
ENTRY<1(p)>, SPEC1:SPEC2:COMB<a:t(p):c>, USES:PARS WITH 8PECS<u(t):xis,y>
+ UBEG:PARS WITH BPECS<u,1{p){t):xi e,y>;
PARS:USES:SPECB<Az1AzA>;
USES:PARS WITH SPECBeu:x> + PARS:USES;SPECS<Asu:x>;
IDSTR<1>, PAIS:ul!s:!?lcs<pxuxxl.y> = PARS:USES;:SPECS«<pi,:u:xy>;

ID<i>, SPEC LIST<s>, DIMM<m> ~+ ENTRY<i>,<1(s)>,<i(m)>;
ENTRY LIST<A>;
ENTRY LIST<i>, ENTRY<e> + ENTRY LIST<e,t>;

PIFF CHAR<A:B> ,<A:C>, ... ,<[1)>;
CHAR STR OR NULL<axs>,<ayt>, DIPF CHAR<x:y> + DIPF STR<axs:ayt>; N
ID STR<i>,<)>, DIFP STR<1:)>, SPEC LIST<s>,<t> + DIPF EETRY<1:3>,<i(s):)>,<1:3(t)> <i(s)ed(t)>s

ID 8TR<i>, SPEC LIST MATCE<s:t>, DIMM<m> -+ ENTRY MATCH<I:1>,<i(g):i(t)>,<i(m):i(m)>;
ENTRY MATCH<e:e'> + IN<e: H

IN<e:st>, ENTRY MATCH<e:e'> ~ IN<e
I%<e:1>, DIPF ENTRY<e:e'> - IN<ese*,
ENTRY<e> + FOT IN<e:d>;
WOT IN<e:i>, DIPF ENTRY<aie'> + NOT IN<e:a',i>;

CHAR STR OR NULL<s> + NOT CONT<s: »;
¥OT CONT<sx:t>, DIFPF CHAR<x:y> - NOT CONT<sx:ty>;
WOT CONT<sxa:ty>, DIFP CHAR<x:y> -+ NOT CONT<sxm:tya>;

DIPF ENTRY LIST<A>;
DIPF ENTRY LIST<i>, ENTRY<e>, BOT IN<e:t> = DIPF ENTRY LIST<e,t>;
ENTRY LIST<2> - LIST OF LISTS:UNION<(i}:i>;
LIST OF LISTS:UNION<i:u>, ENTRY LIST<i'> -+ LIST OF LISTS: UNIOR<(2),(2')
ENTRY LIST<i> » DISJ PAIR OF LISTS<i
DISJ PAIR OF LISTS<i:i'>, ENTRY<e>, NOT IN<e:i> = DISJ PAIR OF LISIS<i:e,i®r;
ENTRY LIST<&i> -+ DISJ ENTRY LISTS<(i)>;
DISJ EWTRY LISTS<t>, LIST OF LISTS:UNION<f:u>, DISJ PAIR OF LISTS<yti'>

~ DISJ ENTRY LISTS<i(L')>;

suiteg -
1uiteg

ERTRY LIST<2> - L1:L2:INTERSEC:<t:A:M>, L1:L2:REL COMP<L:A:A>;

L1:L2:INTERSEC<Z:i'1i>, ENTRY<e>, IN<e:f> - Ll; NTERSEC<i:e,i’:ie,i1;
L1:L2:INTERSEC<1:2%:1>, ENTRY<e>, NOT IN<e:y4> = L NTERSEC<i:e,i®:1+}
L1:L2:REL CONP<a:t':1p>, ENTRY<e>, IN<e:i> - L EL COMP<t 4]
L1:L2:REL COMP<&:i’:r>, ENTRY<e>, NOT IN<e:i> =~ L EL COMP<i: Wty

L :INTERSEC:REL COMPea:i’zf:rs;

Ll:L?:IuTERSEC<l:i':1>, L1:L2:REL COMP<1:i':r> ~
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Appendiz k.2 CANONCA. SYSTE ) RANSLATI

OF ALGOL/60 INTO THE TARGET LABGUAGE

e ——————————————————————a—
.2 |URBIGN NUN | DIGIT 8TR<a>,<t> -+ UNSIGN RUM<s..'s'>,<.t..(TRANS_FRAC 't')>,
<8 t..(‘('l‘llls INT *s', TRAN )
6.3 |1m7 UNSION INTef> = INT<i.,t80>3ei..'1%5,e00, "1}
6.0 |BUN UNSIGN BUM<n..u'> « NUN<n,.a'>, <0n..n'> <ln..(BEGATE n')>;
7.1 {10 IDSTR<i> xn:nnz FORMALS :OWN VARS<i..itA:A>,ei.. {1 *A*)si,ch>,
“i, dzA2
7.2 1IDLIST IDSTR<i> = !nusrqm‘sn(x S EN
8.1 jvan ARITE EXP<a > '+ SUBSCRIPT LIST<a.,(CONV_TO_INT a')>;
8.2 ARITH EXP >, SUBSCRIPT LIST<i,.t'> + SUBSCRIPT LIST<t,a.fi' TcoWv_rTo_InT o’
8.3 ID<i..1'> + REAL/INT/BOOL VAR<i,.1?>
8.4 ID<i..1'>, SUBSCRIPT LIST<t..t'> -+ REAL/INT/BOOL vuq[a]..(cn EL (i',1°))>;
9,1 |rcm oEs ID<1..1%> + ACT PAR<i..)iw.i'>;
9.2 ID<1..1%> <+ ACT PAR<$..iw.i'>;
9.3 1IDed, . 1> + ACT
9.b REAL/IBT/BOOL un<v..v'> - ACT
9.5 ARITH EXP<a. + ACT PAR<a,.)%.a'>;
9.6 BOOL EXP<b. b'- <+ ACT PAR<h, 2v,b'>;
9.7 DES EXP<d..d'> <+ ACT PAR<d,.iw.d'>;
9.8 ACT PAR<p..p'>, PAR DELIM<d> +ACT PAR PART<ALTSEQ(p d)..ALTSEQ(p’,)>}
9.9 ID<d. 4> +REAL/INT/BOOL/NONVAL PCE DES<i,.(1''A*)>;
9.10 ID<1..1'>, ACT PAR PART<p,.p">+REAL/INT/BOOL/NONVAL FCK DES‘l(y)..(i'(p I
9.11 REAL PCN DES<f..f'> | INT PCK DES<f..f'> | BOOL FCN DES<f..f'>
| WONVAL FCW DES<f,.f'> - FCN DES<f..f'>;
10.2 {ARITH EXP URSIGN NUM<p..p’> | REAL VAR<p,.p'> | INT VAR<p..p'> | REAL PCE DES<p..p’>
| INT PCE DES<p..p'> =+ PRIN<p,.p’
10,2 ARITH EXP<a,.a'> + PRIM<(n)..a'>;
10.3 PRIM<p.,p', KULT OP<m> -+ TERM<ALTSEQ(p =m)..COMB(p' m)>;
10.h TERN<t..t's, ADD OP<a> = TERN SEQ<ALTSEQ(t a)..CONB(t' a)>;
10.5 TERM SEQ<s..s'> + SIMPLE ARITH EXP<s..s8'>,<%8..8'>,<-5..(XEGATE 8')>;
10,6 SINPLE ARITHE EXP<s. + ARITH EXP<s..s'>;
10,7 BOOL EXP<b..b'>, SINPLE ARITH EXP<s..s'>, ARITH EXP<a..s’>
~ ARITH EXP<I? b THEX s ELSE a'..b*=) s’ ELSEW a'>;
11,1 |B0OL EXP BOOL PRIN<TRUE..'TRUE'>,<PALSE,.'FALSE'>;
11,2 SINPLE ARITE ZXP<a..a'>,<b..b'>, REL OP<r> » RELATION<ard..(r{a%,b'))>;
11.3 RELATION<p..p'> | BOOL VAR<p. .p'> | BOOL F=N DES<p..p’> + BOOL PRIM<p..p'>;
11.b BOOL EXP<b..b'> + BOOL PlIK<(b)..h"'
11.5 BOOL PRIM<p..p'> = BOOL SEC<p..p'>,< p..( p')>;
11.6 BOOL SEC<s.. ~ BQOL FAC<ALTSEQ{s A)..COMB(s* A)>;
11.7 BOOL PAC<f..f'> < BOOL TERM<ALTSEQ(f V)..COMB(f' v)>;
11.8 BOOL TERM<t..t'> ~ BOOL INP<ALTSEQ{t 2)..COMB{t* 3)>;
11.9 BOOL IMP<i,.i'> + SIMPLE BOOL<ALTSEQ(i z)..COMB(1' =)>;
11.10 SINPLE BOOL s'> - BOOL EXP<s..8'>;
11,11 BOOL EXP<b..b'>,<¢..c’>, SINPLE BOOL<s..s's = LOOL EXP<IF b THEN s ELSE c..b’ P s’ ELSE Pc'>;
12,1 |bES 2XP LABEL:VAL<t:v> + SIMPLE DES EXP<k.. %.
12.2 Ip<i..1'>, ARITH EXP<a..a'> « SIMPLE DES xqu[-]..((ci'r EL(CONV_TO _TNT a’,1%)} "4%)-;
12,3 DES EXP<d..d’> < SIMPLE DES EXP<(d)..3'>;
12.h. SINPLE DES EXP<s,.s'> - DES EXP<s..n's;
fa2.5 BOOL EXP<b..b'>, SINPLE DES EXP<s,.s'>, DES EXP<d..4'> - DES EXP
) <IF b TEEN s ELSE d..b° s> s' ELSE 3 a'>;
13, |exe ARITH EXP<e,.«'> | BOOL EXP<e..e'> | DES EXP<e..e'> + EXP<e..e'>
1k, |pummy stw DUNMY STM<A..'A'>;
15, |CONMENT STX | STR<s> + COMMENT STH COMMENT<s..'A'>;
16, [6oTo ST™M DES EXP<d..d'> - GOTO STM<GO TO 4..(COTO. 4')>;
17. |PROC STH FCN DES<f,.f'> » PROC STM<f..f'>;
18.1 laser stu 1DSTR<1> - B/1/B LEPT PART<i.,(1# ASSIGN, #)>;
18.2 REAL/INT/BOOL VAR<i..1'>, IDBTR<§> + R/I/B LEPT PART<{, LET a=i' IR
{2 ASSIGK. w)>;
18.3 REAL/INT/BOOL VAR<i{1)..(GET_EL(1',8°)> = R/I/B LEPT PART<{[i]..LET uwi® IN
{4 ASSIGN. (RESET_BL{t',i',w)}-;
18,4 R/I/B LEFT PART<L..i'>, ARITH/ARITH/BOOL EXP<e..@’> = R/I/B ASGT 5TMvcive,.
LET --(conv TG_REAL/CONV_TO_INT/ILEN n ') IR &'~
18.5 R/1/B LEPT PART<i..t's, R/1/B ASGT STM<s..s'> + R/I/B ASST STH- Li=s..e'30'-
18.6 B/1/B ASGT STM<a..s'> <+ ASGT STNe¢s..a'>;
: EXP<a..8'> + POR LIST EL<m..A%.8'7;
1322 FoR s ::;:; x >,<b. B>, e, "> + FOR LIST EL<a STEP b UNTL c..Aw,(BTEP(An.a',Av.b7,2v.c"))>}
19.3 ARITH >, BOOL EXP<b..b'> + POR LIST EL<a WHILE b,.)rw, (vnu(u.-' A-.b'))>
19.4 POR LIST EL LS + POR LIST<ALTSEQ{e,)..ALTSEQ{e' ,)>;
19.% REAL/INT VAR<y..v'>, POR LIST<t..t'>, STM<s..s'> + FOR STM<POR v:et DO s..(POR(¥', nz:.u cat fRst) )5
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20.1 Juscowp stM  foumwy sTm<s COMMINT STM<s..0'> | QUTO STW<O..87> | PROC STH<ea.0's | ASCT STMes..s%»

POR STN<s BLOCK<s..s'> | COMPOUND STH<s. > = _USCOED BT N<o..s8’>;

20.2 umcoND sTM . LABELIVAL v UNCOND STR  : s..v t 8% ;

21.1 || CORD sTNH B30T EXP<Vb..W'>, UBCONH ey, ,u'> * LADBLIVAL<L, 1v > <2 Pvzi <+ CORD STN:LADELS<IP t THEX u.
V' 2D (80T0. .v, ) ELSE = (GOTO. .v LN M LR T .‘ N ?

2.2 BOOL EXP<v..%'>, $HCOND STM<y,.u's, - Eameravatdl $3.2 0 tv.o et tves + comp STM:LABELE<IP % THEN ¥,
D e jo0t0. 4, ) BLEE mp (4570, v diwsioutq00t0. vu bib, donr b TRetaed) Mevses

21.3 COND $TM<s..a%>, LABRL:VAL L:y> LA ~ COND STHYL- Ay v 17d s, 17720y

22.1 §sm UBCOND STH<s..s'> | COND STH<p,.8'> < STH<e..0'>; A

22.2 | s7x 8xq STH<s..8'> - TN SRQ<s..a'>g

22,3 STM<o..0'> BTN 5EQeq..q’> - STN SBQeqis..q'is'>;

23 CONPOUSD 3TH STH SEQ<a>, ST<e> < CONPOUND STINDROIN & EED e..8t>;

2h.1 | TYPR DEC IDLIST<t>, LIST:CORR BULL LIST<i:t > + TIPE AXC<REAL/INTEGER/BOOLEAN 4,..ted >,
2s.2 IDLIST<t>, LISTiCORN INDEIZD uu«!ug = TYPE DEC1DRC ONE vaps<owm REAL/IRTEsha/BooLEaN L ORI
25.1 | ARRAY DEC  JARITH EXP< 2 ,eh., b0 - DOVER PAIR<a‘:“h..a"[b'>;

25.2 BOUND PAIR [ 3 = BPLISTey. cafb>;

25.3 SOUND PATR<p..alv>, DPLIST<t..x|y> - BPLISYSH, -3:1 133

25,0 m.:n-z...?,». ID6TR<1> ~ ARRAYIARBAY <i{1]. . se(MAKE_L18T Yo
29,00 BPLIST<Li..z|y>, IDSTR<1>, LIST:CORR INDEXED LIST<1,1),* + ARBAYSOWE ID8<i[t o« (ta(mSRT_LIOT(S ¥>5
23.% AHMNI[I;..A-D - AMRAY S8G<i{R]..fx>)

25.6 ARDAY<i1{L]..1s2>, ARDAY_SRG<s[t)..peq> > ARBAY BBE <1 ais )il gy 20,

25.7 ARRAY SEG<s..pug> * ARBAY LISTvs..paqr;

25.8 ARRAY 3KG<s..peq>, ARRAY LIST<i.,gsy> * ABBRAY. LIS Tt 0. upgmmq, y>;

25.9 ARRAT LISTIARRAT ID8:0VE IDR<2..t'181A> + ARNAY DECSREAL/TRYESES/DOGLIAR ARRAY &,.¢75

25.10 ARRAT LIST:ANRAY IDE1OVWE IDO<C..1°tA:(> < ARRAY DEC:DEC QNS ARPAYS<OWN REAL/IRTRORR/DOOLEAS ANRAY ¢, .1%:1>;
26.1 1sv DEC DES BXP<d..d'> = BV LIST<ALTORQ(d ,)..ALTSEGQ(1v.4" _)»;

26.2 IDETR<4>, SV LIST<1..t°> + SV DEC<SWITCH h-l..h(!un_ulﬂ'!'.l')-;

27.22] rroc DEC IDSTR<{>, FORMAL PAR PART:PARS<f:f >, VALUR PART:PARSsusn >, SPECIFIER PART<c>,

STN:RANK PORMALS<a..s':n>, M1:L21REL COMP<¢ TRyt > carm ',
LI:L2:INTERSEC<aru_:A>, LIST:CORR UNSNARE LIST<u sl.‘> + PROC STRiBANE FORNALS
<REAL/IITESER/DOOLEAN/A PROCEDURE 1 fiuse.. l(f.)'l.lf 1é,% -'A'.l‘

IR s 1F 'y

28.1 forc TIPE DEC<d..d"> | ANRAY BECed..d'> | SV DEC<d..d'> | PROC DEC<d..d*> + DEC<d..d'»
20.2 foxc sxe DEC<d. .xap> + DEC BXQ<d..MEQ awy>;
28.3 OBC<d..xey>, DEC &XQ<s..REC x'sy'> + DEC SEGen;d..REC ¥ g0yt g0y

29. ALOCK STH SEQ:0VN VARS:1OWR ARRAYS< l'l'oxlo’. DEC SEQ:OVE VARS:OVE ARRBATS:DEC QUN Vans /
:DEC own AllA!t«..l'x"va LA PLLCN vablel"c_”i"vasvutv=r.
“0“““"5" 8TR<e> + BLOCK:ONN VARS:OUR ARBAYS s6LOBAL VARSI1GLODAL ARRATS

<BEGIN 430 EED o,, LET &' 1N o':v;u;"“n“n
30.1 faLsor BLOCK<p..p'> | comroumEd BTHsp..p*> = PROGRAN STRep,.p*>;
30.2 PROGRAN PROGRAF STR<s..s'>, LADBLIVAL<liv> < PROGRAN STReL 1, v 1 79%
32,3 PROGRAN STR:SLOBAL- VARS:GLOBAL ARRATS:OWN YARS:0WR ARRDYS : RANE ;ouuu

‘l-.l'!'.l..!ﬁl th> DIPY ESTRY LIST<vy a2 LIST:CORR WULL Llﬁlv‘: !.»,tu :l.»

+ ALOOL PROGRAMN<s..LEY " Lt I¥ ey

2.5 LIST:cCORR LIST:COMR BULL LIST<fyl>;
k2.2 BULL 5$I187T | LIST:CORP BULL LIST<d:p»
42,3 frrsT:comp LIST:CORP UBSNARE LIST<i
h2.a SBARK LISTILIST:COPR UNSNARE LIST<i < LIST:CORR UNSHARE LIST<1,t:{UNSRARE (1 'A*) )y
L2.5 JLIST:CORR IM LIST:CORR INDRXED LIST«Ass>;

X DEXED LISTILIST:CORR INDEXED LIST<tim>, IDSTRA<i>, UNSIOK INT<)> « LIST:CORM 1NBGXED LIST<s,t:10) .m>;

IpSTRes> © LIST1CORR-BULL LIST<{,t:'A’,0;
>
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dppeaaix b.3 RRPIRAXACH ST DAXNGIAYE FERCKIQNA AR AMSMLSQ

223 de2ipitions fof siEias yerishlss: | 4eBT0% | roa sesms |

prare DIGITCO> ,<2>, oue 44974
CRAR LEPYER<A? , B>, 3 AT I A L PO X il )
NARE <S> ytad, <>
DICIT<p> | LETTRR<)> '.nxq» * CUAR<)>;
e STR<A> )
STR<s>, CRARSe> < BTR¢se?}
(a) Wjeeslleneens Vasie primitive
CA? o [ .. e “[aee" 8 ") ] .
®(s,0) = [ S+ ] o
eale,8) = [ :;: s - 'mm' ] /3
o[ BT 3 ]
TRUB/YRU} o+ TRUR
AED(a,B) = :m/l"n.n = ;u.u /3
PALSR/SALSE <+  PALSE
- ™R e PALEB
ot o [ 7ALSE DO+~ ] .
ED o = . T
L T - P

TL e =

UNSEARE = =
IDEN X =

)

I8 P08 & =
18_ B0 &« =
TR a =
Dl.l =
I8 IN a =

NAKB_2RAL(s,8)

[ =
[ o =

P
et s
[ ]

l

[+ = 7
[ = 2]
[+ = =)
[+ = =]
I
[= = 113
SR B
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€) Arithmetic coaveratom zrtn!tivn {see nnhiﬁ.e primitives for definitions of
an

TRANS_INT o =

TRARS_PRAC o =

CORV_TO_REAL o =

RETIRR X »

CONV_TO_INT X =

/0dae/ - /4s/

[ /sl - sDl ]/'/
/8407 » /na/
/sa/vDr. » /e/dtDOr

l/rde, =+  thir sal
/s/ - /e/D

abt, Edd sDt
L - sDl a

LET A,B = NUM X,DEN X
X /(a,n)

ENTIER(+ (X, '1D2'))

(a) Arithwetic primitives
[~ 1
/s0/r, - slr
/e)/r. * s2r
8UCC a = H laf
/88/r, . s9r ¢
/e99/r. =+ JefOr
L /= +e 1r J
[ 10/, - o ]
/1/9e. > 9r
/sofr. +  [s/9r
PRED a = /elfr. e a0r /la/
/82/r, e alr
189/r.  ++ a8y J
REC (X,Y) = Eq{Y, '0') = x
ELSE =2 (PRED X, PRED Y)

REC S8UN(X,Y) =

188 (x,Y) =
REC PROD(X,Y) =

pIFF (X,Y) =

REC QUOT(X,Y) =

PRI_SUM(X,Y) =

PRI_DIFF(X,Y) =

PRI_PROD(X,Y) =

PRI_QUOT(X,Y) =

(Y, '0') => ¥
RLSE => 8uM ( sucCC X, PRED Y)

g (2(v,x), '0’)

n('.ool) =p vor
ELSE =» suN (X, PROD(X, PRED Y))

LEBB(X,Y) => NEGATE(:(Y, X))
lQ(X.!; = g
ELBE > 2{x,Y)

LESS(X,Y) = *0'
ELSE = suM(‘*1',quor(>(x,Y), T))

AND(IS_INT X, IS_INT Y) => SUR(X.Y)
BLSE = LET ¥1,D1,§2,D2 * NUM X, DEN X, NUN ¥, DEN ¥
IF LET o = DIFr(PRop(¥1,D2), PROD(N2,D1))
be | LET D= PROD(D1,D2
IN  NAKE_BEAL(¥,.D)

AND(IS_INT X, IS_INT Y) => DIXFFR(X,Y)
ELSE BT ¥1,D1,¥2,D2 = NUR X, DEN X, SUM Y, DEN Y
INLEY B = bxn(non(u.na),non(n,nﬂ)
hd | LRT D = PROD({D1,D2)
IN NAKE_RBAL(N,D)

AND(IS INT X, IS_INT Y) =p PROD(X,Y)
ELSE = LT ¥1,D1,82,D2 = BUN X, DEN X, BUM Y, DEN Y
IN LE? X = PROD{(N1,N2)
w LET D = PROD(D1,D2)
IN MAKE_REAL(N,D)

AND(IS_INT X, IS_INT Y) = QUOT(X,Y) ]
ELSE = LRT N1 ,N2,82,D2 = NUN X, DEN X, NUM Y, DEN Y
IN LET N = PROD(N1,D2)
I LET D = PROD(N2,D1)
I MAKR_REAL(N,D)
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SIGN(X,Y) =

*(X,Y) =

w(x,Y) =

/(X,Y) =

-(X,Y)

+H{X,Y) =

(e¢) Boalean primitives

aX =
Alx,Y) =
ViX,Y) =
3(x,Y) =
(X,Y) =

PRI_LESS(X,Y) =

«(X,Y)

=(X,Y) =
¥(x,Y) =
2(x,Y) =
2(x,Y) =

>(X,Y) =

AND(1Is_ros
AND{1S_POS
AND(IS_NEG

ELSE

AND(1S_POS
AND(IS_POS

X,
X,
X,

AND{1S_REG X,

ELSE

1S_POS Y)
IS_WEG Y)
I1S_PO8 Y)
15_POS Y)
IS_NEG Y)
IS_POS Y)

LET 8 = SIGN(X,Y)
IN  CAT(S, PRI_PROD{ABS X, ABS Y))

LET S = SIGK(X,Y)
IN CAT(S, PRI quor(Ans X, ABS Y))

+ (X, NEGATE Y)

LET S = SIGN(X,Y)
IN CAT(S, ENTIER(ABS (/(X,Y)))

ROT X

AND (X,Y)

NOT{AND(NOT X, NOT Y))

NOT(AND(X, XOT Y))

EQ(X,Y)

uluu LY 8¢

IA'
it
_e

(8

PRI_SUM(X,Y)

PRI nlrr(x. APS Y) -
PRI_DIPF(Y, ABS X)
lEGATl(PlI SUM{ABS X, ABS Y))

LET W1,D1,N2,D2 = NUM X, DEN X, NUN Y, DEN Y
IR L!SS(PROD(!I p2), PROD(IZ Dl))

AND(IS_] POS X, IS_POS Y) => PRI_LESS(X,Y)
AND(IS_POS X, IS_NEG Y) = FALSE
ARD(IS_NEG X, IS_POS Y) = TRUE

ELSE
EQ(X,Y

NEQ(X,

)
Y)

V(<(x,Y), = {X,Y) )

NOT(<(X,Y))

NOT{<(X,Y))

(f) Tror statement primitives

LET ABiCY = (A 'A'),(B 'aA'),(C *A')
In AID(IS POS B! LESS(C'A')) = !
AXD(IS_NEG B! LESS(ALC')) = 'a*
ELSE

REC STEP(A,B,C) =

REC WHILE(A,B) =

REC DELAY_CAT L =

REC FOR(V,L,S5) =

= PRI_LESS(ABS Y, ABS X)

='I'." An. (STER(An. (+(A338)),3,0)])

LET A}B' = (A 'A') (B *A*)

ix HOT B =p ‘A

ELSE

LET
IX L

ET

1IN

H,T= ED L, TL L

H' = (K "A")

EQ(T,

ELSE

gv an. (VHILE (A,3))]

'A') = H'-
EQ(RY "A') =5

LET H, ? = HD g L
IN EQ(L, *A') =p A
H = (IS_INT V) % (v ASSIGN. (CORY_TO_INT H)) ELSE =
W ASBIGH, (CONV_TO_REAL X)T;
(s *a9;
FOR (v. (DELAY_CAT T), 8)

ELSE

(DELAY_CAT T)
|
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(g) _Array and list itives

GET_EL{(I,L) = { r(T,8)t. =« [ lL
RESET_EL(I,L,X) = [ r(I,s)t. =+ r{(I,X)t ]L
REC INDEX_LIST(I,L) = LET H,T = RD L, TL L

IN NULL T = (I,H)
ELsE  (1,8), 1wpEX_LIST(+(1,1), T]]

REC LAST L = LET H,T = HD L, TL L
IN BULL T =DH
ELSE =5 LAST T

REC TRUNC L = LET H,T = HD L, TL L
IN NULL(TL T) =DHD T
ELSE =>[, Trusc 3

REC ADD1(SUBSLIST,LB,UB) = LET § ,52,53.11,1‘2.1‘3 = LAST SUBSLIST,LAST LB,LAST UB,TRUNC LB,TRUNC UB
o NEQ(s),S,) =, (s(s,, 1))

ELSE :b@nm('rl,'rz,%)‘ s;]
REC MAKE_LIST(I,LB,UB) = EQ(I,UB) =» (1, 'A')
ELSE = [{1, 'A') , MAKE_LIST((ADD1{I,LB,UB}), LB,unf_l
REC RESET_LIST . EQ(J,uB) = (J, GET_EL(J, ARRAY))
(ARRAY,J,LB,UB) ELSE :[(J. GET_EL(J, ARRAY))+ REszT_LIsT((Anm(J,LB,UB)),LB.UB)]
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Appendix 5. THEORETICAL BACKGROUND
FOR _CANONTCAL SYSTEMS

The intent of this appendix is (a) to describe and
relate the formalisms of Post's formal systemsl and
Smullyan's "elementary formal syatems,2 (b) to show that
the formalism of "canonical" systems presented in this
dissertation is equivalent (except for changes in notation)
to Smullyan's elementary formal system, and (¢) to show that
the terminology and interpretation of canonical systems
given here relate to the terminology and interpretation of
the formal systems of Post and Smullyan.

A formal system will be described by giving
(a) A set A of primitive symbols: For example, this set may

be the symbols {0 1 ... 9} or the set of characters in

a computer language.

(b) A set C of auxiliary symbols:* For example,‘this set

may include the symbols {SQ + =}.

(¢) A set S of initial statements composed from the primitive

and auxiliary symbols: The set S will be composed of
strings from AUC.#®

(d) A set E of well-formed expressions: The set of well-
formed expressions will generally incorporate symbols
from AUC and other symbols.

(e) A series of rules for using the well-formed expressions:
The rules will be used to derive new statements contain-
ing the primitive symbols from the set S of initial
statements.

#A11 sets of symbols in the systems of Post and Smullyan are
assumed to be disjoint from each other,

#%The symbol "yY" denotes the binary operation of set union.
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(f) An interpretation of the formal system: Strictly speak-
ing, an interpretation is not part of a formal system.
An interpretation is placed on a formal system by a user,
who wishes to draw conclusions about the objects that
the symbols of the system represent.

POST'S SYSTEMS

(a) Primitive Symbols
Let A be & finite set of symbols {Al A, e Ai}.

(b) Auxiliary Symbols
Let C be a finite set of symbols {Cl C

5 e CJ}.

Let L be the set AUC, the union of the sets A and C. Post
calls the set L the set of "primitive letters" and does not
distinguish the sets A or C. The sets A and C are distin-
guished here to clarify the distinction between a Post system
and a Smullysan elementary formal system.

(¢) Initial Statements

The initial statements S are a set {S, S, ... Sk}, where

each Si’ 1<i<k, is a string of letters from L.

(d) Well-formed Expressions
Let V be a finite set of symbols {Vl Vo e Vz} called
variables.
A premise is a string of symbols from LUV.
A conclusion is a string of symbols from LUV,
A well-formed expression is a string of the form

"Ql,Qz, cen 5Q producey, (" where the Q,, 1<i<m,
areé premises and C is a conclusion such that each
variable in C also occurs in at least one Q,. A

well-formed expression is called a production.

A set E is a system in canonical form if E is & finite set
{Pl | S Pn}, where each P,, 1<i<n, is a production.

(e) Rules for Using-Formed Expressions

Rule 1l: A string X is called an instance® of a production P,
if X can be obtained from P, by substituting for
each variable in P, some st¥ing (possibly null) of
letters from L. The string substituted for each
occurrence of the same variable must be the same.

*The word "instance" is not used by Post.
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Rule 2: If each premise in an instance of & production has
been derived, then the coneclusion of the production
can be derived.

The statements derivable from a Post gsystem are

{({a) The initial statements

(b) The statements that can be derived from the
productions by first applying Rule 1 to obtain
an instance of the production and then applying
Rule 2 to the production instance.

(f£) Interpretation

A production can be viewed as a rewriting rule for obtain-

ing new statements from previously derived statements.
The interpretation of the derived statements are sublect
to the interpretation of the initial letters.

Example 1: A Post System Defining the Set of Squares of
Positive Integers

(a) Primitive Symbols A {1}

(v) Auxiliary Symbols c {sq}

L = {1 sq}

(¢) Initial Statements s = {18Q1}

{u v}
{uSQv+ulsSQuuvl}

(d) Well-formed Expressions v
E

(e) Derived Statements {1SQ1 11SQ1111 111SQ111111111 eeol

(f) Interpretation '

The string of ones occurring to the left of "SQ" repre-
sents the positive integer denoted by the number of
ones.

The string of ones occurring to the right of "SQ" repre-
sents the positive integer that is the numerical
square of the integer to the left of "SQ".

Example 2: Another Post System Defining the Set of Squares
of the Positive Integers.

Note: The intent of this example is to illustrate that the
"canonical systems" given in this dissertation fit
the definition of a system in canonical form given by
Post.
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(a) Primitive Symbols A = {1}

(b) Auxiliary Symbole c

{K:8Q < > :}

L = AVC = {1 N:BQ < > 1}
(¢) Initial Statements S = {N:8Q<1>}
(d) Well-formed Expressions V= {u v}
E = {N:8Q<u:v>+N:SQ<ul:uuvl>}

{e) Derived Statements :
{N:8Q<1:1> N:5Q<11:1111> N:8<111:111111111> ...}

(f) Interpretation
The string "N:SQ" is the name of a set.

The string "<x:y>", where x and y are strings of ones,
are members of the set "N:SQ".

The string of ones before the ":" represents a positive
integer; the string of ones to the right of the ":"
represents the square of the positive integer to the
left of the ":",

SMULLYAN'S "ELEMENTARY FORMAL" SYSTEMS2
Smullyan's elementary formalsystems are a descendant of Post's
formal systems.

(a) Primitive Symbols
Let A be a finite set of symbols {A A

Ai} called
the object alphabet.

2 “ e

(b) Auxiliary Symbols
Let P be a set of symbols {P P, +es} called the predi-
cate alphabet. With each prédicate alphabet symbol we
associate a unique positive integer called its degree.
Let Z be the set {,-} . The symbol "+" is called the
"implication sign and the symbol "," is called the
"punectuation" sign.
The set C of auxiliary symbols is the set PUZ.

(¢} Initial Statements - None
Smullyan includes the initial statements as members of
the set of well-formed expressions.

(d) Well-formed expressions
Let V be a set of symbols {V v, «es} called the set of

variesbles.
A term is a string from VUA.

192




=193~

A well-formed atomic formula is a string of the form
"Pt.,t., ... ,t._" where t,, 1l<i<k, are terms and P is
a p}ed?cate of Kegree k.

A well-formed expression is either an atomic formula or
an expression of the form X. + X, ... + X (assuming
association to the right; e.g., “"X, » X B, X" is to
be read "X, implies (X, implies X )l") where X;»
1<i<m are dtomic formufas.® A well-formed expréssion
is called a well-formed formula.

A set E is an elementary formal system if E is a finite
set {F. F_ ... F_J] where the F_, 1<i<n, are well-
formed formulas,ncalled axions’

(e) Rules for Using Well-formed Expressions

Rule 1: (Substitution) A formula F' can be derived from a
formula F by substitution if F' can be obtained from
F by substituting & string in A for each occurrence
of some variable in F %%

Rule 2: (Modus Ponens) A formula F' can be derived from &
formula F by modus ponens if F is the form X > F'
and X is some previously derived atomic formula,
More generally, a formula X can be derived from a
formula of the form X. =+ X, * ... * X 1 -+ Xn if each
X,, 1<i<n, is an atontc fofmula ana X°7°X,, T.. ,X
h%ve each been previously derived. I% thgs case,
we refer to the X., X,, +a. , and xn_l as premises,
X as a conclusiofi, afid say that the conclusion X 1is
dgrivable from the conjunction of the premises n
Xl, 12, «ees , and xn-l‘

The "provable strings" of an elementary formal system E are
(1) the axioms of E
(11) the strings that can be derived from the axioms by
a finite number of applications of rules 1 and 2.

n-1

#Note that no restriction is placed on the use of a variable
occurring in X but not in X,, l<i<m-1l.

®8Tn an elementary formal system, it is not necessary to
substitute object strings for each variable in formula to
derive strings from the well-formed formulas. Thus we can
derive strings containing variables in an elementary formal
system. In a Post system, we must substitute object strings
for each variable in a production before we can derive strings.

#%8]1f each variable is replaced by an objJect string, this
generalization of modus ponens is identical to rule 2 for
deriving strings given by Post.
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An instance of a well-formed formula F is a string obtained
from F by applying rule 1 (substitution) to all variables in
F. A formula so obtained is called a sentence.

The "provable sentences" of an elementary formal system E are
the provable strings containing no variables.

(f) Interpretation
Let P be a predicate of degree k in an elementary formal
system E, and let Y be a set of k-tuples of strings from
A. We say that the predicate P represents the set Y if
the following condition holds: le,xg, ess X, 1is a
provable sentence in E if and only if“the k-tugle
(Xl, Xps oo ,xk) is contained in Y.

Thus an elementary formal system can be viewed as a set of
axioms used to enumerate the members of sets whose names are
denoted by the predicates.

Example 3: An Elementary Formal System Defining the Set of
Squares of the Positive Integers

(a) Primitive Symbols A= {1}

(b) Auxiliary Symbols P = {R} zZ = {, »}

{u v}
{R1,1 Ru,v +Rul,uuvl}

(a) Well-formed Expressions V
E

(e) Derived Statements
{R1,1 R11,1111 R111,1111111311 ...}
The derived statements given above are (in the Smullyan
sense) the atomic sentences derived from E.

(£) Interpretation
If R is the name of a set, the ordered pairs
{(1,1) (21,1111) (111,111111111) ...} are the members of
R. We interpret the set R as containing all ordered pairs
such that the string to the left of the "," represents a
positive integer and the string to the right of the ","
represents the positive integer that is the square of the
integer represented by the string of ones to the left of
the “’".
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CANONICAL SYSTEMS (as presented in this dissertation)

The formalism called "canonical systems", as presented in
this dissertation, is equivalent (except for changes in nota-
tion) to Smullyan's elementary formal systems.

(a)

(v)

(a)

(e)

(f)

Primitive Symbols In this dissertation the primitive
or "object" alphabet is the set of characters used in
some computer language.

. Auxiliary Symbols The predicate alphabet P here is a
string of English letters or digits each separated by
the tuple sign ":". Each string of English letters of
digits is called a predicate part, and the number of
predicate parts in a predicate is usually identical to
the number of terms in a term tuple following the predi-
cate. The separation of predicates into parts is made
(a) to give some mnemonic describing the role of each
term in a term tuple following the predicate, and (b) to
provide a convenient notation for abbreviating a canoni-
cal system.

The set Z is given as {: >} rather than {, >} since
the comma "," is a character occurring frequently in
computer languages.

Well-formed Expressions A well-formed formula
"Xl R X." is written here as
"X, X ves X 3% " 2o connote the meaning that

3
anis gerivablenfrom a canonical system if and only if
each of the instances of the premises X., X,, ... ’Xn—l
are derivable. This alternate formulatlon Is in the
spirit of Post.

The delimiter ";" is introduced here to separate the
well-formed formulas of a canonical system. The well-
formed formulas in a Smullyan system are separated by
the use of appropriate spacing of formulas in a page of
text.

Furthermore, the string of terms following a predicate
is enclosed by the angle brackets "<" and ">" so that the
characters "," , ";" and "+" can be used in the terms as
object symbols without the use of quotation marks.

Rules for Using Well-Formed Expressions The rules for
using well-formed productions of a canonical system are
identical to the rules used by Smullyan.

Interpretation The interpretation given to a canonical
system here is a hybrid of the interpretation of the
systems of Post and Smullyan
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(i)

The productions of a canonical system are
as rewriting rules {Post).

The derived strings of a canonical system
viewed as statements about the membership
tuples of strings in sets whose names are
by the predicates (Smullyan).
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