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Abstract

Two main problemsprevent the deployment of geographidorwardingin real systemsgeographidorwarding
requiresthatall nodesknow their locations,andit hastrouble routing aroundlocal deadends.This paperpresents
practicalsolutionsto eachproblem.

Thelocation proxy techniqueallows anodethatdoesnotknow its locationto find anearbylocationawarenodeto
useasa proxy for geographidorwarding. Thetechniquewvorkswell over alarge rangeof densitiesof locationaware
nodes,and allows a tradeof betweenbandwidthusedfor routing information and expenseof providing location
information.

Theintermediate node forwarding (INF) mechanisnis a probabilisticsolutionfor routingaroundoadgeographic
topologiesvia intermediategeographidocations.Existing solutionsunrealisticallyassumehat nodeshave identical
radiopropagation]NF workson arestrictedsetof situationsbut makesassumptionshatbettermatchreality.

Experimentausingthe ns simulatorshav thatlocationproxiesandINF areeffective enoughto make geographic
forwardingpractical.We believe geographidorwardingwill enablescalableadhocnetworking.

1 Intr oduction

Ad hocnetworksareattractive becauséhey areeasyto deploy: nonetwork administratioris requiredwhencomputers
join or leave the network. Geographidorwardingis a scalableJow overheadechniquefor building mobile ad hoc

wirelessnetworks. By using geographidocationsto route paclets, geographicforwarding can make purely local

decisiongo routepaclets,avoiding the routing protocoloverheadncurredby otherad hocrouting protocolsin large

networks[14, 12]. Furthermoregeographidorwardingprovidesnetwork participantswith arich datatypeiocation.

Locationinformationenablesontext-sensitve computingandmary locationspecificapplicationssuchasserviceand

resourcaliscovery andmapping.

Although geographidorwardinghasthe potentialto be the foundationfor scalablead hoc networks, it hasthree
main problems:first, geographidforwarding can only senddatato network clients with known locations;second,
geographidorwardingassumegachcomputeron the network knows its own positionfor makingforwardingdeci-
sions;andthird, geographidorwarding performspoorly with somenetwork topologies.The first problemrequires
that a working geographicforwarding systeminclude a location serviceto map destinationgo locations,and has
beensolvedin [14]. We addresghe secondwo problemsin this paper with location proxies andintermediate node
forwarding.

1.1 Location Information

An importantpart of a geographidorwarding systemis the position information infrastructure:eachdevice must
determineits own location. The Global PositioningSystem(GPS)[2] is a potentialsourceof this information, but
doesnt work well in commonsituations. Adding a GPSrecever to a small mobile device will increasehe device’s
weight,size,andcost.More importantly GPSreceverswill notwork in the areasvheremostcomputingdevicesare
concentratednsidehomes pffices,andenclosecublic spaces.

Onepossiblesolutionto this problemis to usepositioningtechnologiesuchasCricket[17] or BAT [10]. Unfortu-
nately the power, cost,andsizeconstraint®of thesetechnologieslike GPS,canbethe mostburdensomen thesmall

*ParallelandDistributed OperatingSystemsGroup,MIT Laboratoryfor ComputerScienceEmail: {decoutortm}@Ics.mit.eduThisresearch
wasfundedin partby NTT corporationunderthe NTT-MIT collaboration.



mobile computingdevicesmostin needof them.lt is unlikely thata singlepositioningtechnologywill be adoptedn
all areasandmobile nodeswill not be ableto accommodatall the possiblepositioningtechnologiesThuseventhe
mostwell-equippedmnobile device maybe unableto directly determinéts locationasits usermovesaround.

Although mary deviceswon't know their locations,somewill. Any computerin a machineroom or on a desk
can be statically configuredwith its location, just astoday it is statically configuredwith an IP addressnpetmask,
andgatevay addressOthermachinesmay learntheir own positionsusingindoor locationtrackingand notification
systemsThe locationproxy techniquepresentedn this paperallows machineswith locationinformationto sene as
locationproxiesfor clientsthatdo not have locationinformation,connectinghe clientsto the geographidorwarding
network usingalocal routing protocol.

Finally, we wouldlik e our network performanceo scaleaswe addmorelocationsensor$o network nodespr add
morelocationignorantnodes.Thenwe arefree to choosethe right tradeof betweersupplyingnetwork participants
with locationinformation(e.g.installingandsupportingiocationsensoiinfrastructure) or compensatindor the lack
of locationinformationwith routing protocolmechanisms.

1.2 Routing Holes

Geographidorwardingworks bestwhenthe spatialdensityof network nodesis high relative to the radio coverage.
Otherwisewe canfind casesvheregeographidorwarding'sgreedychoicedail to find routes Geographidorwarding
will fail at a nodewhenthe paclket hasto travel backwardsarounda topology hole—whenno neighboris closerto
the destinationThe device currentlyforwardingthe paclet hasno routesto ary devicesthatarecloserthanitself to
thepaclet's destinationA practicalgeographidorwardingsystemmusthandlethesecasesasnodedistributionswill
vary unpredictablyin therealworld.

Althoughtherearetheoreticallyguaranteedechniqueg12, 4] to route aroundtopology holes,they assumehat
all nodeshave radioswith identicalranges.This is not likely to be even approximatelytrue, sinceobstructionsand
interferencalrasticallymodify radiorangesTheintermediatanodeforwarding(INF) techniquepresentedh this paper
providesa probabilisticsolutionfor handlingtopologyholes,anddoesnot assumeiniform radioranges.

1.3 Paper Organization

Section2 discusseshe detailsof the basicrouting protocol, which location proxiesand INF build upon. Section3
describeghe locationproxy protocol,and Section4 describeghe detailsof INF. We presentsimulationresultsthat
shav the performanceand costsof location proxiesand INF in Section5, discussrelatedwork in Section6, and
concludein Section?.

2 BasicRouting Protocol

Thelocationproxy andintermediatenodeforwardingtechniquesreboth extensionsf a basicrouting protocol.The
basicprotocolusesgeographidorwarding[8] in conjunctionwith a locationservicesuchasGLS [14]. A limited-
radiusvariantof the Dynamic Destination-Sequencddistance-Vecto(DSDV) protocol[15] is usedto increasethe
numberof neighborseachnodecanuseto make geographidorwardingdecisions.

In orderfor geographidorwardingto work well, nodesmustbe aware of their neighbors’positions,andideally
they shouldhave neighborsn awide varietyof directions RegularDSDV is agloballoop-freedistancevectorrouting
protocol;we modify DSDV so that routeentriesareonly propagated fixed numberof hopsfrom the route’s desti-
nation. The modifiedDSDV workswell with geographidorwardingbecausét pro-actvely discorersnearbynodes.
Reactve protocolssuchasDSR[11] or AODV [16] arehardto usein this context becausehey searchfor particular
nodeswhile geographidorwardingneedso searchfor the nodeclosesto the destination.

ThemodifiedDSDV routing protocolhasconstanpernodeoverheadsinceroutemessageall have a fixedmax-
imum size,and are sentat a fixed maximumrate by eachnode.Although we placeno explicit limit on the size of
the DSDV routingtable,the maximumtablesize experiencedn the network is limited by the DSDV hopradius,the
spatialdensityof nodesandtheradiorange Figurel showvs theroutemessagandrouteentryformats.

When a node sendsa new paclet onto the network, the packet headers sourceand destinationlocation fields
(Figurel) arefilled in. Thebasicrouting protocolassumeshatevery nodeknowsits own location,andthatalocation
services availableto provide destinatiodocations Whenforwardingor originatinga paclket,anodeuseghealgorithm
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Figure 1: Packet and route entry formats. Data packets are addressed with the destination’s ID and geographical
location; the source’s location is included so the destination can reply

d = p.dest_id d = p.dest_id
if R=0 Vv interfaceoutputqueuds full if interfaceoutputqueues full
drop(p) drop(p)
elseif d € R elseif d € R
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if n;.has_loc A dist(n;y1,lq) > dist(n;,lq)
drop(p)
else

transmit(p, R[n;41]-next_hop)
(a) Basicprotocolalgorithm. (b) Proxyalgorithm.

Figure 2: The algorithms for choosing packet p’s next hop node at each node n;. The routing table is R. A node’s
neighbor table does not contain a route to the node itself. n.has_loc is true iff n is a proxy.

in Figure2ato choosethe paclet’s next hop. The nodefirst checksits local DSDV neighbortablefor a routeto the
destination.If a DSDV route exists, the node forwardsthe paclet to the next hop indicatedin the routing entry.
Otherwisethe nodetriesto pick anext hopby searchinghe DSDV neighbortableusinggeographidorwardingrules.

3 Location Proxies

Usingonly basicgeographidorwarding,nodesthatdo not know their own positioncannotparticipatein the network.
Thelocation proxy techniqueusesanadaptve local routing protocolto extendthe geographidorwardingnetwork to
locationignorantnodes Any nodethatknows its own position(a location aware node)cansere asa locationproxy
for nodesthatdo not know their position(location ignorant nodes) We will referto locationawarenodesasproxies,
andlocationignorantnodesas clients. Proxy nodesenableus to usegeographidorwardingfor large-scalerouting,
while thelocal protocoltakescareof routing betweerproxiesandclients,andbetweerproxies.

A locationignorantnodeselectsa nearbylocationawarenodeasits locationproxy. To receve paclets,the node
adwertisesits proxy’s locationasits own; this causesa paclet addressedo the nodeto be deliveredto its proxy via
geographidorwarding. The proxy in turn forwardsthe paclet to the nodeusing the local routing protocol. When
forwardingor originatingpaclets,all nodesusethelocal protocol’s neighbortableto move pacletstowardsthe best
next nodefor geographidorwarding.Figure2b shavs the modificationgo the basicgeographidorwardingalgorithm
thatareneededvhensomenodesdo notknow theirlocations.

We must solve three problemsfor location proxiesto work. First, in orderto use geographicforwardingand
adwertisealocationto thelocationservice alocationignorantnodemustlearntherouteto atleastonelocationaware
node,whichwill sere asits proxy. Secondjn orderfor the nodeto receve paclets,its proxy mustlearnarouteto it.



Third, proxiesmustbeableto geographicallyforward packetsamongsthemselesby way of locationignorantnodes
whenneccessaryo keepthe geographidorwardingnetwork connectedOur locationproxy techniquesolveseachof
theseproblems.

3.1 Finding Location Proxies

In orderfor locationignorantnodesto find proxies,they runthelocal DSDV routing protocol,with thefollowing two
modifications:

o Keepary routeadwertisementor alocationawarenodeno matterhow mary hopsto thatnode.

e Dedicatea fraction of regularroutetablebroadcast$o routesfor locationawvarenodes Advertisetheseroutes
in around-robinfashion.

Thesetwo modificationsensurethat every locationignorantnodeeventuallylearnsa routeto a potentiallocation
proxy. Any locationignorantnodeN; thatis onehopfrom alocationawarenodeP will have arouteto P, thanksto
P’sroutetablebroadcastsBecauseN; will propagatéts one-hoproutefor P, any nodeN, within N;'s radiorange
will have arouteto P thatis nolongerthantwo hops.Similarly, any of N»’s neighborswill have arouteto P thatis at
mostthreehops,andsoon.

Sincepacletsareforwardedthroughproxiesandotherlocationawarenodesjf proxiesdo nothave routesto each
other thenetwork is effectively disconnectedf apaclet’s destinatioris notin aproxy’slocal routingtable,the proxy
mustforward the paclet to anotherdocationawarenode,becausenodelocationsmustbe comparedo choosea next
hop. Theselocal routing protocolmodificationsalsoallow proxiesto learnroutesto otherproxies,which keepsthe
network connected.

Eachlocationignorantnodechoosesasits proxy the locationaware nodein its routing table which is the least
numberof hopsaway. The closestpotentialproxy is chosento minimize the numberof extra hopsthat a paclet
musttravel usingthelocal routing protocol.However, otherfactorscould be consideredsuchastheforwardingload,
network capacity andbatterylife of the potentialproxy. If no suchnodeexists,thenthelocationignorantnodehasno
proxy.

Thesemaodificationsadaptiely extendthelocal DSDV’ s radiuslimit to ensurehatevery nodehearsaboutnearby
locationawarenodeslf afixedmaximumDSDV radiuswereused the maximumradiusparametewould bedifficult
to set.

3.2 Receving PacketsFrom Proxies

Onceeachlocationignorantnodehasa proxy, it canforward outgoingtraffic throughthat proxy, and adwertisethe
proxy’slocationasits own in orderto receve paclkets.Incomingpaclketswill bedeliveredto the proxy via geographic
forwarding.However, a nodes proxy may not have a routeto thatnode:the propagatiorof a potentialproxy’s route
entryonly setsup a one-way route.To ensurethateachlocationawarenodehasa routeto the nodesthathave chosen
it asaproxy, every clientensureghatits routeis propagatedor enoughhopsto reachthe proxy. An extraradius field
is addedto routeentries.This field is adwertisedin eachnodes routing tablebroadcastandis handledasfollows for
cliententries:

1. Eachlocationignorantnodesetsits own radiusfield to the numberof hopsto its proxy. Locationawarenodes
andnodeswithout proxiessetthefield to zero,sothatit is ignored.

2. Whena nodeprocesses route adwertisemenentry with a non-zeroradiusfield, it keepsthe routeentry and
decrementthefield.

3. Eachnodeincludesary routeentrywith a non-zeraradiusfield in its regularroutetablebroadcasts.

Thesethreestepsensurethatif alocationignorantnodechoosesa proxy thatis A hopsaway, thatnodes route
entrywill bepropagatedo every nodewithin h hops,includingthe proxy itself. Oncethe proxy learnsa routeto the
node,it canuselocal routingto deliver any paclketsfor the nodethatarrive at the proxy via geographidorwarding.

Thereis no explicit informationin a packet thatinformsa proxy it hasreceved oneof its clients’ paclets.Nev-
erthelessthe protocolis still loop freein the steadystate.If a paclet arrivesat the destination$ proxy, andthe proxy



Figure 3: Packets need not travel out of the way to go through proxies. In this example with a two hop DSDV radius,
N; is sending to Ne; their proxies are P; and P., respectively. Because of the proxy route propagation rules, N» has an
explicit route to P2, via N3. Therefore packets will travel from N1 to N3, bound for Ng's proxy. But N3 has an explicit route
to Ng, and the packets avoid both P; and Ps.

hasno entry for that destinationin its neighbortable, the paclet will be dropped.This is becausehe destinations
adwertisedlocationis the proxy’slocation.No entryin the proxy’s neighbortablecouldbe closerto thatlocationthan
theproxy itself, andreferringto Figure2b, we seethatthe paclet will bedroppedn this caseratherthanlooping.

3.3 Discussion

Onealternatve to usinglocationproxieswould be to run somesortof positionestimationprotocol(PEP)on the net-
work. A PEPmightuseinformationsuchasnearbylocationawarenodesandradio propagatiorimesto producea po-
sition estimatefor eachlocationignorantnode.This estimatevould be usedwhendirectly measuregbositionsarenot
availablefor makinggeographidorwardingdecisionsAlthoughsomesortof PEPmaybeneccessarfor applications
in mobile networks,andcould be usedby the geographidorwardingnetwork whenavailable,it is unneccessary—the
proxy techniqueis adequatdor delivering paclets. While creative approache$6] may producea PEPaccurateto
within oneradiorange no known systemis reliableenoughto useby itself for geographidorwarding.

A client usingthe location proxy systemdoesnot actually sendevery packet throughits proxy, but towardsthe
locationawarenodeclosesto thedestinationFurthermoreasa paclettravelstowardsthe choserocationawarenode,
it may be forwardedby a nodethatknows of a locationawarenodeeven closerto the destination Thusthe location
awarenodesactasguidesfor geographidorwarding,but do notin generaheedto forwardthepackets.Figure3 showvs
anexample.

Thelimited flooding usedto build routesfrom proxiesto clientsis robust, but adwertisesthe routeto mary nodes
thatdo not needto know it. We considerechaving clientsunicasttheir routesalongthe pathto the proxy, ensuring
thatonly the proxy andnodesbetweerthe clientandproxy dealwith the client’s route.But unicastclient routescould
be fragile asnodesalongthe route move, and offer fewer opportunitiesfor routing shortcutsasdiscussedbove. A
directedflood would decreaseoutefragility, especiallywhenguidedby accuratenodemovementpredictions.

3.3.1 Proxy Route Propagation

The particularrule for propagatingproxy routeshasa drawback:it ensureghatall client nodesthatform aconnected
subgraphwill learnandadvertiseall the sameproxy routes.With somekinds of network topologies this could mean
thatevery client learnsaboutevery proxy—proxyrouteswould be floodedglobally. We consideredtheralternatves
rulesfor propagatingroxy routes but they all potentiallyresultedn adisconnectedetwork.

We first consideredhateachclient shouldonly remembeandpropagateéhe & closestproxies,in termsof hops.
This rule guaranteeshat proxy routesare propagateaxactly far enoughso that every client learnsa routeto some
proxy, andno farther Unfortunatelyfor ary valueof & we canproducea network topologywherethis rule causeshe
proxies,andthereforethe network, to be disconnectedif the network topologywere constrainedso thatall proxies
were connectedforming a geographidorwardinginfrastructure thenthis rule would be ideal. One examplewould
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Figure 4: Intermediate node forwarding header additions.

be a metropolitanrooftop network constructedf fixed nodeswith GPSrecevers,providing infrastructurefor highly
mobile nodeswithout locationsensors.

Anothersolutionmight befor proxiesto selectvely retainandpropagateroxy routesusingheuristics For exam-
ple, clientsmight adwertisecloserproxiesmoreoften,andprobabilisticallyremembeproxy routesbasedn their hop
distance But ary rule that constrainghe flooding scopeof proxy routesmay alsopartitionthe network by failing to
propagatea critical proxy route.

4 Intermediate Node Forwarding

Although geographidorwardingworks well in uniformly densenetworks, it handledarge holes badly: casesvhen
a forwarding nodemust drop a paclet becausehereis no betternext hop throughwhich to sendthe paclet. The
intermediatenodeforwarding(INF) schemeallows nodesoriginatingpacletsto probabilisticallyroutepacketsaround
holes.The basicideais thatwhenusingINF, nodespick randomintermediatepointsthroughwhich to forwardtheir
paclets. Packets are routed from the sourceto the intermediatepoint using geographicforwarding, and from the
intermediatepoint to the destinationusinggeographidorwardingagain. Theintermediatdocationsenesasa weak
sourceroute.Eventually anintermediatgoint canbe chosersothatpacketscanbe sentfar enoughout of theway of
holesandotherbadnetwork topologies.

Nodesdo not normally sendpacletsusing INF. However, if pacletsareunableto reacha destinatiorusinggeo-
graphicforwarding,a sendingnodestartsusingINF for thatdestinationit picks anintermediatdocationandlabels
pacletsto the destinatiorwith theintermediatdocation.If pacletsstill fail to reacha destinatiorusingINF, thenode
picks a new intermediatdocation. For the situationsin which this approachworks, the sourcenodewill eventually
pick anintermediatepointthatcausegpacletsto beroutedaroundaninterveninghole.

Thefollowing subsectionslescribehe detailedmechanismsf INF, anddiscussvariationson thesemechanisms.

4.1 Forwarding Details

We extend the geographicforwarding protocol by addingtwo new fields to datapaclet headersiNF mode, and
intermediate |ocation (Figure4). EachnodealsomaintainsanINF table,whichmapsdestinatiomodego intermediate
locations Entriesin this tableareperiodicallyexpired.

Whena nodeoriginatesa paclet, it checksto seeif thereis anentryfor the packet’s destinationin the INF table.
If so,the paclet’s INF modeis setto TO-INF, andthe intermediatdocationis copiedinto the paclet headerfrom
the INF table.If thereis no entryin the INF table,the INF modeis setto NO-INF. Whena nodeforwardsa paclet,
it malkesits forwardingdecisionbasedon the paclet’'s INF mode.If the pacletis in the TO-INF mode,the pacletis
forwardedto theintermediatdocation;otherwise the pacletis forwardedto the destinatioriocation.

If anodeforwardinga TO-INF paclethasno neighborcloserthanitself to the intermediatepoint, it switchesthe
pacletto FROM-INF mode.Fromthenon,the paclet’s realdestinationis usedto make forwardingdecisions.

4.2 DetectingPacket Drops

Basicgeographidorwardingdoesnot provide ary feedbackaboutpaclet drops.Therefore we alsoextendthe geo-
graphicforwardingprotocolby addingnegative acknavledgemenpaclets(NAKs): whena forwardingnodedropsa
paclet dueto lack of a goodnext hop, the forwardingnodesendsa NAK to the paclet’s original senderNAKs are
alsoroutedusingINF: they areforwardedgeographicalljpbackthroughthe sameintermediatdocation(if ary) asthe
droppedpaclet. To facilitate NAK routing, nodesthat switch a paclet’s INF modefrom TO-INF to FROM-INF be-
fore thepacletis neartheintermediatdocationmustcopy theirlocationinto the packet’s intermediatdocationfield.
Otherwise NAKs would beroutedto the originally choserintermediategoint, which is not wherethe original paclet
traveled.



Figure 5: Intermediate forwarding example. A is sending to G. Their midpoint is m. Each node is only in range of its
closest neighbors, and there is a route ABCDEFG. Packets initially traverse ABC, until they are dropped: C is closer to
G than D. A receives the NAK, and first initiates INF with a radius of r1, with L1 as the intermediate location. Packets
traverse ABC, and are again dropped at C: C is close enough to L, to switch packets out of TO-INF mode, but has no
neighbor closer to G. A chooses the new intermediate location L» from the disc with radius r». Packets can how make
it to G: they travel via geographic forwarding to D, which switches them into FROM-INF mode, and sends them via E
and F.

4.3 Choosingintermediate Locations

A nodefirst usesINF to reacha destinationafterit receivesa NAK for a paclet to that destination.The nodethen
createsnentryfor thedestinatiorin theINF table. Theintermediatdocationfor adestinatioris choserrandomlyfrom

adisccenteredaroundthelocationhalfway betweerthe sendingnodeandthe destinationasshawn in Figure5. The
radiusof this discis initially setto onequarterof thedistancebetweernthe sendinganddestinatiomodes;successie

NAKSs recevedfor the samedestinatiorcauseheradiusto be doubled,anda new intermediatdocationto be chosen
from within the larger disc. The disc radiusfor eachdestinationis storedin the INF table with that destinations

intermediatdocation.

4.4 Discussion

ThelINF algorithmhereis notfully generalit is possibleto constructmultiple-holescenariosn which pathsexist that
INF cannotfind. On the otherhand,INF doeswork well in somecommonmultiple-holesituations;Section5 shavs
thatit improvesdelivery ratesin gridsof city blocks.

The versionof INF discussedhereusesexplicit NAKs to trigger INF. A real systemmight addtimeouts perhaps
basedon hintsfrom upperlayerprotocols;this would helpif theroutingof aNAK failed.

Anotherkey designdecisionis whento pick theintermediateoints.We alwaysdoubletheradiusof thediscwhen
NAKSs arereceized. A variationwould beto only doubletheradiusevery k NAKs. The otherNAKs would still cause
anew intermediatepoint to be chosenput from a discwith sameradius.

If oneintermediatdocationis not sufficientto routea pacletto its destinationwe canusemultiple intermediate
pointsfor routing the paclet. If extra intermediatepointsarechoserby nodesotherthanthe the paclet’s originator,



Radio Local Routing Protocol

MAC IEEE802.11 Routebroadcasperiod 2 seconds
RTS/CTS For all unicastpaclets Routeexpirationtimer 18seconds
Nominalrange 250meters Triggeredupdateperiod 1 second
Radiocapacity 2 Mbps Routeentrylifetime 30seconds

. DSDV radius 2 hops
Mobility Maximumroutemessagsize 1000bytes(22 entries)

Movementmodel Randomwaypoint

: Maximumroutetablesize unlimited
Maximumspeed 10m/s
Pausetime 0 seconds Location Sewice
Updaterate 0.25seconds
Lookuplateng 0 seconds
Protocoloverhead none

Table 1: Shared simulation parameters. All simulations use the above values of the listed parameters; other parameters
such as simulation size, density, and time vary.

they mustbe choserconsistentlyto avoid loops.

Finally, whencheckingthe INF table for a new destinationwe could usethe INF informationfrom ary entry
whosedestinationlocation is nearto the currentdestinations location. Packets to both of thesedestinationawill
probablytravel throughthe samenetwork topology, sothey maybeableto usethe sameintermediatepoint.

5 Evaluation

We performeda seriesof simulationsto evaluatethe performanceof the location proxy protocoland INF. We im-
plementedthe protocolswith version2.1b1 of the ns simulator[7] and the CMU wirelessextensions[9]. We do
not provide resultsfor otherprotocolssuchas AODV andDSR, sincethey were designedor relatively small scale
networks. Previous work [14, 12, 5] shaws thattheseprotocolsrequiretoo muchrouting overheado scaleto large
networkswith hundredsof mobilenodes.

Thesimulationsusea perfectlocationserviceto obtaindestinatioocationsfor the geographidorwardingproto-
col. Thisservicehasno network or computatiorcosts Nodesmay periodicallyadwertisea new locationto thelocation
service However, nodesnayalsorefrainfrom updatingtheir positionin thelocationservice jncludingwhenthey first
join the network. Thereforethelocationservicemay notknow thelocationof anodeif thatnodehasnever adwertised
alocation.Every nodecanlookupanothemodes mostrecentlyadwertisediocation(if any) atany time.

5.1 Simulation Parameters

Unlessnotedotherwise,all of our simulationsusea commonsetof parametergor the radios,DSDV local routing
protocol,andlocationservice Thesegparameteraresummarizedn Tablel. All simulationsoccurin asquareauniverse.

All traffic is constantbit ratetraffic. In eachsimulation, half of the nodesinitiate corversationso a randomly
chosennodeat a randomlychosentime. Eachconversationis 80 paclets of 128 byteseach,sentat 4 paclets per
second.

We usetherandomwaypointmodel[5] to modelmobile nodes.n this model,nodesstartin uniformly randomly
placedlocations;eachnodethenrandomlychooses destinatiorin the simulationuniverse,andmovesto that desti-
nationat arandomlychosenspeedUpon arrival, the nodemay pausemovementfor arandomperiodof time before
choosinga new destinationjn our simulationsnodesdo not pause.

Unfortunately this modelproducesan unevendistribution of nodesacrosghe universe Becauseeachnodepicks
its destinatiorlocationfrom afinite universe,it is morelikely to travel away from the closestedgeof the universeat
ary time. A fair modelwould allow nodesto crossedges)eaving the universeat oneedgeandreenteringatthe same
point on the oppositeedge.To disambiguatenovementdirections,nodeswould have to follow a rule abouthow to
reacheachdestination suchasalwaystaking the shortestpath. Alternatively, nodescould move unambiguoushby
choosinga destinatiordirectionanddistanceratherthanlocation.
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Figure 6: (a) The location proxy technique delivers more packets. Proxies make geographic forwarding useful when as
many as 95% of nodes do not know their location. (b) All nodes find proxies. No packets are dropped at the source
using the proxy technique, implying that every node manages to find a proxy.

5.2 Location Proxies

To evaluateour location proxy techniquewe simulatednetworks with a varying fraction of nodeswithout location
information.For comparisonye alsosimulatedhetworksrunningonly thebasicprotocol,aswell asasimpleneighbor
protocol.In the simpleneighborprotocol,a locationignorantnodead\ertisesasits own the locationof arny location
awarenodeit canreachwith its local routing protocol.

Thesimulationsused300nodesin asquareauniverse 2,000meterson aside.Up to half of eachroutemessagavas
dedicatedo adwertisingproxy routeentries. Simulationsranfor 300second®f simulatedime, andabout12,000data
pacletswereoriginated.

Figure6ashowns how the datapacket delivery ratedecreaseasfewer nodesknow their location.An insignificant
numberof pacletsaredroppeddueto congestionAs fewer nodesknow their location,the locationproxy technique
providesanincreasingadwantagen delivery rates.Furthermorethis techniqueworks well whenonly ten percentof
thenodesknow theirlocation.This resultwill alsovary with the network density

To explain why the basicprotocol and the simple neighborprotocolfail differently asfewer nodesknow their
location,Figure6b shavs thefractionof droppedpacletsthataredroppedbeforethey have achanceo betransmitted
by the senderWith the basicrouting protocol,mary droppedpacletsnever evenleave the senderA nodethatdoes
not know its positioncanonly originatea paclet if the destinationis in the nodes routetable,or if the nodeknows
arouteto somelocationequippednodethatis within two hopsand the destinatiorhasad\ertisedits location. Thus
asthe numberof nodeswithout locationincreasesthe numberof packetsdroppedat the sendemgrows quadratically
Sincethe neighborprotocolsometimesllows nodeswithout positionsto adwertisea positionto thelocationservice,
morepaclketscanbe originatedthanin the basicprotocol.

Figure 6b implies that the proxy techniquefinds a proxy for every locationignorantnode.If we refer to the
algorithmin Figure 2b, we seethenthat only proxiescandrop pacletsdueto badroutes;client nodescanalways
forward pacletstowardssomeproxy. A proxy dropsa packet eitherbecausét is the destinations proxy, but hasno
routeto thatclient, or becausét canfind no proxy geographicallycloserto the client’s proxy. Thusall routing drops
arecausedy alack of routing bandwidth:routeswerenot adwertisedquickly enoughbetweera client andits proxy;,
or betweertwo proxies.Becauseur protocollimits routingoverheado afixedmaximum,andbecauseoutingentries
timeoutat eachnode,someroutesmay be expired beforethey canbe propagatedvhentherearetoo mary routes.

To verify thatourtechniquenhaslow overheadFigure7ashovsthe maximumlocal routetablesizeoverall proxies
for theentiresimulation.Routetablesizeactuallydecreases asfewernodesknow theirlocations.Thisis becausevery
noderetainsall routesto location equippednodesthatit receves,regardlessof the DSDV hop radius.Whenfewer
nodesknow their locations therearefewer suchroutesto be stored.

Given the nodedensitywe are using,andthe 2 hop DSDV radius,the averagerouting table size for the basic
routing protocolis around60 entrieswhich is onehalf to onethird the maximumsizeobsened. However, routetable
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Figure 7: (a) Location proxies slightly increase the maximum route table size, which is measured across all nodes for
the entire simulation. (b) Location proxies do more work and handle a larger percentage of traffic when fewer nodes
know their location.

sizeswill be largerfor nodesnearthe centerof the simulation,dueto pathologiesn the simulation—nodegendto
move to the center The routetable size doesnot grow to cover all the nodesbecausehe presencef proxiesin the
network limits how far a client’s route will propagateClient routeswill only propagateenoughhopsto reachthe
closestproxy.

By design pernodeprotocoloverheads constantsinceroutebroadcastandtriggeredupdatesarefixedsizesand
sentatfixedintervals.

Figure 7b shavs that eachproxy forwardsmore traffic asthe fraction of location aware nodesdecreasesThis
is becauseahereare fewer proxiesto handlethe incomingtraffic for slightly moreclients. The proxy load increases
reasonablyAn artifactof the simulationcausegproxiesin generalo forward lesstraffic thanregularnodes because
proxiesareneverthe sourceof ary traffic in our scenariosthey never sendpaclketson thefirst hop. This dataignores
theinflatedpernodeforwardingoverheadcausedy temporarilybut rapidly loopingpaclets.Sinceour network is not
experiencingcongestionyve canignorethe overheacdof thelooping paclets.

Theseresultsshav thatwhenthe generalnodedensityis large enoughiit is quite feasibleto build a geographic
forwardingnetwork whereonly onein tennodeshasa GPSrecever or afixedlocation,

Furthermoreijt is not the absolutefraction of proxy nodesthat matters put the densityof themthroughoutspace.
As long aspotentiallocationproxiesexist in the network at a high enoughdensity locationignorantnodeswill only
be a few hopsaway from a proxy. We canincreasehe total numberof nodesin the network asmuchaswe like, as
long astheproxy machinesanhandlethe extratraffic. In fact,if thedensityof proxiesis highenoughwe couldeven
usethe simpleneighborprotocol.

Therandomnetwork scenariaesultsunderestimatéhe utility of locationproxies.In any network topologywhere
alocationignorantnodeis further away from a proxy thanthelocal DSDV hopradius,the simpleneighborprotocol
will notwork. Oneexampleof thistopologyis a chainof nodesextendingdown a hallway or outdoorsin thesecases,
we must usethe proxy technique.

The location proxy techniquetakes advantageof a resourcetradeof in mobile networks. We are trading proxy
location sensorresourcedor network bandwidth.As we transformmore nodesto proxiesby equippingthemwith
locationsensorsthe averagedistancebetweera nodeandits proxy decreasesl herefore routeentriescanbe propa-
gatedfor fewer hops,consumingessnetwork bandwidth.As we decreas¢he numberof proxies,we mustadwertise
route entriesfor more hopsto keepthe network connectedconsumingmore network bandwidth.This allows us to
deploy networkswith theright balanceof resourceconsumptiorfor a particularapplicationor ervironment.

5.3 Intermediate Node Forwarding

We performedwo differentkinds of simulationsto examinethe performancef intermediatenodeforwarding.
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Figure 8: In uniformly random networks, INF is ineffective: it does no better than the basic routing protocol as the
network becomes disconnected.

5.3.1 Random Networks

We simulated300 nodesin networks with varying nodedensitiesfor 300 secondsabout12,000datapacletswere
originated.Nodesmoved usingthe randomwaypointmodel.Figure8 shows that INF providesno advantagefor this
network topology Theproblemis thatasthenodedensitydecreasesiotonly doholesappearbut thenetwork becomes
disconnected?reviouswork [14] shavsthattheoptimumdensityfor geographidorwardingin arandomnetwork with
similar parameterss above 75 nodegpersquarekilometer;thisis reflectedn Figure8. In thesesimulationsall paclet
dropswere causedy routing failures.Justunderhalf of the droppedpacletsin eachsimulationnever evenleft the
senderandlocal routing table sizesdecreasedapidly with density indicatingthat mary nodeswere disconnected
from the network.

5.3.2 Urban Networks

Oururbannetwork scenarids designedo modelnodesmoving in amoderncity, with agrid of regularly placedblocks
of buildings andstreets Startingin one corner identically orientedandsizedrectangleqcity blocks)arelaid outin
rows andcolumnsalignedwith the sidesof the simulationuniverse.The rectanglesareseparatedh both dimensions
by gaps(streets)f equalwidth. We choserectangledimensionof 200 metersby 66 meters gquivalentto acommon
New York City block size[1]. Streetgapswithin ascenaricareall equal At leasttwo adjacenedgesof thesimulation
universeareclearof blocks:they have streetgapslaid alongthem.FigureQaillustratesthis scenario.

Theedgeof eachblock arecompletelyopaqueo radiosignalsithey block radiotransmissionsvhoseline of sight
crosseghe edge.If atransmittedpaclet’s senderandreceier areon oppositesidesof an edge,the paclet doesnot
arrive attherecever. Furthermorein our simplemodel,theblockedpaclet's transmissiordoesnot contributeto noise
or interferenceat the recever. In the real world, however, radio signalscan squeezahroughgaps,or travel around
somecornersln someways,our scenarigorovidesa harsheervironmentthanreality.

Nodescannotmove acrosblock edgesthey areconstrainedo move only in the streetgapsbetweerblocks. This
scenaricchoicemodelsmobile devicesin the streetcommunicatingvith vehiclesor otherexternallymountedradios.
A realnetwork would have relay nodesthatcarriednetwork traffic in andout of buildings; we do not modelthathere.

Figure 9b shaws that INF providesa small but definite advantagein urbannetworks. The simulationuniverse
was one squarekilometer, with fixed size blocks. Simulationswere carried out with 300 nodesand various street
widths betweerthe blocks,for 90 simulatedsecondsBetween2,200and 3,500datapacletswereoriginatedin each
simulation;morepacletscould be originatedwhenwider streetsvereused andif INF wasused.

We seethat asstreetsbecomewider, the advantageof INF becomedess.This is slightly surprising,becausehe
fixedsizeof thesimulationuniversecauseshe densityof nodesn the streetso decreasasthe streetsbecomewider.

Giventhesimulationparametersa streetwidth w, andignoringedgeeffects,we cancalculatethe actualdensityof
nodesin streetsasp = 2wl x(004tw) , 300, Fory = 20, thisdensityis p = 9.92 x 10, or morethananorderof
magnitudegreatetthanthe densityrequiredto usegeographidorwardingin arandomnetwork, whichis 7.5 x 10~°.
Yet the delivery rate of geographidorwardingin the urbanscenarias lessthanhalf of the randomscenarics rate.
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Figure 9: Intermediate node forwarding (INF) improves packet delivery in urban scenarios. (a) shows the urban scenario
used in simulation. Nodes can only move in the streets (white), avoiding the city blocks (gray rectangles). Packet
transmissions cannot travel through city blocks. (b) shows INF's improvement in forwarding rate over the basic routing
protocol.

The key is the strict modelthatwe usefor radio signalpropagationnodesareunableto learnof any neighborshat
arearoundthe cornerof a block from them.In generalnodescanonly hearneighborsvho areon the samestreetas
them,unlessthey arevery closeto theintersectionTherefore pacletscanonly travel aroundthe cornersof blocksif
thereis anodein theintersection.

The expectednumberof nodesr in theintersectionis E[n] = pw?. Thevaluesof E[n] arevery closeto linear
fromw = 10 to w = 60, with E[20] ~ 1, E[35] ~ 2.25, and E[60] ~ 4.5. We can calculatethe probability that
no nodesarein the intersectionLet a = w? bethe areaof the intersectionand A be the total streetareathat can
be occupiedby nodesin the simulationuniverse.Thenthe probability thata givennodeis in a givenintersectionis
p = %, assuminga uniform randomdistribution of nodes We usea binomialdistribution to find the probability that
theintersectiorcontainse nodes:

se=k) = (1 )rra-pr
pa=0) = (1-p"

~ l1l-—pn

= 1—%71

For a simulationin a 1000 by 1000 meteruniverse,with 200 by 66 meterblocks, and 20 meterwide streets,
p(z = 0) = 0.626. Thatis, for anodein somestreetoddsarethatthereis nonodein theintersectiorthatcanforward
pacletsaroundthe corner If we considerthe intersectionsat both endsof the street,the probability thatthereis no
nodein eitheris 0.6262 = 0.392. Althoughnodesmaybeableto sendpacletsafew blocksdown the streetbeforethe
pacletscanturnacorner mary nodeswill notbeableto sendpacletsto any destinatiorthatis notonthe samestreet.

6 RelatedWork

We know of no otherwork thatintegratedocationignorantnodesnto a geographidorwardingnetwork. However, the
locationproxy techniquds similar in spirit to the useof geographidorwardingasoutlinedby Finn [8]. He proposes
building large metropolitan-widenetworks with a regular meshof routers.Leaf nodesin the network areconnected
to arouterwith somelocal network, suchasa LAN or local radionetwork. A nodesendsall outboundpacletsto its
router, which forwardsthemto the destinations routerusinggeographidorwarding.
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The location proxy techniqueusesgeographidorwarding for scalablelong distancepaclet forwarding, relying
on alocal routing protocolfor nearbydestinationsWe improve the performancef geographidorwardingby adding
a local protocol. Systemssuchas DREAM [3] and LAR [13] take the corverseapproachDREAM useslocation
informationto improve the behavior of a proactive routing protocolover long distancesit constrainghe propagation
of datapacletsthroughthenetwork basedn the destinations direction.LAR performsexplicit routediscovery using
floodingrouterequesmessagedyut constrainghe floodingbasecbn the destinations location.

INF’s pragmaticalgorithmdifferssharplyin spirit from previousmethodgor dealingwith geographidorwarding
holes KarpandKung[12] andBoseetal. [4] independentlypresenatheoreticatechniquahatcanalwaysfind routes
aroundholes,by sendingpacletsaroundthe perimeterof the hole. However, their perimeteroutingalgorithmsmake
unrealisticassumptionsboutradiorangesandneighborinformation,andneither[12] nor [4] analyzethe behaior of
thealgorithmswhentheassumptionareviolated,suchaswhenthereareobstructiongo radiosignalsin the network.
Karp presentssimulationresultsfor perimeterrouting with a plausiblenetwork model, but doesnot comparethe
algorithmto basicgeographidorwarding.Our experiencesuggestshatbasicgeographidorwardingperformsjustas
well asperimeterroutingunderthe parametere [12].

Sincewe wantto build realsystemswe can't make ary falseassumptionsWe alsowanta robustapproachwe’'d
prefernotto rely on (for example)all nodeshaving up-to-dateandconsistenheighbollists, asrequiredoy [12] and[4].

7 Conclusion

Geographidorwardingis a potentialtechniquefor building scalablenetworks of mobile devices,but a practicalgeo-
graphicforwardingnetwork facestwo hurdles.lt mustoperatedespitepartiallocationinformation,andit mustadapt
to badnetwork topologies We presentedwo solutionswhich addresgheseproblemsWith locationproxies,location
ignorantdevicescanparticipatein geographidorwardingnetworks, withouttoo muchoverheadThe proxy technique
alsoallows usto flexibly allocateresourcein anadhocnetwork. Intermediatenodeforwardingis a probabilistictech-
niguewhich canhelproutepacletsaroundholesin urbannetworks. Thesetwo techniquesnake practicalgeographic
forwardingnetworksareality.
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