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ABSTRACT

The relationship betveen page size, prograa behavior,
and page fetch frequzancy in storage hierarchy systems 1is
tormalized and analyzed. It is proven that there exist
cyclic program reference patterns that can cause page fetch
freyu2ncy to increase significantly if the page size used is
l2creased (e.g., relucea by half). Furthermore, it 1is
provan in Theorem 3 that the limit to this increase 1is a
lin2acr function of primary store size. Thus, for example,
on a typical current-iay paging system with a large primary
store, the number of page fetches encountered during the
2xecution of a progrim could increase 200-fold if the page
size were reduced by aalf,

The concept of temporal 1locality versus spatial
1>cality is postulatad to explain the relaticnship between
page size and prograa behavior 1in actual systenms. This
concept is used to devalop a technique callied the
"tupl2-coupling” approach. It 1is proven in Theorem 5 that
when used in conjun:tion with <conventional hierarchical
storaje system replacement algorithms, tuple-coupling yields
the benefits of smiller page sizes without the dangers of
2xplosive page fetch activity,

Zonsistent with the results above and by generalizing
conventional two-leva2l storage systems, a design for a
jenaral multiple lavel storage hierarchy systenm is
presented, Particular algorithnms and implementation
tachnigques to be used are discussed,
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CHAPTER 1.

INTRODUCTION AND PLAN OF THESIS

—— o D 2 e

Ihe primary goal of this thesis is to provide insight
int> and shed additional light on several key problems in
the design and analysis of general storage hierarchy

systeas,

1.1 significance o

i+

Problen

Phe importance of research in stcrage hierarchy systeas
his b2en pointed out by Prof. F. J. Corbatd recently in the

AIT Project MAC Progra2ss Report VIII (July 1971):

"BY now, it has become accepted lcre in the computer
system field that use Oof automatic management
algorithas for memory systenms, constructed ot
s2veral levels with different access times, can
pcovide a significant simplification of programminy
effort. ... Unfortunately, behind the @wmask of
acceptance hides a worrisome lack of knowledge
b2hind how to engineer a multilevel memory systen
with appropriate alyorithms which are matched to the
load and hardware characteristics."

On multiple level storage hierarchies, Prot. J. H.
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Saltzar vas even more explicit {subject notes on

"Information Systems", MIT, 1972, p. 4-58):
"An interestiny problem arises if one has three or
more technologies to deal with., ... The problem of
predicting the performance of a three level,
automatically maniged system 1s not at all well
understood. ... Although the need for more than one
l2vel has already been argued, there is currently no
kaown criterion for introducing three, four, or N
lavels for a given system. ... Although there are by
now many implemantations of two level  memory
systems, the dynaaic management of a three or more
l2vel memory syst2m 1is such an uncharted area that

there do not yot exist examples of practical
algorithms which one can examine.,"

1.2 gpecific Goals and Accomplishments

lhe specific goals and acccmplishments of this thesis,

wiich are further elaonorated later, are:

* Analyze the affect of «certain parameters, such as
page size, wupon the performance of a storage
systen.

* Develop a concept of 1locality based upon both
spatial and temporal adjacency in address
reference patterns that explains certain anocmalies
discovered in actual paging systess.

¢ Propose, formalize, and measure the pertormance of
nawv "spatial-removal® storage mapagement
algorithms, 1u particular "tuple-coupiing",

* Design a practical algorithnm for eftective
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management of wmultiple level storage hierarchy
systems anl demonstrate its effectiveness under

some simulatad system loads,

The key plan of this thesis is to investigate several
Ctucial problems and requirements of multiple level storage
hierarchy systenms. Particular areas are identified and
corrasponding theorias developed and proven., A new and
J2n2ral design for storage hierarchy systems 1is also
presented and evaluated. Finally, empirical measurements are
presented to validate and calibrate the overall design and

specific theoretical -onjectures.,

I'his thesis is organizationally aivided 1into 8
chaptars. The structure can be best introduced by outlining

the content of the following chapters in the sections below.

1. 3.1 Chapter 2: Motivation for Storage Hierarchy Systems

lhis <chapter presents a perspective on the storage
hierarchy problem and the motivation for such systems., It
1s primarily written for the benefit of people knowledgeable
ia the2 general computer field but who are not especially

experienced in storage hierarchy systems., For the expert
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realer, this chapter exposes the biases and orientations of
the author and thus sets the tone for the remainder of the
thesis. This chapter also briefly reviews the history of

rasearch in storage systems and cites numerous references.

1.3.2 Chapter 3: Formalization of Storage Hierarchy Systems

A description and formalization of the basic
characteristics of storage hierarchy systems is presented in
tais chapter., This is followed by a summary and critical
analysis of research that directly relates to the specific

joals of this thesis,

1. 3.3 Chapter 4: A Storage Hierarchy Systen

In this chapter the key coacepts of the fproposed
storage hierarchy system are presented and discussed, The

principle and novel technigques are briefly described below:

1.3,3.1 Continuous Hierarchy

Fhe ratio of p2rformance between adjacent levels 1is
kept wmoderate (e.g., a factor of 1C0 or less) to minimize
diszontinuities or awkward special-case algorithms. This is
ia coatrast to many current systems with inter-level ratios

of 1000 or more.
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1.3.3.2 Shadow Storage and Page Splitting

Information is transferred in decreasing smaller size
blocks as it is passeil up from low pertormance levels of the
hieracrchy toward the "reguest generator" at the uppermost
level., Thus, the information that is finally received by the
raquast generator has left a "“shadow!Y behind in the lower
levels. The significaace and rationale for this technique is

turther elaborated in Chapter 6,

1.3.3.3 Automatic Management

In order to reduce the 1load on the central processor
and provide for more 2fficient and parallel cperations, the
storaje management function will be distributed and
incorporated into tha2 storage levels (e.g., "intelligent"
i2vic2 controllers {1], etc.,)., This technique also reduces

the complexity of the operating system software.

1.3.3.4 Direct Transfer

Storage transfers between two adjacent levels need not

have any effect upon nor require the assistance ot any cther

la2vels (e.g., there 1is no need to move information from
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lz2vel n to level 1 aind then frcm level 1| to level n-1 if
only level n to level n-1 was needed; this two step process
Ls often required on contemporary systems). Direct transfer
i3 accomplishel by synchronizing non-mechanical storage
jevices or by using "rubber-band" buffers [33] between

2lectro-mechanical storage devices.
1¢3.3.5 Read Through

Storage transfers, as noted above, are only made
batwe2n adjacent levels of the hierarchy, such as from level
n to level n-1. But, each level, such as level n-1, can
connec-t its input bus (from lower level n) to its output bus
(to higher level n-2) so that the data can be read through
(L.2., transtferred to level n-2 while being stored in level
n-1. A similar, though specialized, technigue 1is already
asel in certain systa2ams, such as the IBM System/370 Models

155 and 165 cache systams {52].

This results in performance similar toc a direct
connection from each level to the request generator but it
proviles much more control in the storage levels and a much

simpler structure,
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1.3.3.6 Store Behind

By using ths excess capacity of the inter-level
ciann2ls, there is a continual tlow of altered data froam tae
higher levels to the lowest level permanent storage. Thus,
tae actual updated information is stored behind (after) the
store initiation froa the reguest generator. The updated
iaforaation 1is propagated down, level by level. Whenever

iaforsation is altereld at a particular level, it is tagged

as altered and is schz2duled for a "store behind" operation.
1. 3.4 Chapter 5: Analysis of Page Size Considerations

Jne of the most 1important parameters of a storage
hierarchy system 1is the page size chosen as the unit of
transfer between two levels of the hierarchy. In this
Caaptar, the factors influencing page size are examined froam
the device charactaristics viewpoint and the prograuw

p2havior viewpoint,

Jf particular concern, it has been noticed by Hattfield

{47]) and Seligman [ 78] and formalized in Chapter 5 that:

"There exists a page trace, P, and depand-tetch
FIFO-removal or LRU-removal inter-level storage
systems, 5 and S', with page =sizes N and N'=N/2,
respectively, such that the ratio, r, of fetch
frequency f' to f exceeds 2.%
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'his result runs counter tc¢ the hoped for behavior of
dacreased page sizes as noted by Denning [25]:

" ,.. small pages permit a great deal of compressioun

without loss of =2fficiency. Small page sizes will

yield significant improvements in storage
utilization e.. "

In this chapter the significance of this prcblem is
i2monstrated by proving that even "well-behaved" removal
alyorithnms, such as stack algorithms [63], are not immune to
this adverse performanze behavior. Furthermore, the nature
ot this phenomenon 1is analyzed and bounds on its behavior

dare developed.

1.3.5 Chapter 6: Spatial vs. Temporal Locality Model of

Program Behavior

A primary rationale for hierarchical storage systems is
based upon the "Principle of Locality", Unfortunately, this
principle is still 1 poorly understood, or at least
controversial, phenom2non., It is difficult to determine the
original "discoverec" of this principle but it is
iataresting to note that its definition has changed in time.
For 2xample, Denning {29, p.3], 1in 1968 1loosely described

locality as:
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"the idea that a computation will, during an
interval of time, favor a subset of the information
available to it,.,™
Later, in 1970, Denning [26, p.180] defined it more
precisely based upon the «concepts of "working set"™ and
"reference density", which for a page i at time k:
a(i,k) = Pr[reference r(k)=i],
sica that R(k) is tae ranking of all n pages based upon
a(i,k); thus:
WPRINCIPLE OF LOCALITY: The rankings R (k) are
strict and the expected ranking lifetimes long."
This 1s a much more restrictive definition of locality than

als earlier general concept.

In fact, wmany current storage management systems were
devised first, a general model was then constructed to
d2scribe the system, and finally a "formal" definiticn of
locality was developad to be consistent with the storage
manageament model. This is a reasonable strategy as long as
tae underlying concepts of "the principle of 1locality" are
not lost 1in the procass. Unfortunately, this appears to
hiv2 happened on several occasions. In particular, wmost
popalar definitions of locality tend to be useless ftor
analyzing or explaininj either the relationship of page size

upon program behavior or the impact of generalizinyg from
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teo-l2vel storage systems to wmultiple level hierarchical

storaje systeas,

In this chapter a new view cf locality is presented (or
an old-view resurrect2d since it mos; closely resembles some
of th2 very early descriptions of locality). In particular,
it 1s shown that th2 general concept of 1locality camn be
subdivided into two separate factors, temporal locality and

spatial locality. Th2se concepts are defined and justified

and then used to explain some peculiar phencmena

("anomalies") observel in actual two-level storage systeas.

By means of address traces and storage systenm
simplifications, the temporal and spatial locality behavior
ot actual programs is emperically measured. These results
are used to reinforcz and <calibrate the storage hierarchy

systea design present21 in Chapter 4.

1.3.06 Chapter 7: Spatial Removal Storage Managenment

Algorithms

Various hierarchy storage management algoritams, such
1s tetch (e.g., demand-fetch) and temporal removal (e.g.,
rirst-in first-out (FIFQ), least recently used (LRU), etc.)
nave peen dJdeveloped, primarily for two-level hierarchies.

lhera appear to be no spatial removal algorithms described
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ia th2 literature., Based upon Chapter ©6, several spatial

algorithms are proposed and analyzed,

It is also shown that some cf the problems aescribed in
Chapter 5 can be solved by spatial removal algorithms. 1In
particular, Hatfield 48] noted that:

"is yet we have been unable to prove that there is a
raplacement alyorithm using only the past history ot
page requests which cannot generate more than twice
the exceptions with half size pages.®
In this chapter a new algorithm, named tuple-coupling, is
presentei, It is formally vproven that 1t satisfies

Hatfield's requirements above,

Furthermore, the operational pehavior of tuple-coupling

i1s analyzed by measuring the performance of actual prcyrams,

1.3.7 Chapter 8: Discassion and Coanclusions

In addition to a general summary of the significant

aspects of the thesis, this chafpter also outlines important

areas for future research.
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CHAPTER 2,

THE STORAGE HIERARCHY PROBLEM

2.0 Introduction

Phe evolution of computer systems has been marked by a
continually increasiny demand for faster, larger, and more
2cononical storage facilities., In addition to the obvious
concern for Dbetter parformance, the organization of a
Computer system's storage plays a key role in program
development and programmer efficiency. It has often been
claimed that "any software design blunder can be overconme by

adding more wemory",

It has become generally recognized that the confiicting
requirements of high-parformance yet low-cost storage may be
b2st satisfied by 1 mixture of technologies coumbing
zxpeasive aigh-perfarmance devices with inexpensive
lower-perforaance devices. This strategy has been given
32v2ral names, 3uch as "hierarchical storage systea”,
"iutomatic multilevel storage management", "virtual memory",
and the inevitable "virtual memory system for the automatic
maltilevel management of a hierarchy of storage devices",

la tnis thesis the somewhat shorter tern storage hierarchy
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systea will be used,

Investigations into autcmated storage hierarchy
technigues can be traced back more than a decade., It we
w2r2 to 1include manual techniques, we would find storage
hierarchies at the wvary dawn of the "computer age®,
Unfortunately, there are still many unsolved and poorly
understood problems. This situation can be partly explained
by tha fact that th2se systems tend to Dbe (1) extremely
complax, (2) 1ill-suited to most conventional analytical
t2caijues, and (3) deeply influenced by the rapidly evolving
computer technology which keeps ‘“changing the ground rules®
it often frightening rates. 1In spite of these challenginy
stumbling blocks, a successful storage hierarchy system is
30 iamportant to the future usefulness of computer systems

that we cannot afford to abandon the search,

2.1 Storage Hierarchy Jbjectives

Before delving 1nto details, it is worthwhile to
briefly consider the needs and uses fcr an effective storage

hieracchy.
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2.1.1 System Performance and Economics

As logic tecanology and computer architecture
t2caniques have advanced, we have found it possikle to
produce systems of incredible speed. Such systems are often
rated, vrather crudely, in terms of MIPS (millions of
iastructions per second). Experimental systea of over 100
MIPS aave been developed (e.g,, ILLIAC IV and CDC STAR) .
gven "“conventional" lirge-scale systems have passed the 5 or
1) MIPS mark (e.g., CDC 7600 and IBM 370/195). It has long
bz2zen observed that the input/output (I/0) requirements,
especially for “"seconiiry storage", of a conventional systen
t2nl to be stronyly related to the processor's speed. 1In
fact, based upon several empirical measurements, 1t has been
postuliated that a computer system averages 1 bit of 1/0 for
2very instruction ex2cuted (this is often referred tc as
Aadanl's Constant [ref]). As a result, many of these
bigh-performance syst2as have been confroanted with massive
bottlaneck problems in the I/0 area, especially since these
I/0 demands tend to occur in bursts. An effective storage
hierarchy system coull go a long way toward reducing this

probleun,

At the other end of the spectrum we find that medium-
and low-cost processors, the latter are usually called

aini-computers, have nade substantial advances in recent

—
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y2ars. The term "pini" can be quite misleadingy, Inese
processsors are typically huundreds of times faster than the
early commercial compiters at a fraction of the cost (eeg.,
the UNIVAC I, circa 1951, could parform about 2000 12-digit
aiditions per seconi whereas contemporary mini-computers
Jperate at around 1,233,000 5-digit additions per secaqnd).
Althoigh these mini-processors may be midgets ccmpared to
the computational problems attacked by their "big brctherst
d2scribed above, they are more than adequate for the vast
majority of infomatioa processing problems which have modest
computational requiremeats., Due to technological advances
ind economizs of scale resultinyg fronm large-scale
production, some minicomputers are available for less than
32000 with slightly slower micro-computers being offered for
as  little as $66 [ 18], In spite of these technoloyical
alvanc2s, these processors have not had much impact cn most
1aforaation system needs due to the continuing economic
problam of produciny large Capacity 1inexpensive storagye
aevices even at the modest performance required. A 3$b6
processor 1is largely irrelevant if the storage costs are in
the $100,000 or mor2 range, By developing an effective
storage hierarchy system, we can go a long way toward
bringing the storage costs down to the level or these
lnexpansive processors, As a result, a tremendous number of
currently Known tachnical solutions to information

processing problems will finally become economically
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f2asible solutions.

2¢1.2 Simplity and Automate Programming

As noted earli=2r, th2 organization of a computer's
storaje system has a considerable impact upon progran
davalopment and programmer efficiency. To a large extent,
this potential increase in prcductivity 1is obtained by
r2ducing or 2liminating constraints normally imposed by the
storage system. Thase constraints often distract the
programmer to the extent that he devotes a substantial
anount of his time tD> overcoming the system's limitations
rath2c than solving the intrinsic prcblems. Shooman [80]
ndted that:

"rhe inherent error content of some programs 1is
claimed to be related to the excess memory capacity
available, The theory here is that if the memory is
vary cramped, the2 software writers will have to

r2sort to overlays and other «coding "“tricks" to
sqyueeze the desired functions into the allocated

R2MOLYy sSpace. It 1is assumed that these tricks
introduce great complexity and are the seat of many
2rLors., This effect 1s «cited by designers of

airborne computers where the allccation of another
block of 4k of memory is a major design decision.™

For example, the proyrammer often has to worry about:
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2.1.2.1 Programming language code efficiency.

if a higher-leval language compiler tends to prcduce
programs that are at all larger than those produced by a
low-1l2vel language translator, it may be necessary to use
the low-level languag2 to conserve storage. This constraint
is contrary to the gz2nerally accepted fact that high-level

lanjuages enhance programming prcductivity.

2.1.2.2 Program size,

For any specitic storaye size, there are programs that
cannot be easily written to fit into that size constraint.

Y2t, progyramnmers fregquently try - with considerable effort.

2.1.2.3 Data structures.

T'he programmer is often faced with the need to choose
ba2tdesn a data structure representation that is convenient
to use and another representation that "saves storage".
fais saving may ra2quire the use of an awxkward or

unnecassarily complex data structure representation,
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2.1,2.,4 Specitic a2quipment characteristics.,

If the programa=2r must get the "most" out of his
storage system in terms of capacity and performance, he may
rasort to technijues that are peculiar to his specific
storaje system equipment, if the egquipment is changed,

there2 may be a considzarable impact ufpon his software.

We would 1like t> develop storage hierarchy technigues
that eliminate, automate, or at least minimize the

programming problems liescribed above,

2. 1.3 Integrate New Ta2chnologies and Applications

Although there has been continual evolution, the basic
storigje device techaologies in commercial use have not
changad dramatically in the past decade., As a result, tnere
has b2en a tendency, motivated by actual need, to relate
ipplications to the specific available technologies., This
has caused certain application areas to be abandoned as
"infeasible™ and many storagye management strategies to be
liscredited as "irrzlavant"™ or "inefficient", In the passage
of tise we remember the applications and tecaniques in use
but frequently forget or 1ignore the alternatives fpcssible

and tne reasons for bypassing these alternatives,
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After this rather long "rest", it appears that we are
on the verge of some major "awakenings" in applications and
tachnology. It is hard to guantify the new application
n2eds other than requiring more and faster storage for less
mon2y. Section 1.1.,2 presents scme of these motivations, the
ravitalized interests in time-sharing, artificial
intelligence and automatic programming are also "fanning the

firaw,

Due to the uncertainty of advanced research in storagye
davic2 technologies, it is difficult to torsee accurately
which of the many active efforts will succeed (see for
2xample, Ayling [7], Best [15], Boback {16], Camras [17],
D211 [ 24], Fields [35], Gardner [39], Howard [50], Matick
[ 6Natick.], Hyers [569], Rector [74], Shahbender [79],
Thoapson [85]). Considering the technical advances clearly
demonstrated in the laboratory and the driving Mprotit®
motivation, it is reasonable to expect some dramatic changes
1a th2 next few years. Even if we don't know what or when,

¥2 wo1ld be foolhearty to totally ignore this situaticn.

able 1 below indicates the performance and price
characteristics of typical current-day storage technologies.
T'he two entries marked by questicn marks (?), Bulk Store and

Giant Store, indicate new technologies that have already
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Randonm Maximum
Accass Iransfer
Tim2 Rate Price
{seconds)  (byte/sec) ($/byte)
1.6x10~-7 1x 108 8.8x100
(16) ns) (100M b/s) ($8.890)
1.43x10-8 1.6x107 5x10—1
(1.44 us) (164 b/s) (56¢#)
1, 35 10—+ 8x 106 8.8x10—2
(130 us) (8% b/s) (8.8%)
5x10—-3 1.5x1068 2, 2x10—2
(5 ms) (1.5M b/s) (2.2¢)
3.8x10-2 8x 10S 4.5x10—+
{38 ms) (800K b/s) {.045¢)
bx1d0 6x105 242X10-S
(6 sac) (600K b/s) («0022¢2)
Table 1,

Representative Storage Hierarchy
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(£t 1)

Capacity
(bytes)

1.6x104
{16K)

5.12x10%
(512K)

2x 106
(2 8)

1.1x107
(114)

2x 108
(200H)

1.6x1010
(16B)
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paen placed in limited use., Since these two
cost/performance positions were nct part of our
"traditional" technologies, we are faced with the prcblem of
possible modifying our applications and developing new
strategies to efficiantly, effectively, and, hopefully
optimally, integrate them into our overall hierarchaical

3torage systean,

As the wentire spectrum of computer architectures, as
well as storage device technologies, undergoes reshutflings,
pboth 2volution as well as revolutions, it 1s worthwhile to
raview and reconsider our current concepts on storaye systenm
l2sign, Taple 1, although a simplified summary of current
storage technologies, illustrates the fact that there exists
4 spectrum of devices that span about 6 orders of magnitude
of price/performance (100,00C,000%) . This is yui te
sigaificant in the light of the excitement that normally
accompanies an 1liaprovament of 10-20% imn performance or a
dacrease of 10-204 1i1a price 1in current-day systems. The
participants in this "storage sweepstakes" may change 1in
time, but with such large price/performance stakes, there

will be continuing benefits to "playing the game"™ bpetter.
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2.1.4 Understanding of Prograam and System Behavior

As noted earlier, the detailed operational behavior of
computer systems 1s often extremely complex, Thus,
12clisions on hardwar2, sotftware, and system design must
often be made in spit2 of insufficient knowledge., A better
andarstanding of program and system behavior is essential to

the intelligent and efficient development of future systems.,

It is hoped that the research tc be conducted as part
of this thesis will shed considerable 1light c¢n these

mitters,

2,2 Storag

Hieracchy Approaches

"Storage hierarchy system"™ and similar terms have been
used in many contexts, Counsistent with the objectives
outlined 1in the pr2vious section, certain partaicular

contaxts are assumed in this research.

2+2,1 Spectrum of Approaches

I'he problems ot storage hierarchy management have been

attacked by a host ot approaches, We can loosely

characterize these efforts into three categories:
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2.2.1.1 Manual Hiesrarchy Management

Siven a specific ensenble of storage device
t2achnologies, after considerable thought the frogrammer can
2xplicitly or implicitly specify how his informaticn (i.e.,
programs aand data) should be organized and distributed
within the hierarchy and how and when his information should
be re-arranged, Haviny determined the distribution, he must

also specify his access to specify information accordingly.

When a programmer 1is directly operating upon his
information at the lowest level (e.g9., using machine
language, direct I/) requests, etc.), he 1is explicitly
controlling the storage hierarchy, this is explicit manual
nieracchy management. In most conventional systems, the
programmer communicates with the system via proyraoaing
languiges and control cards, Although this can relieve amuch
of th2 tedious or intricate details of storage manageuwent,
the overall control of the storage hierarchy is still
prisarily the responsibility of the proyrammer., This 1is

iapliczit manual hierarchy manaqement.

Yanual storage minagement can be very ecoumnomrical since
it usually requires nd> special hardvare features nor special

systean software. Furthermore, it places the control of the
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storige hierarchy in the hands of the programmer who 1is
presumnably tne one most familiar with his needs. Manual
storaje manayement, ia 1ts many manifestations, is the most

common storage hierarchy approach in use today.

¥anual storage management has many disadvantages,
though., The amount of detail that the programmper must
understand and wuse can add significant complexity to this
tisk., This then introduces additional areas of error and
Jdacreased productivity., Furthermore, the assumption that
the programmer 1s the beast judge of optimal storage
otganization is often wrong. The complexities and dynamics
common to modern Syst2ms are often beyond the understanding

of most application programmsers.

Multiprogramming, an almost wuaniversal technique in
current systems, necessitates strategies for global
optimization whica usually differ substantially from the
individual local optimizations cf each progran. For these

reasons therc has been Continual search for "a better way".

2,2.,1.2 Semi-Automatic Hierarchy Management

Many tochnijues nave been developed to minimize the

amount of efrfort reyguired of the proyrammer and to provide

teedback to hinm, Th2 programmer still has the ultimate
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contr»l 1imn such a semi-automatic hierarchy management

systenm,

Certain of these technigues are based upon tne concept
of th2 programmer providing "hints"™ to the system. 1These
hints form the basis for a partially automated, partially
manual storaye @managament system. Although not esgecially
widespread, this approiach has been used in several systeas

(2.9., Jensen et al [53], O'Neill et al [70], etc.).

If there 1s a single application that is quite large
and complex, technigyues have been developed to analyze the
actual performance and provide feedback to the programmer.
This approach 1is primarily used in specialized, dedicated,
predictable, high-performance systems, such as an airline
resarvations system, Numerous attempts have been reported,

such as Arora et al {>], Ramamoorthy et al {72], etc,

The various semi-automatic hierarchy management
approaches nelp to r2duce the programmer's effort and to
attiia a better 1locil optimization, Although useful tor
ca2rtain applications, these strategies do not remave the
disadvantages already anoted with manual hierarchy management

systeas.,
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2.2.,1.3 Automaticz Hierarchy Management

Zertain aspects of logical information organization are
inherznt in a programmer's basic alyorithm. In an automatic
hrecacchy management system, all aspects of the physical
intformation organization and distraibution that are
irrel=2vant to the unlerlying logical structure should be
ramovad from the programmer's responsibility. The
prbgrammer may wish to, maybe even be encouraged to, use
algorithms tnat are xnown to perform well in conjunction
with the automated hierarchy management. But, the central
r2spoasibility of tha storage hierarchy management is

r2movad from the programnmer,

Since this approach directly tocuses on the storage
hierarchy objectives presented earlier, it will ©Le the

primary approach to be pursued in this thesis.

24242 Spectrum of Analysis Efforts

Each of the storage hierarchy approaches mentioned
above, primarily semi-automatic and automatic, have been
subjected to various torms of analysis. In this section we

briefly outline the principal aeficiencies of these efforts.
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2.2.2.1 Generalized Hodels

dne popular form of analysis is to assume a generalized
43232l for hardware, sottware, and system behavior. If ocne is
carerdl in choosing the characteristics of the model (e.g.,
Poisson arrival and s2rvice times, etc.), it is possible to
dz2velop precise analytical solutions. Unfortunately, 1t is
asually difficult to validate these models except for rather
simple solutions. Furthermore, since there are few truly
aatomitic storage hi2rarchy systems in g¢eneral use, it 1s
extreaely difficult to even determine reallistic parameters

for these generalized models even if the models were valid.

Generalized wod2ls have Leen reported in several
papers, such as Aho et al [2] and Denning [25] imn the

Bibliography.

2:2424.2 Constrained Models

Another variation on the generalized model scheume 1is to
inalyze a particular program and then model 1ts relationship
to the rest of the systen. There are at least two
shortcomings in this approach., First, as in the yeneralized
model case, it 1s difficult to realistically model the
r2lationsnip between a3 program and the rest of the systen.

52cond, the analysis and measurement of the particular
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proyram is normally converted into scme form of probability
Watrix or probabalistic reference pattern. In either case,
significant effort is required to accurately measure the
projram?'s behavior, Furthermcre, the probabalistic
Cnaracteristics are usually aggregated to reflect the
overall behavior of the program and, as a result, the
dynamic nature of the program and its impact on the storage

hierarchy are often lost.

Example analyses of constrained models can be found in
references: arora and Gallo [5]), Hatfield and Gerald [47],

Lawis and Yue [60], and Ramamoorthy and Chandy {721].

2.2:2.,3 Limited Envirocnment

A commoun deficiency of'most previcus research 1is that
only a limited -environment was considered, in particular
aatomitic hierarchy management over cnly two levels using a
single page size. Of course, most current-day computers have
only 2mployed automatic hierarchy management in either Cache
Systems (cache store - main store) or Paging Systems (main
3torz - large  store), Unfortunately, there is definite
r2asons to believe that  many of the <conclusions and
t2caniques demonstratasd for a two-level hierarchy do not
na2cessarily generalizz to handle the spectrum of program

d=2tail and device characteristics encountered in a truly
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multiple level storage hierarchy. Furthermore, many ot the
papers that attempted to investigate general storage
nierarchies assumed technijues and approaches that are

primarily based upon two-level hierarchy assumptions.

I'his limited environment has been studied by numerous
people, such as Aho et al (2], Belady et al {[10,11,12],
Coffman and Varian [19,86], Conti et al {21,22], Denning
.25], Fotheringham [33 ], Guertin [45], Kilburn et al (571,
Mattson et al [63], Seligman [78], Smith [81], and Wilkes

[38].

2e2¢2,% General Hierarchy Environment

T'he studies of limited two-level storage hierarchies
have been quite successful in many actual systeuns. A
rzasonabple strategy would be to extend these techniques to a
aore Jeneral storaye nierarchy environmeant. There have been
2 few attempts along these lines, but as menticned in the
previsus section, most were hampered by:

(1) attempting to directly apply two-level hierarchy
technigues without carefully considering their
applicability,

(2) attempting to generalize techniques which were not

aven tully understood in a two-level environment.
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he major thrust ot this thesis is to provide insight

into and shed additional light on these problens.,
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CHAPTER 3.

FORMALIZATION OF STORAGE HIZRARCHIES AND RLLATED RESEARChH

3,0 Introduction

In this Chapter a formalization ot the key
characteristics of storage nierarchies is presenteda and
parformance measures are derived, The reported perfcrmance

of actual systems is reviewed.

3.1 Major Parameters of a General Storage System

lable 2 and Fiqgure 1 illustrate the major parameters ot
A storage hierarchy system., These parameters can be grcuped
into four categuries: (1) basic technoloyy, (2)

configuration, (3) aljorithm, and (4) program behavior,

3.1.1 Basic Technology

The basic technology parameters, cost/byte, ¢, and
average access time, T, are primarily dependent upon the
physical properties of the storage device technology. At any
given time the state-of-the-art offers only a limited number

of (Z,T) alternatives that the system desiguer can select,
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(£t2)

» (C cost/byte

» T average ac:za2ss tine

——— o s e e . e

* L number of levels

» I iaterconnection of levels
* S size (capacity)

* B transfer rate (bandwidth)

* N number of oytes in page (page size)

* F tetch
s P placement

*+ R replacement

Table 2.
Major Parameters of a Storage Hierarchy Systenm
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Figure 1.
Structure of a Storage Hierarchy System
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3,1.2 Configuration

The system designer does have flexibility in crgamizing
these storage devices, By serial andy/or parallel structuring
2f the components o0of a given level of storage device
t2canology, it 1s possible to specify, over a vide range ot
values, the size (storage capacity), S, and the maxipua

o

tcans

I

er rate (data bandwidth), B, o¢f the system. For
axample, if a particular technology provides a tasic device
with 5=s and 8=b, coannecting n c¢f these devices in parallel
produzes a storage levz2l with S=ns and B=nb. (To some extent
the machanism and cost of the organizational structure does
influence th2 overall cost/byte and average access time of a
lava2l, this effect 1s usually minimal for small values of

a)j .

Jn a more global basis, the designer must determine the

numbar £t levels, L, 1in the storage systen, the

10

iatecconnections ot the levels, I, and the size, N, of a

e i e - s T ——— —— ——— e e

page (the unit of information moved between levels).,

3.1.3 Proyram Behavior

T'he processor, under progran control, produces a

saguentlal series of ra2ferences to the storage system. I[hese

processor refereaces are in the form of logical address
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2ferences which serv2 to uniquely identity each individual
unit of stored informatation {e.g., an d-bit Lyte)
independent of its locaticn (i.e., M1, M2, M3, .,..). The

time sequence of logical address references, A, 1s called an

s s s s g o o

unigu2 program and its 1input data will result in a different
processor address trace, For purposes of analyzing the
effectiveness of the storage hierarchy, the address trace 1s
the primary characterization of a program that is needed
(2.3., we don't care what the program's purpose 1is or what
language it is written in, etc.,, we cnly care about its
aldress trace), Thus, the address trace describes the
pctogram's behavior as observed by the storage hierarchy.

J. 1.4 Algorithm

There are three basic decision algorithms that must be
2mployed by an automitic storage mahagement system, Fetch,
P, decides when and which information should be moved up a
lavel (e.g., from H¥2 to M!'), Elacement, P, decides wnere
inforzation should be placed 1in a level, Removal or
replacement, R, decides when and which informaticn shculd be

transferred down a level (e.4., from M! to HMNZ),.
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4 completely gen2ral storage hierarchy algqgorithm, H,
muist consider all the parameters described above:
d = f {(<Technoiogy>,<Configuraticn>,<Program>,<Algorithmd)

H = f(<c,T?>, <L, I, S, B, N>, <A>, <F, P, R>)
Clearly, attempting to optimize a systew with sc many
parama2ters is diftficult. Fortumnately, it 1is possible to
elininate from concarn or at least simplify certain

parameters as explainesd below,

3. 2.1 Configuration

Zonsistent with the title of this thesis, we shall
consider only hierarchical 1interconnections of levels as
illustrated 1im Figure 1, where T1<T72<T73< etc., and NI<N2<KN3L
atc, fhe ratiomale for this decision is elaborated in the

thesis,

There are thre2 basic strategies for information
movamant sizes: (1) select a single page size value, N,
which 1s always wusa2d throughcut the hierarchy - this
approach is wused on most contemfporary automatic multilevel
storaje systeas (e.g., Hultics), (2) allow an arbitrary
range of values for N to be used - this approach is

primarily used on manually managed storage systems, and (3)
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s2lect L values of N, a specific unit of transfer is used
between any two levels of the hierarchy - this approach will

b2 pursued and justified in this thesis,
3.2.2 Program Behavior

Each logical address can be represented as a bits as
shown in Figure 2(a), If the payge sizes, N, are chosen to
b2 powers of 2, the set of 2**a possible addresses can be
partitioned into 2**p pages of N=2*%*n consecutive logical
aidresses each as shown in Figure 2 (b). [Note: the notation
"2**a" means 2 raised to the power a]. Since the information
movem2nt between storage levels is accomplished by
transferring pages, w2 can analyze this interlevel moveament
by merely considerinj the time sequence ot logical pages
referances, Ap, callei a page trace.

Since we allow the page size to be different between
each level and requests are only passed down to a given
lavel if they cannot b2 satisfied by any higher level, each
level will usually experience a different page trace though
all are algorithmically derivable from the same address
tcacs, In fact, if all address references were broadcast to
all storage levels, the page traces can be determined by a
simpla mapping from ldjical addresses into logical pages:

paye aadress = imnteger( logical address/N )
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where N is the page size for that level,

3. 2,3 Algorithnm

Fhe placement decision, P, is usually unconstrained or
minimally constrained and, as a result, has relatively

littls impact upon performance.

A demand fetch policy will be used. Assume that at time
t a regquest for 1logical address a (or, eguivalently,
pl=integer (a/N1)) arrives at level M1, At that instant the
information may currently reside in M1, otherwise it must be
tound in a lower level, Under demand fetch, if p! is in M1,
the raference proceeds, the infcrmation is passed back to
the processor, and no other page movement occurs iu the
nieracchy. It pt is not in M, a request for
p2=integer (a/N2) is sant from M! to M2, If p2 is in M2, the
page 1is transferred to #! and processing continues as
d2scribed above, otherwise a request for p3=imteger (a/N3) is
s2nt from M2 to M3, 2tc., Note that under the demand fetch
policy, information is only moved up in the hierarchy when
and if it is explicitly demanded (i.e., requested) by the

processor.

Although demand tetch 1is only one fpossible tetch
algorithm, it can b2 shown [63] that for fierarchically

structured storage systems:
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"..» glven any trac2 and replacement algorithm (not
n2cessarily using demand paging) ancther replacemnent
algoritnm exist that uses demand paging and causes
the same or fewar total number of pages to be
transferred ..."
In other words, as you might intuitively suspect, moving
pijJes only when necessary results in the minimal aumber ot
pige movements., Of course, if page mcvement is required and
the higher level that 1is to receive the page is already

full, the removal algjorithm must be employed to provide

space for the new page,

3. 2,4 Revised Storage Hierarchy Model

Based upon the discussion akcve, we <can slightly
simplify the vparametacrs remaining fcr consideration in the
storaje hierarchy algorithm, H, so that it need consider
oanly:

H = f({Tecanology>,<lonfiquration>,<Program>,<Algoritha>)
H = f(KC,T>, <L,S,B,8>, <A>, <k>)
In this thesis all of thase parameters will be considered
and 1nvestigated, S5pecial emphasis will be placed on
analyzing and understanding the relationship between the
piges sizes, N, and the removal algoritam, R, required for

afficient operatiou of the storage hierarchy.
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3.3 Recformance Heasures

lhere are various performance measures that we could
consider. For an overall point of view, system measures,
such as job throughput, job turn-arcund time, and processor
utilization, are guita2 significant. Unfortumately, 1t is
extremely difficult to directly relate these measures to the
performance of the storage system, even an approximation
¥4ould require consideration of Bmany more parameters. Thus,
w2 will only consider measures that relate to the eftective

performance of the storage hierarchy.

3.3.1 Performance Measurement Notation

Due to the strict hierarchical structure of our storage
system and the demand tetch pclicy, we <can analyze the
performance of the system by separately considering tae
levels of the hierarchy starting with M1, Since a given
lavel only receives a pagye fetch request ir the information
has not Dbeen found it a higher 1level, each level usually

s2es a different page trace, Ap!, Ap2, Ap3, etc,

There are several important properties of page traces,
It P is a particular page trace (e.4g., Ap!) of a program, we
dzfine:

s |P] length of the page trace sequence
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. Q set of distinct pages referenced im P
. 1Q1 number of pages in Q

For e@xample, 1n the page trace
p =a, b, a, ¢, b, a

w2 observe that

P} =06
Q = {a, b, c}
1 = 3

(Lower case letters will be used to represeat loyical page

aldresses instead ot page numbers).

For a specific storage hierarchy, we define |[M] to be
the size of M in units of pages receivable from the next

lower level. For example, |MLj=Sl/N2, {(M2|=S52/N3, etc,

For a specific page trace, P, storage level, M, and
removal algoritha, R, we define the result page trace or
fa2tch paqge trace, P', as the time sequenced page references
of P that were not found in N, We shall call page
rafara2nces that are found 1in M successes. The success

e e — ————

function, Sf, is the number of references satisfied by M and
can be computed as jP|-{2'}. By amalogy to the success
function, the number of reierences not satisfied by M, |P'},
is called the failure function, Ff. In general, we wish to

maximize the success function or, equivalently, minimize the

failure function. It is convenient to normalize the failure



Storige Hierarchy Systenms 51

function by defining the failure frequency function, £,

£t = (P'j/IP|

— e

The success frequency function, s, can be easily computed as
1-£; it is often called the hit rate om a two-level storage

systea. We also da2fine the system failure frequency

function, £°, of a level to be:
t® = (P']/14]
where A is the address trace generated by the processor and

A} is the length of tne address trace (it is also true that

JA always equals jpt}, thus they may be used

interchangeably). The system success frequency functicm is

correspondingly defined as s9=1-f9,

If we apply th2 definitions above to the processor
Jenerated page trace, P11, received by M!, we note that the
result page trace, P', is essentially the pagye trace, P2,
raceived by M2, There is a ﬁinor relabeling required to
3ijust for the diffarence in page size used by B2,
p2=p' (N1/N2), By repeating this process recursively, we can
da2veldop the effective page traces, failure and success
functions, and failure and success trequency functions for
each level of the hierarchy. Since we assume that all
referanced information exists im the storagye hierarchy, the

sum of the system succa2ss frequency functious must be 1.

Jdne general measure of a storage hierarchy's
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parformance is its effective access time, T!', and effective
cost, C', which are defined as fcllows:

Tl

H

T1g5914p25024T3503 4, ,,
C' = (C1S1+422324(C353+,,,)/(S1+452+53+,,,)
' and C* can be view2d as characterizing the entire storage
hierarchy according to a corresponding one-level system.
From a cost/performance point of view, one should be
iadifferent between a single-level single-technology storage
device with average access time, T', and average cost/byte,
', and a storaygye hierarchy systenm with performance
parameters (I'',C')., In particular, if the system designer
n2eds a storage performance {T,C) and no such basic
t2canoloyy exists, h2 must attempt to develop a stcrage

hierarchy such that (r*',C') = (T,C).

3. 3.2 Page Trace Simulation

Jne way to determirce the success frequency function and
the result page trace for a specific page trace is to
simulate the storage management algorithms and note the
contents of M at each step of the page trace. Clearly,
these results depeni wupon numerous parameters (€« G,
specific trace, resmovil algorithm, size of M, etc.). Figure
3 illustrates this step by step simulation assuming demand
piging, FIFU (first-in first-out) removal, and |[M{| = 2

piges. For simplicity, the fpage trace, P, has been
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Figure 3,
Example of Page Trace Simulation
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nidrmalized to be expr2ssed 1n units of receivable pages, In
particular, if M is 81, then |M|=S!'/N2 and p=integer (a/N2)
wherz a is a logical address reference and F is
corresponding page refarence, 1he pages in M are shown as
ordered to indicate the F.IFO ordering, the top page 1s the
"last" ("latest") paje fetched into ¥, whereas the botton
page 1s the "first" ("oldest") page in M and is the pgage
s2lected for repldcemant when necessary. The asterisk (x)
i1adicates that a tetch was reyguired frcm a lower level of
the hierarchy, the pige reference is thus noted as part of

the result page trace, 2°Y.

It is normally assumed that all levels, except level L,
ire eapty 1nitially, thus there 1is a tramsient stage during
wnich pages are loaded into M without any replacements
nzedel, Since there are so few gfpages in M during this
start-up stayge, thers are many fetches required. We will
Find it usetul to separate out this transient phencmenon.,
I'nis transient consists of the page trace up to the first
14| unijue page reterances, in the example ot Figure 3 this
15 the first 2 page references (i.e., a, b). Consider the
case 1f |Qf<iM|, there would be no further tetches 1into this
lavel after the 1initial transient that lcads the |Q| fpages
1nto M. In this case, |PY|=1Q] exactly, independent of (P},

and s tends toward 1 as |P| increases,



Storage Hierarchy Systenms 55

In the particuiar example illustrated in Figure 3, we
note that there were 3 'hits' and 7 'misses' out or 10 page
rzfarances, so that s=30a. Thus, P! cnly consists of 7 paye

r2ferances to the lower levels.

3.4 Ralated Research

As noted above, we wish to develop a storage hierarchy
with attractive cost/performance, (C*',T'), characteristics,
It is clear that we >an arbitrarily decrease the cost/byte
Dy maxKking the size of each level, 3, increasinygly larger as
we go Lrom the high-performance high-cost to the
low-parformance 1low-Zost levels ki.e., Ci>C2>C3>,,., and
51<52<53<,,.). In fact, this approach 1is the basic

motivation for storaye hierarchies,

Unfortunately, 1f the processor generated address
rafarences that wer2 wuniformly distributed in time and
aidress, each byte wpuld be equally likely to pe reterenced
at any instant, This probability would be:

Pr{ refera2nce aj = 1/(S1452+53+,,.)
Taus, the expectad system success function, s9, for each
lavel is proportional to the size of the level, For examplé,
SO01 = S1,/(S1+52453+,.,.).,

dut, since we have assumed that S1<52<Ss3¥¢,..,, we find that
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301<50%2¢503¢,,, Thus, the system success functioan for the
Lth l2vel dominates (i.e., is aprroximately 1) since vwe nave
issumed that i1t is the largest level., Referriny back to our
d2finition of effective access time, we find that T' would
p2 approximately egual to the lowest performance level
(Level L) since all the other terms wculd be neyliyible. If
tais analysis were trus, our stcrage hierarchy would result
1n A performance just slightly better than our lowest
parformance level at a moderate increase ih price - Lot an
2spacially exciting result. Fortunately, actual storage
ilerarchies do not behave this way, We willi briefly review

some related research on this subject.

3« 4.1 Locality

It has Dbeen empirically observed that actual programs
cluster their vreferences so that, during any interval ot
tim2, only a subset of the information available is actually
used, A detailed discussion of this phenomenon will be

presented in the thesis,

It 1s iaportant to note taat due to our basic rankings
of paje sizes and access times 1in the storage hierarchy,
21ch level "sees" a different view of the program. fThe high
l2vels of the hierarchy awust fcllow the @micrcscopic

instruction by instruction reference pattern whereas the
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middle levels follow a more gross subroutine by subroutine
pattern. The very low levels are primarily concerned about
the processor's referz2nces as it moves from subsystem to
Subsysten, de do not have any a priori guarantee that
ldcality of referenc2 holds egually true for all of these
views, but we do hav2 some repcrted evideuce to encourage
us. Most of these studies have been basea upon twcec-level
storaje systems or restricted focrms of three-level

nlerarchies.

3.4,2 Paging Systenms

The earliest automatic storage systems were based upon
tdo-lavel core-drum hierarchies (devices 2 and 4 of Table
1. This technique vas 1introduced in the Atlas systesn
{38,57] duringy the early 1960*'s. It has since been used on

many contemporary systams,

I'he performance of paging systems has been studied by
various researchers, such as Be=lady [ 12], Coffman and Varian
[19,86], Hatfield [48], and Sayre [77]. In Cotfiman's
rasults, for exampls, it was noted that even thouyh
SL/(54+52)=9),25, s otten exceeded 95%. Hatfield studied
the parformance of system programs that had been carefully
d2sigaed and found that for S'/(S51+S2) ratios as low as

Je25, 1t was possible tor s! to ctten exceed 99.99a.
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3. 4,3 Cache Systems

cache systems ires based upon two-level cache-main
hieracrchies (devices 1 and 2 of Table 1). Although they have
b2en proposed as early as 1965 {see Wilkes [H81]), the major
commercial wuse of <cache systems did not occur until the
introduction of the IBM System/360 HModel 65 {21,61]. More
racently, tnls tecanigue has been used in several
contemporary systems, such as the IEM System/370 dodel 155

and Model 165 {52 ],

In these cache systems, IBM found that it was possible
to drastically reduce 31/(51+52) to as low as 1% and still
xk2ep cthe hit ratio, s, above 90%, Similar findings were
i1lso reportad by Bell and Casasent [ 13], Mattson |64 ], Meade

.35], and Seligmaa {78].
3.4.4 Three-level Systenms

'hera have bean a few three-level systems reported in
the literature, unfortunately they have all been somewﬁat ad
12¢  in design and the results are far from coanclusive,
There have been at 1l2ast three types of such hierarchies

studiad,
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3.4.4,1 Main-Bulk-Mass Store Hierarchy

I'her2 have been several systems devised based upon
davices 2, 3, and 5 of Table 1, fThe Buik Store actually
used, called Large Core Store (LCS), had a much lower access
time (around 8 us) ani a much higher fprice (about 25¢/byte).
In order to compensiate for peculiarties in the hardware
structure and out of considerable concern for the extrenme
cost of LCS, these systems tended to become much more
manually managed hisrarchies than autcomatically managed,
Although they were fouand to be effective, it is difficult to
g2neralize the results. The most ambitious attempt reported
wis undertaken by Carna2jie-Mellon University [36]. Results
have 31lso been reported by Durae [31], Williams {89], and

ot hers.

3.4.4,2 #Bain-Large~-Mass Store Hierarchy

I'here does not 2ippear to be any automatically managed
systems of this type published 1n the general literature,
Tae Nultics systenm at MIT Froject MAC has recently
introduced a "page-multilevel™ strategy based upon devices
2, 4, and 5 of Tavle 1. There has only been limited finding
r2ported to date but it has been stated in the March 1972

issue of the MIT Information Processing Services Bulletin
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{p. 11) that it

" does pay off since it meets fluctuating demands

on the system, reluces the wcrkload for the disks to

an efficient level, is 1inexpensive, and keeps pages

on the drum for an acceptable length of time,"
As an indication of its effect, the new strategy is reputed
to have increased the success frequency tfunction, s2, of the
icam from 29% to more than 90k (i.e., "reduced from one page
rz2ad from the disk for every four reads trom the drum, to

one page r=2ad from the disk for every ten to twenty fpages

from the drum"),

J.4,4.3 Main-Larye-Giant Stcre Hierarchy

The work of Considine and Weis [20] is difficult to
citeyorize., It is based upon a three-level hierarchy where
the first level corresponds to device 2 (main store) of
Table 1, the second level corresponds to a combination of
devicaes i (drums) and 5 (disks), and the thira level
consists of removable disks which can best be approximated
oy device 6 of Table 1., It is impossible tc compute any
success frejuency functions from their data, but it appears
that for 352/(s2+#53)=0.5, s2 is very high. They note
{p.44)), 1in particular, "most of the data moved tc the

archival storage (i.e,, #3) have stayed there,v
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Additional Research

the results of research described above is
the design and performance of general
storage hierarchies are still inconclusive,

intendel to provide specific results in this
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CHAPTER 4,

A STORAGE HIERARCHY SYSTEM

4.0 Introduction

In this chapter a design for a g¢general multiple level
storaje hierarchy systew, in particular with taree or more
lavels, 1s presented., This design is based upon an crderly
and uniform treatment of the 1logical structure of the
storaje levels and their interccnnections., Iu addition to
providing a solution to convenient stcrage manayement for
the user, this design 1is intended to produce good
pertormance for the storage haierarchy as measured by 1its
2tfective access tims2, T', and effective cost, C'. The
prianciple and novel techniques to be used are described

separately 1in the sections below,

e e s . —— o . - — -

As noted wearlier, automatic storage hierarchy systeas
irte still 1in the minority. Amongst those systems that do
provile automatic storage hierarchy management, the majority
limit their scope to two levels with a few rare three level

systaas, As a result of these limitations, the user 1is
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still forced to rely on manual or semi-automatic storage
management technlijues to deal with the storaye levels tnat
are ndt automatically managed. Thus, an automatic storaye

management system should consist of a continuous higerarchy

that 2ncompasses the full range of storage levels,

4. 1.1 Cost/Performance of Adjacent Levels

A major obstacle to generalizing storage management
algorithms, ia particular in two-level paginy systems, is
the tremendous contrast, often over 3 crders of magnitude,
in cost/performance between M! and M2, As illustrated in
Table 1 (page 28), a representative Main Store, Mt, has an
access time of 1,44 us compared to a Large Store, M2, with
an access time of 5 ms. In such a two-level system, the
2f fective access time, ', is

Y = Tig501 4 T2g02

T?! T.dd4s9l + 5000s02

and since s%1+s592=1, 42 can substitute s91=1-592 tg get
T' = 1.““ - 1.‘4‘4802 + 5000802

T 1.44 + 4998,56s02

In orier to attain an effective access time, T', that is
comparable to the Main Store access time, T1, Wwe must keep
tae systea success tfaquency tunction, s°2, very close to 0
or, correspondingly, «xeep s¢! very clcse to 1. Even with

s31  at 99.8%, an improvement to 9Y9.94 would cut the
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affective access time, T*, in half. With such pressure to
ittain very high s°! vilues, the systems designer 1s often
tarczd to seek out vary specialized techniques 1in contrast

to our goals of orderly and uniform algorithms.
4, 1,2 Moderate Cost/P2riormance Ratics

In order to mak2 the storage hierarchy design robust
ind flexible, the cost/performance characteristics should
differ by less than two orders of magnitude between adjacent
lavels., Thus, success frequency functions 1in the range 90%
t> 39&% are adeguate t> insure reasonable performance, If
the differences are much greater, it will be difficult to
tinl sufficiently efficient gyeneral algorithms. Since minor
cnang2s in production technigues and technology evclution
can result in a variation of a factor of two or tharee in the
cost/performance for a yiven technology, it 1s not desirable
t> decrease auch oelow oune order of magnitude difference

batwean adjacent storige levels,
4.2 Shadow Storage and Page Splitting

The time, Tm, required tc move a page between two
i2vels of the  hierarchy usually consists of summing two
components: (1) the average access time, T, and (2) the

transcer time, BxN.
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If all page sizes were set to provide exactly the
aaount of information, N!, requested by the processor, the
pige movement time would be

Tm = T + BxN?
where T and B8 woull depend upon the particular storage
levels, By examininj the representative devices shown in
Table 1 (page 28), we see that access time varies auch more
than transfer rate (i.e., access time spans 6 crders of
magnitude whereas transfer rate varies by only 3 orders of

magnitude).

4. 2,1 Marginal Increase in Page Transfer Time and Reference

Probability

Let us assume that N! is gquite small, such as d bytes.
We can ask the question: What is the marginal increase in Tm
it we transfer the aijacent N! bytes in addition to tae N1
bytes requested by tha2 processor? Table 3 on the next page
ansWers this guestion, Notice that the maryinal increase 1in
Ia decreases from 4 high of 5.5% (level 2 to 1level 1) to a
low of ,002% (level 6 to level 5). This fact 15 only
interesting if we als> consider the concept of locality (see
<chapters 5 and o for additional discussion) and the

question: what 1s th2 probability, PFr, that the processor
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(£t 3)
Lavel I'm Tm Marginal Increase
fransfer (1 unit) (2 unitsj) in Tm
2 to 1 (*) 1.44 us 1.52 us 5.5%
3 to 2 131 us 132 us «8%
4 to 3 5006 us 5011 us » 1%
5 to 4 38010 us 38020 us +03%
6 to 5 500013 us 600327 us »002% !
Table 3,

Marginal Increase in Page Transfer Times

* Tha figures for ccess time and transfer rate for the
Main Store listed in Table 1 are approximations that are
only meaningful for very large page sizes. For the page
sizes under consideration in this «chapter, the figures used
ia th2 table above are more apprcpriate,
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will reference the adjacent N! bytes with a shcrt interval
of time, such as Tm seconds? Due ¢tc locality o©f fprcgram
reference, we would expect Pr to be much larger than merely
the reciprocal of the 1logical address space size,
Parthermore, Pr shoull increase as Tm increases, Thus, for
a given level, if Pr is larger than the marginal increase in
s, it is beneficial to transfer the additional N! bytes and
taer2by avoid the n2cessity of expending Tm seconds to

transfer these N! pytas later separately.,

I'hese same arguments can be applied to the questicn of
transferring the adjacent nxN? bytes, etc, Since the
@arginal increase in Tnm decreases monotonically as a
function or storage lavel, the number of N! byte packets to
bz transferred as a single rage should increase
monotonically, This confirms ocur earlier decision that
NIKN2<N3C etc,

-

4,2.2 Choice of Paye Size

In order to simpliry the implementation of the systen
and to be consisteut with the mapping frowm logical address
to paje address illustrated in Figure 2 (paye 46), we will
raquire that all page sizes be a power of two, Thus, each
page size (e.g., N3) 1s some pcwer of two larger than the

page size of the next higher level (€ege, NI=NZ¥x1),
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Clearly, the specitic values of Pr and thus the choice for
2ach page size depenis upon the characteristics of the
programs to be run and the eftectiveness of the c¢verall
3toraje systea, Preliminary measurements 1indicate that a
ratio of 4:1 between levels 1is reasonable, Meade [65] has
rz2ported similar findings. Other important factors

it fect ing page size are discussed in Chapters 5 and 6.

4, 2.3 Page Splitting

Now let us comsidar the actual movement of information
in the storage hierarchy. At time t, the processor
jenerites a referencz for logical address a, Assume that
tne corresponding i1nformation is not currently stored in M1
or M2 but is found in M3, For simplicity, assume that paye
slzas are doubled as we go down the hierarchy (e.g., N2=2N1,
N3 =2N2=4N1, etc.; s22 Figure 4), The page of size N3
contalining a 1s copiad frow M3 to M2, M? pow contains the
nz2eded intormation, s> we repeat the process. The page oL
51ze N2 containing a is copied frcm M2 to M!, Now, finally,
the page of size N! containing a is copied from M! and
torwarded to the processor. In this process the page of
information is split (i.e., page splitting) repeatedly as it

moves up the hierarchy.
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(£14)
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Figure 4,
Page Splitting and Shadow Storagyge
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4, 2.4 Shadow Storage

As a result of this splitting, the page of size N! that
is received by the processor has letft a "shadow" consisting
of itself and its adjacent pages behind in all the liower
la2vels (i.e., shadow storage). Presumably, if the program
exhibits locality ot reference, many of these shadow fpages
will b2 referenced shortly afterward and be moved further up

1n the hierarcay also.

4, 2.5 Copyiny of Pages

In the strateyy presented, [ages are actually ccofpied as
they move up the hierarchy; a page at level n has cne copy
of itself in each of the lower levels, Since processor
"fetch™ ra=24u2sts substantially outnumber %store"™ requests

2.9., Dy more tnan 5:1 in some measured programs), the
contents of pages are seldom changed. Thus, 1f a page has
ndt b2en changyed and is selected to be removed frcm one
l2v2l to a lower level, 1t need not be actually transtferred
since a valid copy already exists in the lower level, The
contents of any level of the hierarchy is always a subset of
the iaformation contained in the next lower level. Thus,
tae total intormation capacity of the system is equal tc the
size of the level L store rather than the suwm cf the

capacities of all the levels, Since the capacity orf level L
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is assumed to be much larger than the capacity of L-1, ertc,,
the Jdifference in total system capacity due to shadow

storagje 1is minimal.

4,3 Direct Transfer

In the description above it is 1implied that information
actually moves betwean adjacent levels, This approach,
called direct transfer, is indeed intended. B8y ccamparison,

taoagh, many proposed and experimental multiple level

storaje systems are pased upon an ipndirect transrer (e.g.,

the Maltics ‘'page multilevel" <system mentioned in Chapter
2y« In these systems, all infcrmation 15 routed through
lavel 1. For example, to move a page from level n tc level
n-1, the page is moved from level n tc level 1 and then rrom
izvel 1 to level n-1, Cleariy, this indirect approach is
and2sirable since it requires extra page movement and
consumes a portion of the limited M! <capacity in the

process,

There nave been two major obstacles to direct traunster
in previous systems: (1) interccmnnection structure and (2)

synchronization.
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4, 3.1 Interconnection Structure

For many reasons, some technical and some historical,
mdst contemporary systems are physically structured in a
radial mann=2r, That 1is, there is a central element to the
system, eitner the processor itself o¢r the [frimary store,
and all other storage devices and/or processors are directly
connec-ted to this central element, Except for some pcssible
contrbol signals, thare are no direct data transfer
connactions between the non-central elements, This
structure is, of zcourse, guite consistent with a
non-aierarchical storage management systen. A logical
storaje hierarchy system should be based upon a physically

nierarchical interconn2ction structure,

4, 3.2 Synchronization

As indicat=ad 1in Table 1, storage devices often have
dirrerent timing and transfer rate characteristics. In crder
to accomplis a direac data transfer betveen levels,
synchronization 1s necessary. It may be obvious that a
storage device can not transfer data faster than its rated
parformance, but for many storagye devices, especlally
electromechanical devices, it is not possible to transfer

data slower than its rated speed.,
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Based on current techunology, this problem <cau be
solvel, Many of the storage devices are now
uon-electromechanical (i.e., strictly electrical), suca as
tae Cache, Hdain, and Bulk Stores of Table 1. It 1is quite
f2asivle to provide lirect transfer between any of these
devices and any other storage device; this is one reason tor
the radial interconnections described above where the Main
store actad as the Common means of providing
synchronization. Using a similar approach, we can allow
direct transfer between electromechanical devices if this
transter is routed through a small and reasonably
inexpensive electrical storage buffer. Femling L33]

discusses such a devize, which he calls a rubber-band memory

presumably because it "stretches" to match the

Characteristics of tha source and destination devices.

In the description above, it is implied that a transfer
up the hierarchy trom level 2 to the processor (level 0)
consists of two segueatial steps: (1) transfer paye of size
N2 from level 2 to 1level 1, and then (2) extract the
appropriate page subset of size N! and transfer it frou
lavel 1 to the processor (level 0). In general, a transter

from level n to the processor would consist of a series of n
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steps. Thus the system page transfer time wculd egual the

SUm of n inter-level page transfer times (€edey,
I'nid+Im23+TmI2+ cse)a Furthermore, for many
electromechanical storage devices, the second access,

raquirad to forward the page =subset, may experience the
"maxisum" access delay vrather than the "average"® {lL.€.,
after storing the information into the 1level, a comglete
m2chanical revolution may be required to reposition to read

the same information ind forward it to the next level),

Phis inefficiency can tLe avoided by allowing
information to ba stored into all upper levels
simultaneously. Figure 5 illustrates this mechanism. If
information is to be transferred from M3 to the processor,
Y3 turns on its output data gate, G3out, when it is ready to
start and transfers N3 bytes and their correspcnding lcgical
addresses up the data bus. M2 turns on its input data gate,
3%2in, to receive these N3  Dbytes; furthermore, when the
appropriate N2 bytes needed py M! are detected by M2, it
turns on its output data gate, G2out, and these N2 bytes are

forwarded to Mt while being stored in M2, etc,

For example, assume a reference tc lcyical address a is
Jenerated by the processor and the corresponding information
153 current stored at level (and all lower levels, of

cdurse) . At the instint that the N1 bytes containing a are
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Figure 5,
Read Through Structure
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pla;ai on the data bus by level n, these N! bytes will be
stored 1into all 1levals from level n-1 to level O (the
processor) siinultaneously. Likewise, the N2 bytes
contailning a are siwmultaneously stored into all levels fron
lavel n-1 to level 1, This strategy thus makes 1t appear
that the N! byte pajge requested by the processor is read
through directly to the processor without any delays.

4,4,1 Page Transfer Time

Using the read throuyh strateqy, the page transfer time
to th2 processor is actually less than the page transfer
time to the adjacent storage level., For example, if the
raquested information 1is stored in M3, the page traasfer
tim2 to the processor, via read through, is

Pia30 = T3 + N1B3
whereas, the page transfer time frcm M3 to M2 is
Im32 = T3 + N3IB3,

Sinze Ni1<KN3, then Tm30(Tm32,

4.4,2 Availability and Servicability

The read through mechanism descriked above ofiers some
inportant advantages to the availability and serviceability
vf th2 storage system., Note that all storage levels are

connectzd to the gatei data bus not directly to each other.
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If a storage 1level amust be removed from the systen for
servicing, it is merely necessary tc manually set both Gin
and Sout "o, In this case, the information is really
"read through™ this level as if it didn't exist. No other
Caangyes are needed to any of the other storage levels or the
storaje management algorithms although we would expect the

parformance to decrease.

- o o oy e st

Under normal stealy-state operation, all the levels of
the storage hierarchy will be full (except rfossibly level
L), Thus, whenever a pagye is tc be moved into a level, it
15 necessary to remove a current page. If the page selected
for removal has not been changed by means of a processor
"stora2", the new page can be immediately stored into the
lav2l since a copy of the removed page already exists in the
n2xt lower level of tne nierarchy. If the processor
J2nerates a "store" raguest, all 1levels that contain a copy
of th2 information being wmodified must ke updated. This can
92 accomplished in three basic ways: (1) store through, (2)

stor=2 replacement, or (3) store behind.
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4,5, 1 Store Through

Under a store through policy, all levels are
simultaneously updated whenever the pfocessor generates a
"store" request. This is the obvious inverse of the read
tarough policy. But, there is a crucial distinction. Under
r2ad through, only storage levels 1 through n are used,
wher2 n 1is the high2st 1level containing the regquested
information, Store tarough must wupdate the contents of
lsvels n through L. raus, read through speed 1is limited by
1ts slowest level aifacted, level n; store through is always
limitad by the speed on level L, the slowest level of then
all., If 2J% of all processor requests are "“stores", the

tema success freguancy function ct level L will be at

Vi

sy
l2ast 20%. Due to its large average access time, level L

will be the dominate portion of the system's effective

access time, T?'.

Store through can be wused efficiently only if the
access time of level L is comparable to the access time of
l2vel 1, such as in a1 two-level cache systen, In fact, it
is used 1in some cache systems, such as the IBM System/370

Mod=21s 155 and 165 (52 ],
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4,5.2 Store Replacenment

Under a store replacement policy, the processor only
stores into M!., Ir a chany2d page 1is later selected tor
r2moval, it is then moved to the next lower level, M2,
iamediately prior to being replaced. This process occurs at
2very level and, eveatually, level L will be updated but
only after the page has been selected for removal trom all
the higher levels. Due to the extra delays causeda by
apdating changed pagyes before replacement, the effective
12Cc255 time for fetches is increased. Various versions of
store replacement are used in mcst two-level paging systeas
since it offers substantially better performance than store

through for slow second level storage devices (€edo., drums

and disks).,

4,5.3 Store Behind

Store Behind 1s a1 compromise strategy that bridges the
jap batween store through and store replacement and offers
substantially better parformance, 1In both strategies akove,
the storaye system was required tc perform the update
operation at sone sée:ific time (e.qg., at the instant of the
"store" —request for store through or at the instant of

r2moval for store replacement). Once the information to be

stored has been accepted by the storage management systen,
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the processor doesn't really care hcw or when the copies in
the storage hierarchy are updated, Store behind takes
aivantagye of this dajree of freedon., Due to the large
ilsparity between average access time and transfer rate for
most levels, the maximum data transfer capacity is rarely
rzached (i.e., at any instant of time, a storage level may
w3t have any outsténiing requests for service or it may be
waiting for proper positioning to service a rpending
ra2quast)., During these "idle"™ periods, data can be
transferred down to the next level of the storage hierarchy
without affecting or delaying any fetch operation. Since
these2 "idle" periods are usually very frequent under most
actual circumstances, there <c¢an be a continual flow of

cnany2d information down through the hierarchy towards level

Although an effective storage management system should
attempt to minimize page movement and 1ts associated
"housekeeping", there will still be a substantial amcunt of
wWOCK required to manije the hierarchy. It is desirable to
ramov2 as much as possible of the storage managyement from
tne concern of the processor and the programs runhing on the
procz2ssor, including the operating system. There are two

primacy motivations for this cbjective: (1) the stcrage



Storije hierarchy Systeas 51

hierarchy saould function as an independent component of the
System to eliminat2 any added complexity to the processor or
proyrams, and (2) w2 want to conserve the processor's
computational powers for solving the user's problems ratner
tnan for "system overhead", In actuality, of course, the
Storagje hierarchy can not be divorced entirely from the rest
of the system, but th2 remaining interdependencies should be

minimal,

4,6,1 Distributed Control

In the hierarchical storayge system described above, all
storaje management oparations can be determined local to a
single level or, at most, in consideration of information
troa aeighboriny levels, Thus, it is possible to distribute
tae Ccontrol of the nierarchy into the levels, this also
facilitates parallel and asynchroncus operation in the

hierarchy.

In a comprenensive multiple level storage hierarchy, as
illustrated in Tablz 1, this autcmatic and distributed
control can be accomplished by using two mechanisms: (1)

processor tunctions, anl (2) "intelligent" comntrollers.
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4.6,1,1 Processor Functions

The management of the first storage level must cperate
at speeds comparable to the processor, As a result, it 1is
usuilly necessary to incorporate the first level store amnd
its associated manajement operations into the processor
hardware 1itself, This approach 1s used 1in the 1IBM

System/370 cache systeas [ 52].

It is often desirable to incorporate the management of
the second storage 1level also 1intc the processor. This
l2vel requires substantial performance to handle the demands
for service from the first storage level, Since its
r2quirements are not Juite as demanding as the first level,
it is an ideal candidate for firmware control, assuming that
the processor is microprogrammed, This approach has not been
used in any current commercial systems, although the
integrated ({i.e., Bicroprogrammed) channels of <certain
wnodels of the IBM System/370 are based upon similar
concepts. There have been a few experimental systems, such
as the VENUS System at MITRE, which provides processor
tunctions to essentually manage the paying system via

microprograaming.



Storagje Hierarchy Systenms 83

4.6.1.2 "Intellijent” Coatrollers

For the third storage 1level and beyond, the storaye
management pertformanca2 requirements are nmuch more wmodest
since most of the storage activity should occur at the first
and s2cond levels. For these lower levels, it is possible
to develop independent storage management ccntrol facilities
for each level, This can be accomplished by extending the
tanctionality of conventional device controllers. Some
racant sophisticated iavice controllers are microprograumed
and are already capaple of performing the storage management

function [ 1].

4.6,2 Multiprogramminj

Jp to now we have tacitly assumed that the grccessor
b2com2s idle whenever it is necessary to fetch information
from the storage hierarchy. This may be a reasonable policy
£or two-level cache systems since the processor is aever
idle for more than one or two microseconds at a time., But,
for paging systems and general multiple level storage
hierarchies, the processor may be idled for periocds of
nunirads or thousands of microseconds at a time, It is
worthwhile to try to rind useful work for the processor
while the storagye hierarchy is retrieving the reguested

information,
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In most <conventional computer systems, processor idle
time is atilized by multiprogramming., This reguires that
trere be multiple progjrams available to be run. Whenever
one program must be dazlayed due to a time-consuming storage
raquest, the processor 1s sWitched to another proyranm,
Under reasonable circuamstances (e.g., Dany programs ready
for 2xecution and moderate load on the storage system), it
1s possible to keep the processcr ccntinually busy. Thus,
tne =2ffectiva system storage access time, T', will very

closely approximate T1,

Unfortunately, the process cf switching executicn froam
one program to anoth2r can result in a considerable amount
of processor overhead, For example, an early version of tne
dultics operating system was reported to require 10
Rilliseconds to switcan programs; typical operating systens
raguicre up to 1 millisecond. The time required to
accomplish this multiprogram switch can be drastically
reduced if the multiprogramming management 1is also
incorporated into th2 processor along with the rirst and
second storaye level management. Although the particular
purposes were different, hardvware supported multiprogramming
nis b2en available on several cowputing systems, such as the

tioneysaell 827 series [46] and nore recently in the Singer
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Systea Ten [30]. The less frequently executed operatiny
systea functions, such as job scheduling and time-sharing
management algocithwes, can be supported by the sottware
operating system as on conventioal systems without adversely

atfecting performance.

4.7 Comments opn the Storage Hierarchy System Design

This <chapter has presented the key «concepts of a
ga2neral multiple level storage hierarchy system. Many of
the particular details of the system will require
consilerable investigation and experimentation to determine
an optimal implementation, Three important factors are
axt2nsively studied in the followiny chapters: (1) other
pige size considerations, (2) removal alyorithms, ana (J3)

r21l2vant models for proyram r2ference behavior.
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CJAAPTER 5,

ANALYSLS OF PAGE SIZE CONSIDERATIONS

5.0 Introduction

Jne of the most important parameters of a storage
nierarchy system is the page size, the unit of information
transfer Dbetwesn two levels of the hierarchy. In this
chapter, the factors influencing page size are examined from
the device characta2ristics viewpoint ana the progran

pehavior viewpoint,

On contemporary two-leveli paging systems (based upon
two davices similar to devices 2 and 4 of Table 1), the page
siz2 15 usually quite large (typically 4096 bytes for paging
systa2ms) to take advantage of M2's large transter rate to
compensate for 1ts slow access time. Such a large page size
is justified by reliance on the Principle of Locality.
considering the devices of Table 1 for example, a single
byt2 can be accessed and transferred between M and M2 in
about 5 milliseconds whereas 4096 contiguous bytes can be

fatch2d in 7.8 millis2conds, only 56% more time,
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5, 1.1 Page Size Iavestigations

Although paginy systems have Leen used successfully,
tae 2ffect of page slze has become the subject 0f incCreasing
investigation, This interest has been aroused due to several
considerations:

1. It has be2n noted by Denning [26] that the
utilization of M! is maximized and "page breakage" minimized
by wusing rather smill pages, such as 200 bytes. In
particular, he emphasizes:

"These results are significant ,.. small pages
parmit a great deal of compression without loss of
efficiency. Small page sizes will yiela significant
improvements in storage utilization ee."

2. The success of cache systems indicates that the

Principle of Locality applies on the micrcscopic scale as

w2ll as the macroscopic scale c¢f conventional paginy
systems.,
3. The &recent iantroduction of several new device

tschnologies, such as the "semiccnductor drum" [35] with an
average access time of about 100 micrcseconds, drastically
reduces the benefits of very large page sizes 1n a paging
systenm,

4, Although most current multilevel systems employ

only two levels, this tnesis is ccncerned with nmultiple
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lavel storage hierarchies (1.e., three c¢f more levels). In
fact, storage systems with six or more levels are gquite
plausible, A deep uniarstanding of the effects of various

paige sizes 1is essential to the development of such systens,

Thus, although there are many reasons fcr consideriag
new page sizes, there is not a ccmplete understanding ot the
impact of such a change. Denning {[26] sums up our current
knowledge as follows:
"T’wo factors primarily influence the choice of page
size: fragmentation and etfficiency of page-transgcrt
operation,"

In this <chapter some other factors of potentially crucial

importance will be discussed.

5.2 Anomalies

Jne of the more intriguing and frustrating aspects of
comnplax systems, such as paging systems, 1s the occurrence
of anomalies (i.e., phenomena that are contrary to "ccamon
s=2nsa"). For example, Belady [ 10] has shown that certain
storaje manaygement r2aoval algorithms, in particular FIFO
(tirst-in first-out), may actually cause performance to
dacrease as the capacity of M! is increased. This result 1is
contrary to the general belief that "more main memory maxkes

things work out batterv, Thus, one pust exercise
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considerable care when considering "tinkering"™ Jith the
param2ters, such as page size, of a multilevel stcraye

system.,

'he objective of this chapter is to present and analyze
some anomalies encountered when the page size parameter is

chang2d in a paging systen,

5.3 The Page Size Anomaly

For simplicity, let us start by consiaering the effect
of decreasing the paje size used in a two-level system, S,
from N to N' where N* = N/2 in this new system, S', In
particular, we wish to investigate the effects upcn the
failure frequencies which are f and f*, respectively. We
define the ratio f'/f to be r. The possible results can be
partitioned into three interesting regions:

1. r < 1.

5.3.1 Case 1: r <1 ( £* < f ).

This Wwould be a highly desirable resulit since the
numbecr of ©page fetcha2s is actually decreased., Furthermore,
the time reguired to access and transfer a page of size N!

would be expected to be less than that required fcr the



Parampaters

As sesn by S:

P
1P|
2
Q1
141
FIFO

® & & & o &

As sez2n by s!

. P

* P}
° Q

e il
[ |Hl|
s FIFO

Simulation

?1g2 Trace:
Fatch:

M1 Contents:
SO

Fatch:

%Y Contents:

g2sults
F =
F' =
» r =

Storije Hierarchy Systems

o
LY
(=
-
{
-

ta, o, C

oo

Removal

at, bt*, c
6
{ a*, b+,
3

[ L TR [ 1

=]
[
B &
Q
<
Y
s

at bQ- c+ a*l-

x X % %

a b ¢ a
a b cC

* K %

at bt ct ct
at b+ b+

at at

6

3

3/6 = 0.5

a,

}

+*
’

ct+

bt

ct
b+
at

gxa

at, b%, c+

}

ct

o0

ct
bt
at

Figure 6.
mple cf Case 1

90

(£4)



Storije Hierarchy Systenms 91

larger page size N, Figure 6 illustrates an instance of this
Cas2. In converting aa address trace to a page trace for N°,
the logical page addr2sses pt and p- are used to regresent
the two halves of the page p of size N. Note that when usiny
a page size of N/2 instead of N, M! actually holds twice as

@iny pages thouyh eacn paye is only half as large.

In the example of Pigure 6, r = 0.5, which means that
the number of page fetches was <cut in half by using the
smallar page size N', This type of result might be expected
from a program that exhibited a rather sparse and
aon-localized reference behavior, Recall that in typical
two-lavel paging systems, a page of size 4096 bytes 1is
fetched even thougyh 31 single reference uses only a tew
bytes. Unless the program immediately makes many more
r2fer2nces to this ©page, much of it will have been fetched
put not used, Under these circumstances, H! might pe better
utilized by nolding a larger and more diversified collection

of pajes, even if each pagye were smaller.

5, 3.2 Case 2: 1 £ < 2 (£ < f* < 2£ )

Phis 1is a transitional region., For r = 1, S* will
perform better than S5 since the number of page tetches is
the same and the tiwme required for each fetch 1s less. For r
= 2, 3' wWwill requiie twice as many page fetches. This will

usually swamp any paje transfer benefit derived from the
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smallsr page size, thus 5 would pertorm better. The specific
point of transition, r', depends largely upon the tinme
raquired to access and transfer a page, T apnd T!

r2spectively in S and 5', such That r' = T/T?'.

Pigure 7 illustrates an extreme example of Case 2 wnere
r = 2.0, This m2ans that the number of page fetches was
ioublad by wusing tme smaller page size N'. This type of
r2salt might be expected from a program that exhibited a

d2nsa2, localized, and sequential reference behavior.

Intuitively, the r = 2,0 result is the "worst" case
51nc2 we ar= being forced to always 1load both the p+* and p—
ailves of each original page g, thereby 1losing all the
b2nefits of the smallar N' page size and incurring twice as
many actual page fiults. This intuitive observation is

false; r = 2.0 is not the "worst" case,

5. 3.3 Case 3: r > 2 { £ > 2f )

I'his thircd ra2jyion, besides being intuitively
inpossible, is clearly undesirable, Since the number ot page
tetches required would be more than doubled, the performance
of S' would be undoubtedly worse than S. Depending upon the
1ctual wvalue of r, the perrormance could be much worse,
Figurs 8 illustrates 2 reference pattern that produces a

result of r = 2.75. This region of operation will be the
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subject of discussion for the remainder or this Chapter, We

tormalize this situation by the following existence thecren.

- -

THEOREM 1:

There exists a page trace, P, and demand-fetch
FIFO-removal two-level storage systems, S and S', with
page sizes N anl N'=N/2, respectively, such that the
ratio, r, of tetch frequency f' to f exceeds 2.

Proof:

By exauple (Figurz o).

T T T o o o e o o e e e T - - —— A —— o -

3, 3.4 Other Removal Algorithas

by a

Theorem 1 states the anomaly that decreasing page size

factor of two <c-an cause the page tetch treguency to

increase by more than a factor of two. The two-ievel

d2mand~fetch conditions of Theorem 1 are typical cf nmost

contzaporary paginy systews, But, to put this situaticn into

pP2rspactive, other resoval algoritams must be considered.

Due t> its simplicity, tne FIFO removal alyorithm was used

in many of the early paging systems. In recent tiwes it has

ba2en

found that FIFJ has certain disturbing pecularities

(e.g., the system's success frequency, s, is not a monotonic

function of primary store size, |M1] {10]). Furtheruwore,

other removal algoritnms have been fcund to be empirically
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closer approximations to the "optimal" removal algorithnm,
MIN [11]., MIN itself is not physically realizable since it
raquires future knowledge, but it can be used as a basis for

performance comparison with practical algorithms,

Various forms of the "least recently used" (LRU)
cemovil alygorithe hive become popular in contemporary
systens. Under LRU, the page selected tor removal from the
primary store 1is the one that has nct been referenced for
the longest time (i.e,, the least recently used page).
apirically, LRU has been found to closely approximate the
parrormance ot the ‘Moptimal" algorithm for many actual
projrams. Furthermore, Mattson et a} [63] have studied LRU
and found that it is a member of a general class of removal
algoritams called "stack algorithms", The class of stack
iigorithms, as noted by Denning {25], "contains all the
‘reasonable' algorithas". In particular, stack algcrithas
all satisfy an inclusion property that results in well
b2haved characteristics., For example, it has been proven
that all stack algorithns, including LRU, have a success
frequ2ncy that is a monotonic function of primary store size
and immune to the FIFO peculariarity observed by Belady.
Thus, one might be tampted to assume that the page size
anomaly is also a phenomenon unique to FIFO removal and
v>uld not occur if a "well bahaved® removal algorithm, such

13 LRJ, wvwere used. This expectation can be raridly destroyed
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by observing Figure 9, wnich is the same system as Figure 3
put with an LRU rewovial algorithm, In this exdwple, the page
tetch frequency ratio, r, is 2.2 which still exceeds 2. This
result leads us to Theorem 2 and Corollary 2a.
THEJRENM 2:
There &exists a page trace, P, and demand-fetch
LiU-removal two-level storage systems, S and S', with
page siza2s N and N'=N/2, respectively, such that the
ratio, r, of fet:zh frequency f!' to f exceeds ¢,
Proof:

By example (Figuce 9),

CIROLLARY Za:
s5iven a page trace, P, and demand-fetch two-level
storage systems, S and S?', with page sizes N and
N'=N/2, respectively, the use of a "stack" reuwoval
ilgorithn (L.es, an algorithm with the "inclusion
proparty") is not sufficient to guarantee that the

ratio, r, of fetch frequency f' to f will be bounded by

T R L R e ML A DR TR Gh R AR M A A e e R TS e e e A - W A — ————— - ——— — A —— - —
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£ the Page Size Ancmaly

he previous theorems prove that there exist page
trac2s that result 1a significantly increased paye tetch
freguancies if the paye size is decreased. It is necessary
td> consider the 1likelihood of encountering such page trace
patterns in actual proyrams. For example, it can be proven
that, as you are reading this sentence, all the molecules of
air 1in the room may suddenly move towards the opposite
corner and cause you to suffocate. If you survived the last
sa2nte2ace, you have probably deduced that the 1likelihood ot

that 2vent is extremely swmall, fortunately.

5.4, 1 Simulation Studies

Hatfield [43] and Seligeman [78] have pertormed
expariments that indicate that the page size anomaly is very
common, 1t not inevitible, in actual programs. In both cases
actual programs were monitored and their corresgondinyg page
trace reference strings were recorded, usuaily oun magnetic
tape, Then simulators wvwere developed that mimickea the
softwire and hardware of the two-level storage systeas then
in us2 or being consiieored, By supplying the monitored payge
traces as inpats to the simulators, the performance cf such
a4 system can be accurately measured., These simulatcrs Jwere

scrupulously accurate, not just apprcximations., The validity
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of these results have been confirmed 1n some cases oy

rinniay the real projrams under a real two-level storage

5.4,2 Hatfield Studies

Hatfield [ 48] performed studies 1in the hardware
environment of the IBM System/360 Model 67 with programs
ranning under the CP-67/CMS Operating System. The simulated
parformance was measured for various page sizes, N, and
various primary store sizes, |M'}y. In summary, it was
confirmed that certain programs, which were viewed as
axamples of low-density storaygye use, resulted in decreased
paye retch frequency when page size was decreased. But, it
vas observed that tor programs with much greater
localization of heavily used storag=a:

"not only does th2 smaller page size otften dgenerate
n2arly twice as miny page <fetches as the large page
siLze, it often resulted in more than twice the page
tatchas, contrary to our intuiticns."
In particular, the substantially increased page fetch
trequancy appears to be2:
"a characteristic of proyrams which have a high
locality and therefore perform well on systems usinyg
r2location hardware for address translaticn and is

characteristic of those programs in the region of
low paging rate,"®
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In other words, the anomaly is most prevalent 1n programns
"optimized" rfor performance in a two-level storage systen

when running under nearly "optimal" conditions!
>3, 4.3 Seligman Studies

Whereas Hatfield was «concerned with a paging systen
with page sizes in the range from 2048 to 16384 bytes,
Saligman (78] analyzed a proposed cache system with much
smaller page sizes in the range of 8 to 256 bytes, He
obsarved that:

"interestingly, the missing page probability (for
this data) is minimized for a page size which
increases slowly with total memory size. Note that
the associative m2mory orgamization, waere page size
agjuals one word, is not optimum; tc borrow a phrase
from economics, the margyinal utility of the extra
words fetched in a page is higher than that of those
displaced",

Thus, continual decreising of page size appears to have an

inevitable adverse effact upon system performance.
Ss4,4 Other Questions Raised

Now that it nas been shown that the page size ancmaly
is th2oretically possible and likely to occur in practice,
there are several other questions of interest, Since it has

b2en proven that the page fetch frequency ratio is not
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bsunded by r = 2, what bounds, if any, do exist? Hatfield
iaplicitly raised another question by the statement:
"as yet we have b22n unable to prove that there is a
raplacement algorithm using cnly the past history of

page requests which cannot generate more than twice
the exceptions with half size pages."

'ne answers to thes2 questions are the subjects of the

following sections and chapters.,

5.5 Bounds on the Page Fetch Frequency katig

It has besen shown that the page fetch frejuency ratio
can exceed r = 2, but just now bad can it get? Of equal
Laportance, what factors influence this bound? These

Juestions will be discussed in this section.

5.5.1 Cyclic Page Traces

Figures 10 and 11 represent page trace simulaticns for
téo sets of demand-fetch LRU-removal two-level storage
systems wWwith primary store sizes |[MA(=2 and |M1}=3,
ra2spectively. In both cases, it can Lke observed that the
page trace simulated is cyclic with a repeated pattern, Pc.
Ia Figure 10, the page trace consists of the repeated

pattern:
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(£8)
Parameters

- —— . . ——— —

As se2n by S5:

. P = a, b, z, ¢, b, a, a, b, ¢, ¢, b, a
. {1} = 12

o ] = {a, b, ¢}

. it = 3

. ‘ull = 2

e LRU Removal

As s22n by St:

. P = a*, b*, ct, ¢c-, b-, a-, at, b¥, c+, c—, b-, a-
. 1P} = 12

. 2 = { a%, a-, b*, o=, c*, c— }

* Q1 =6

. jM1y = 4

* LRU Removal

Simualation

transient steady~state

j === Cylle ————=>| €= CyCle wmm=p|
Page I'race: at* bt c+ c- b— a~ at b+t ct c- b~ a-

~

Fatch: *® * * * * *

Mt Contents: a b ¢ ¢c b a a b ¢ ¢ b a
a b b ¢ b b a b b ¢ b

Sl

Fatch: x % ok ok * Kk *k k x Kk K x

M1 Contents: at bt ct z- b- a- a* b+t ¢t ¢c— b- a—-
at b* c+ c— b— a- at b+t ct c— b~

at bt ct ¢c- b— a— at bt ct+ c-

at bt ct ¢c— b— a— at* bt ct

Results
For the steady-state cycle:
. F = § ™ F = 2
FY = 12 . F' = 6
r = 12/6 = 2,0 s /r/ = 6/2 = 3.0

Figure 10,
Cyclic Pagye Trace with M2} = 2
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whereas Figure 11 repsats the similar pattern:

Pc = a+ bH+ ¢+ d* 4d- ¢ b— a—

5.5.2 5teady State Cys-iic Payge Traces

Let us consider Figure 1) first, The page fetch ratio,
r, 1s 2.9 in this cass., AS noted earlier, the page trace can
b2 supdivided into an initial transient stage, Pt, with a
high page fetcn frequency followed by a steady-state stage,
Ps, with usually a lower page fetch frequency. In Figure 10,
the first Pc cycle contains the entire start-up transient
stage and completely fills all the available space 1in 1,
Thus, thae second Pc <cycle regresents the start of the
steady-state stage, Furthermore, since the content and page
ordaring of M is exactly the same at the end of the second
cycle as thay were at the beginning of that cycle for both S
and 3*', the page trace cycle, Pc, can be repeated
continuously with exactly the same results each time for
page fetch regquests andi M! contents. If /r/ is defined to be
the pigye tatch frequency ratio for the first steady-state
pa2rioi, Pc, of a cyclic paye trace, (Pc)*, /r/ 1is also the
page fetch frequency ratio for the entire steady-state
portion of the page trace defined by the regular expression:

P = ptePs = Ete (Pc)*

As the length of the page trace, |P|, Dbecomes large in

zomparison with the length of the transient stage, |Pt|, the
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overall page fetch freqguency ratio, r, asymptotically
approaches the value of the steady-state cycle page fetch
trequency ratio, /r/., 1In Figure 10, /r/ = 3.0, thus r will
increase from 2,0 towards 3.0 a4s the page trace is
lenjthened by continually repeating the pattern Pc. 1nus,
the page fetch trequency ratia, r, fcr the page trace

P = (‘a* bt ¢t ¢ b- a— )%

1s bounded by 3,0 when jMr| = 2,

A similar situation is illustrated in Figure 11. In
tnis example, r = 2.28 and /r/ = 4,0, Thus, the page tetch
trejuancy ratio, r, for the page trace

P= (a*t bt c* dt+ d- c- b- a- )=*
is bounded by 4.0 wh2n |M!}| = 3, By generaliziny these

2xamples, we arrive at Theorem 3 and Corollary 3a.

D - A ——— —— = — i Y ————— —— . — . —— — - —— e 7ot e e s e

(th3)

THEORE® 3:
For any two demand-fetch LRU-removal two-level storage
systems, S and 5', with page sizes N and N*=N/2 and
primary store sizes |M!| and |M1|'=2|M} |, respectively,
there exists a cyclic page trace, F = (Pc)*, where {Pc|
= 2(|MY|+1), such that the steady-state page fetcn
frequency ratio, /r/, equals |M1|+1,
Proof:

(See below).
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(£9)
Paramaters

As seen by 5:

. p = a,pb,c,i,d,c,b,a,a,b,c,d,d,c,b,a
e P} =16
. Q = {a, bp c, d}
4RI =4
™ 'ﬂl' = 3
* LRU Removal
As seen by S':
. |4 = a%,b+, ct+,4%,d~-,c~,b~,a~,at,b*,ct+,d*,d-,c—,b—,a
e |P] = 16
. Q = { a¥, a-, b%, b-, c¥, c—, 4%, 4~ }
* QI =8
® |M] = 6
s LRU Removal
simulation
transient steady—state
| &~——— cCycle > | € cycle ——>|
Page Trace: at bt c+ d¢t d- c— b— a— at bt c+ d+ d— c— b— a—
FatcCh: x * % % * * *
4 Contents: a b ¢ d d ¢ b a a b ¢ d 4 ¢ b a
a b ¢ c d ¢ b b a b ¢ ¢ 4 ¢ b
a b b b d ¢ ¢ ¢ a b b b 4 c
S!
Fatch: x x kx Kk k % %X *® *x *k x %k %k X % X

Mt Contents: a* b* ct+ i+ d- ¢~ b— a- at bt c+ d* d— ¢~ b~ a-
a¥ b+ ct d+ d— c— b— a— at b+ c* d+t d—- c— b~

a¥t b+t c+ 4% d— ¢~ b~ a— at bt ct+t 4+ 4d- c-

at bt ct d*% d- ¢c— b= a— at b+t c+ 4+ d-

a* bt ct d+ d—- c— b— a— at bt ct 4+

at b+ ¢+ d¢+ d— ¢c- b~ a— at bt c+*

t————-——' sane -————i

g2sults
For the steady-state cycle:
. F =17 . F =2
. Ft = 16 . F* = 8
J r = 16/7 = 2.28 « /r/ = 8/2 = 4,0

Figure 11,
Cyclic Page iTrace with M) = 3
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COROLLARY 3a:
Por any two demand-fetch LRU~-removal tWwo-level storage
systems, 5 and S', witn page sizes N and N'=N/2 and
primary store sizes |Mi} and |M3|'=2|M1), respectively,
there exists a cyciic page trace, F = (Pc)*, where |Pc]
= 2(IMLt]+1), such that the overall page tetch frequency
ratio, r, asymptotically approaches the bound |NM1|+1 as

|P] approaches infinity.,.

D S R D D G A R S S —— . - ——— - A —— - ———— " o - = ——— -

5.5.3 Proof of Theorea 3

5.5.3.,1 Notation and Properties
Assum2 a fixed page size N and primary store cf size S1, let
n = tae number of pajes in M1 (Lie€ey N = |M¥} = S1/N), It
has b2en shown by Mattson et al ([€3] that 4 demand-ietca
LRU-removal algorithm has the following properties:

P1., If M! is initially empty, it tills with the first

n distinct pages referenced by the trace.
P2, At any tim2 t, M! contains the n mOst recently

referenced distinct pages,

P3. a) LRU satisfies the inclusicn property
ML(1) C M1(2) C one C M1 (m)
where Mt (1) means the contents of M!? 1f n=1,

atc,
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b) At any time t after M! has become filled, there
is a strict removal ordering referred to as the
LRU stack

S = { (1), 5(2) s sse, S(n) }
where

s(i) = M1 (1) - Ml (i-1) for 1 = 1, 2, esey N

and s{(n) 1s the page tc be removed next.

5.5.3.2 Definition 3-a:

For any integer n, let us consider a page trace, P9,
:onsisting of the repeated pdttern, Pc®, of 1length {Pc9§ =
2(n+1)

P® = pcO[n]*
where
PcP n] = ( Pc2(1), PS2%(2), vuss, Pc9(2n+1), Pc% (2n+2) }.

Phe P29 (i)s are defined as follows:

t

2(1—1’ for i = 1, R} nt+1
PcO (i)

n+2, e ney 2n+2

i}

Gn+5-21 for i

1]
[39]

|

t

Thus, for n
PcOo{2}= {0, 2, 4, 5, 3, 1}
and

PO 2]

{0, 2, 4, 5,3, 1, 0, 2, 4, 5, 3, 1, ees }

'ne cyclic payge trace pattern, Pc®°[n], is used to define
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correspondiny cyclic page trace patterns, Pc{n] and Pc'(n ],

for S and S', respectively. These are defined as tollcws —--

For a given value of n and i = 1, 2, ese, 2Dn¢2
Pc(i) = integer[Pc9(i) /2]
(integer[Pco (i)/2]+* if rem{ Pc® (i) /2 ]=0
Pct' (i) = §
(integer[Pc® (i)/2]) i1f rem[ PcO (i) /2 }=1

Thus, for n 2 -
(2] = {0, 1, 2, 2, 1, 0, 0, 1, 2, 2, 1, 9, eos }
P 2] = ( 0+, 1%, 2¢, 2-, 11—, 0-, 0%, 1+, 2¢, 2—, 1—-, 0—,
see }
W2 can see that these page traces are identical to the page

traces of Figure 8 with appropriate relabeliny (i.e., a=0,

b=1, c=2).

5,5,3.3 Lemnma 3-b:
The page references of the set
{ Pc(1), see, Pc(ntl) }
are distinct.,
Proof:
Based upon the definitions c¢f Pc® n] and Pc[n], we see
that

For i =1, +e., nt1

Pc(i) integer| PcO (i) /2]

integer{2(i-1) /2]

1]

integer(i-1])
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= i-1.
Thus, each value of Pz(i) for »r =1, ..., n+1 is distinct.,

Q.E.D,

5.5.3.4 Lemma 3-c:
The page references oif the set
{ Po(n+2), ve., PCc{2n+2) }
are distinct,
Proof:
B3ased upon the definitions cf Pc®{n] and Pc[n], we see
that

FPor 1 = n+2, s 00y 2n+2

it

Pc (i) integer[PcO (i) /2]

= integer| (4n+5-21i) /2]

= integer[2n+2+(1/2)-1i)

= 2n+2-1
Thus, each value of Pc(i) for 1 = D%, see, 2n+2 1is
distinct,

QQE-DQ

95¢5.3.5 Lemma 3-1:
At the end of =zach cycle, bc{n], of the page trace,
P(n), 4! contains the pages, in LRU stack order,

S = [ s%°(1), eee, s9(n) }
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vhere
s?(3) = J-1 for 3 =1, 44, n
Proof:

Since each cycle, Pc{n], ¢f P[n] is of leugth 2n+2
walch 1s greater that n, the S9 LRU stack comnsists or tae
last n paye references of Pc{u] in reverse order by property
P2, P3, and Lemma 3-c. Thus,

s%{j) = Pc(2n+3-7)
such that
sO(1) = Pc(2n+2), s9(2) = Pc(2n+1), .e0, S°(n) = Pc(nt3).
#hen j takes on values { 1, +¢e, D }, 2n+3-7j takes on values
{ 2n+¢2, .., n+t+3 }. Thus, for j = 1, «es, 0 and pased upon

L2mma 3-c:

59 (J) PC(2n+3-3)
= 2n+2- (20+3-7)
= 3_1 .

GeEeDe

5.5.3.6 Lemma 3-e:

5iven a demand-fetch LRU-removal two-level storage
system, S, with page size N, primary store size S!
containing n=5'/N pages, the page fetch fuuction, F,
resulting from =2ach steady-state cycle, Pc[{n], of the
page trace P uas the value 2 (i.e., F|Pc[n]]=2 durinyg

steady state),
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Proof:
Let us subdivid2 the Pc[n] cycle, which is of length

2n+2, into four regions as followus:

Reyion 1: Pcl = { Pc(1), ese, Pc(n) }
Reyion 2: PcZz = { Pc(n+1) }

Region 3: Pc3 = { Pc(n+2), +4e, Pc(2n+1) }
Region 4: Pc* = [ Pc(2n+2) }.

and compute the number of page fetches in each region, F1,
F2, F3, F*, respectively. Since the page trace regioms are
concat=nated, the paje fetches are cumulative, so we Know
that

F = F1 ¢+ F2 + F3 + Pe,

R29g10n 1; Pclt f Pc(1) s oss, Pcn) }
From Lemma 3-b, we know that
PC(l) = l_’ i = " sy Il+1

and irom Lemma 3-d, w2 know that at the beginning of each

cycle

1' aseyg I

5°(3)

I'he page reterences { Pc(1), ..., Pc(n) } are actually the

j-1 3

s32quance { 9, +se, n-1 } which is identical to the contents
of M! at the start of the cycle, 5°, Therefore, uno page
transters are reguirei although LRU stack reordering may

occur. (Fis=

1<

) e
R2glion 2: Pc2 = { Pc(n+l) }
Page raference Pz (n+1) is page n which is nct contained

1a S° nor loaded during region 1 (in fact, no pages were
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fetchad during region 1); thus, a page transfer is required
(F2=1) . Using similar techniques as in Lemma 3-d, since each
referance of Pc! is distinct, the LRU removal stack at this
paiat is
S = { 8(1), seey, s(n) }

vhere

s(j) = Pc(n+1-3) 3 =1, ¢ee, 0,
Page s(n) 1is selectel ror removal, this is actually page
Pz (n+1-n)=Pc(1)=0. Th2 new LRU stack ordering becomes

S(J) = PC(n*Z-j) J = 1' ceeey, Ile

degion 3: Pc3 = | Pc(n+2), eee, Pc(2n+1) }

he page references { Pc(n+2), ..., Pc(2u+1) } are
actually the sequence { n, ..., 1} as shown in the proof of
L2mma 3-b. The LRU stack ordering immediately prior to
referance Pc(n+2) is

SO0 = { S(1), sses S{(n) }
which is actually
{n, see, 11}
since it has been shown earlier that at reference Pc (n+2)
s{j) = Pc{n+2-3) i =1, vee, Do

Thus, as in region 1, every page referenced is already
contained ia M! and there are no page transfers required
(E3=0) .
Ragion 43 Pc* = { Pc(2n+2) }

Page reference P:-(2n+2) 1is actually page 0. This page

was not contained in 599, thus a page transfer is required
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(E2=1).
Pherefore, we can coanclude
F{Pc[n]] = P1{Pcl] + F2[Pc2] + F3{Pc3] + F¢[Pc*]
=0+ 1+ 90 + 1
= 2.
Q.E.Do
5.5.,3,7 Lemma 3-f:
siven a demand-fetch LEU-removal two-level storage
system, S*, with page size N'=N/2, primary store size
LMY ] containing 2n=[ M! ]/ (N/2) pages, the page fetch
function, F', resulting from each steady-state cycle,
Pc'[n], of the page trace P' has the value 2n+2 (i.e.,
F'[Pc*(n]]=2n+2 luring steady state).
Proot:

I'he proof follows directly from the definition of P°,
tne LRU properties, and the previous Lemmas.,
. Bach page refer2ace in the cyclic pattern Pc'(n] is
iistiact. (This <can b2 easily seen from the definition or

proven in a similar manner to Lemmas 3-b and 3-c),.

. Bach cycle is Zn+2 references lcng.
. At any time t, paye reference P'(t) = P'(t-2n-2).
. Phe primary store, M!, can hold 2n pages in S' siace

NY=N/2.
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] Since the cyclic pattern only repeats after 2n+2 steps
and M! is only 2n pages large, MY always holds the last 2n
page references (since they are distinct).

. Thus, at any time t, page reference P!'(t) will not
correspond to any paje currently in 4! (i.e., 4! holds
references { P'{t-1), ..., P'(t-2n) } and P! (t)=p*' (t-2n-2)
is not in that set)., As a result, a page fetch is reguirea
for every paye reference,

] Since there are 2n+2 page references per cycle, there
are 2n+2 page fetches required per cycle. Thus, F'=2n+2.

QuEnD.

5.5.3.8 Theorem 3:
For any two demani-fetch LRO-removal two-level storayge
systems, S and S', witi page sizes N and N'=N/Z and
primary store sizes [Hl1}'=2{M!'|, respectively, there
axists a cyclic page trace, P=(Pc) *, where
IPci=2(IM1|+1), such that the steady-state page ietch
frequency ratio, /r/, equals |M1|+1,
Proof:
rhis proof follows trivially from Lemmas 3-e and 3-f.
#2 kaow that for each steady-state cycle ot 5, F=2 (Lemma
3-e). Also, for each steady-state cycle of $', F=Zn+.l (Leuma
3-f) . Since the page fetch trequency ratio, r, is defined as

t*/t or (F'/|P|)/(F/|P|) which equals F'/F, we tind that in
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steady-state
/r/ = FY/F = (2n#2)/2 = n+1,

CeLobs

5. 5.4 Zomments on Theorem 3

The above results expose another facet of the page size
inomaly. As the size >f the primary store, M}, 1is 1increased,
the overall page f2tch frequency ratio as stated 1in
Corollary 3a also incr2ases. This w@means that the larger the
primacy store that you have, the more "dangerous" the page
s31z2 inomaly becomes. For examfple, in a two-level paging
system based on devizas 2 and 4 frcm Table 1, {M!'| = 128
piges and N = 4096 bytes, if the page size 1is decreased by
half to 2043 Dbytes, it 1is possible that thne page fetch
treguancy would incrzase 129-told (a 12,800% increase 1in
paging activity!). Of course, on€ would assume, or at least
nope, that such pathological page trace patterms would be
vary vrare, but we «know that they can exist., It 1is
Literasting to note that th2 pathclogical pattern shown
ibove (e.9., a* bD¥ ct* - b~ a-) corresponds to the expected
referances of nested subroutine calls (i.e., subroutine a
cills subroutine b which calls subroutine ¢, etc., and each
sabroatine, of course, returns tc¢ its caller). This is also
. true of other stack-like program ccnstructs, Such highly

mddular program design is guite typical and, furthermcre, is
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oft2n explicitly encouraged. In view of Hatfield's finding
where the overall r exceeded 2.0 in many programs, it 1is
reasonable to assume that there were probably regions 1in
which r was gquite small, possibly below 1,0, which were
count2rbalanced by regions with very high values cf . At
present we do not have this particular information
available, but if it were true, performance could be greatly
iaproved by eliminating the high r value regions. This

problam will be discussed in the next section,.

5.5.5 Bounds for PIFO Removal Algorithm

Theorem 3 applies to LRU removal algorithms and many
other removal algorithms, although these other «cases will
ndt b2 explicitly proven in this thesis. It is interesting
to consider whether the result of Theorem 3 applies to the
FIFD removal algorithm, Unfortunately, due to the
paculiarities of FIPO, a simple ygyeneralizable cyclic page
trace pattern has not been found. But, isolated examples
have been found, as illusfrated in Figure 12, that show that
it is possible for r to exceed |M!|+1, This result is stated
in Th2orem 4, Based upon other examples, it is conjectured

that the r, when FIF) removal is used, may be as high as
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(£10)
garamaters
As seen by S5:
s P =a,c,a,b,b,c,c,a,a,b,b,c,c,a,a,b,b,c,c
e |Pt =19
. 0] ={ a, b, ¢}
* |21 =3
. lﬂll:z
» PIFO Removal
As sea2n by S':
s P =a%*,c-,a-,bt,b-,c*,c,at,a",b*t,b—,ct,c-,at,a-,bt,b-,ct,c™
e |P| =19
o Q ={ at%*, a~, b*, b-, c*, c— }
* 121 =6
[ 'ﬂll:u
L J

SLm

I'ra

Fat
M1

g1

Fa2t
#il:

FIFO Removal

alation
steady-state
| €— transient >} <€ cycle —> |
ce: at ¢~ a—- bt b- c* ¢c— at a- b* b- ct c— at a— b* b~ ct ¢c-

* * *
4 a a a ¢ ¢ c ¢ b b b b
c ¢ ¢ b b b b a a a a ¢ ¢ ¢ c

ch: * x

Ch: * * x % % % * % *x %X % %X % %X *x o ¥ % *k

a*t ¢~ a~ bt b- ct* c- at a— bt b- c* c~ at a- bt b~ ¢+ c-
at ¢c= a—- b* b— ¢c* ¢c- at a~ b* b— ct c- at a— pt b— ct
at c- a—- b+ b= ct ¢~ at a— b* b— c* ¢c— at a- bt b—
a* ¢c— a~ b* b~ c* ¢c— a* a— bt b~ ct ¢c— at a- b+
I sanpe I
ults

—— ——

For the steady-state cycle:

F =10 . F =3

F'* = 19 . Ft = 12

r = 19/6 = 3,106 o /Jr/ = 12/3 = 4,0
Figure 12,

Cyclic Paya2 Trace with FIFO Removal
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THEDREM 4:

For any two demand-fetch FIFO-removal two-level storage
systems, S and S', witn page sizes N and N'=N/2 and
certain primary store sizes |[M!| and (MY} '=2ju1y,
respectively, th2re exists a cyclic page trace, P =
Pte (PC)* where |Pc| = 2(|MY{+1) (IM2y), such that the
page fetch freguancy ratio, r, exceeds |Mi|+1,

Proof:

By example (Figure 12),

D e D - - A - D - " > O A e ———— o -
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CHAPTER 6,

SPATIAL VS. TEMPORAL LOCALITY MODEL OF PROGRAM HEHAVIOR
6.0 Introduction

Early in this thesis it was explained that a major
rationale for multilevel stotagé systems is based ufpon the
principle of Locality. Unfortunately, locality 1s still a
poorly understood, or at least controversial, phenomenos. In
this chapter some novel viewpoints and insights will be

presented,
6.1 Iypes of Program Reference Lccality

Let us consider two extreme ftorms of program reference

1>cality which will be called temporal locality and spatial

5. 1.1 Temporal Locality
If the logical addresses { al, a2, ... } are referenced
luring the time interval t-T to t, there is a high
probability that these same logical addresses will be
referenced during the time interval t to t+T,

This behavior caun be rationalized by program counstructs
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such as: loops, {frequently used variables, and

frequently used subroutines.

6., 1.2 Spatial Locality
If the logical address a is referenced at time t, there
1s a4 high probability that a logical address 1n the
range a-A to a+A will pe referenced at time t+1,
This behavior can be ratiomalized by program constructs
such as: sequential instruction seguencing, and linear

jata structures {e.d., arrays).

b.1.3 General Locality

r'he definitions of temporal and spatial locality apove
are juite extreme, Usually we consider only the general
spatiotemporal properties and define locality as:
Locality
If the logical addresses { at!, a2, ,.. } are referenced
during the time interval t-T to t, there 1is a Ahiga
probability that the loyical addresses in the ranges
al-A to at+A, a2-4 to a2+, ..., will be referenced
during tae time interval t to t+T,
It 1is important to recognize that temporal locality and
spatial locality are indeed the underlying phenomenon and
that the "genaral locality"™ is merely a simplifying merging

and blurring of these basic concepts.
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de cau begin to understand the factors causing the page
siz2 anomaly by stidying how the various conventional
removal algorithms handle temporal and spatial locality. In
particular, we see, that whereas temporal locality policies
are yiven =2xplicit attantion, spatial locality policies are
dsually handled implicitly and subtlely. The "least recently
usedi", LRU, removal algorithm, for example, 1is very mwmuch
concerned about .the temporal aspects of the r[prcgram's
reference pattern. The spatial aspects are handled as a
by-product of the rfact that the demand fetch algorithm must
1>ad an entire page (i.e., a spatial region) at a time and
LRU r2moval decisions are based upon these pages. With these
thoughts in wmind, w2 <can see that decreasing page size
Ciuses the conventional storage management algorithms to
increase their sensitivity to temporal locality and decrease
thelr sensitivity to spatial locality. Increasing page size,

of course, results in the reverse effect.,

6.3 Locality in Actual Progranms

dany of the tachniques for improving the locality

ba2havior of programs, suca as the method or automatic
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program restructuring by sectcr (subroutine) reordering
d2scribed by Hatfield and Gerald [47], result in both
iicreased temporal and spatial lccality. But, it seems that
the rzordering technijue does, 1in fact, significantly favor
spatial locality since it was noted [47] that:
"the better ocrderings not only concentrate
appropriate sectors into pages, but these pages also
niturally cluster into larger wunits that satisty
nearness requirema2nts on the page level - and
cluster better than do the pages of the other

orderings +.. clustering sectors into pages also
clusters payges into larger units."

An erftective multilevel storage management system must
tak2 poth temporal and spatial locality into consideration.
AS W2 have seen from both Hatfield's and Seligman's results,
n2glecting spatial 1locality can have disasterous results.
Any jiven program, or portion of a program's operation, can

nave its reference locality characterized by the two-by-two

matrix:
TEMPORAL
S Low High
P
A Low 1 2
T
I dign 3 4
A
L

Laadrant 1, low-temporal and low-spatial locality, 1is
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lafinitely undesirable for operation in a multilevel storage
system, There have b22n numerous algorithms and programmer
training techniques developed, as mentioned above, to
minimize the number of programs with these poor locality
characteristics., Quadrant 4, high-temporal and high-spatial
i>cality, has traditionaly been the regicn of Dbest
pertormance and is usually the objective of good program
d2siga. Unfortunately, it 1is not always possiklie or
convenient to design programs which attain both high
t2mporal and high spatial 1locality; thus, we find many

projrims operating in quadrants 2 or 3.

Storage management techniques are needed which prcevide
tar more flexibility and robustness for balancing the
systea's sensitivity to temporal and spatial locality. These
algorithms must explicitly consider the spatial localiity of
i program. The tupla?coupling apprcach, described in the
n2xt chapter, is one such technique, It takes advantaye ot
the tamporal 1locality and compactness possible with small
pages characterized by quadrant 2 behavior, yet it adjusts
t> tae spatial locality and clustering characterized by
Juadrant 3 Dbehavior by simulating the removal [policies

associated with large pages.
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6.6 Comment on the Paje Size Ancmaly

With this insight, we can now see that the page size
anomaly is not really =ven a function strictly of page size!
Iastead, 1t 1s an 1issue of 1locality, temporal versus

spatial.
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CHAPTER 7.

SPATIAL REMOVAL STORAGE MANAGEMENT ALGORITHMS

7.0 Iatroduction

As stated earlier in this thesis and noted by Hatfield,
a r=aoval algorithm that would limit the page fetch
frequancy ratio, r, to 2 would be very desirable, 1In this
section a technigue, called the “tuple-coupling approach",
is jescribed which, when used in conjunction with
convantional reaoval algorithms, such as LRU or FIFO,

juarantees that r will not exceed 2,

I'ae basic concept behind the tuple-coupling approach is
extremely simple. First, the two pcrtions, p* and p—, of
2ach original larger page, p, Bbust be identifiable (i.e.,
the set of pages of S' are viewed as a collection of
Z-tuples). Second, the removal ordering policies must be
applied to both elema2nts of a tuple (i.e., the tuples are
couplad in reyard to ordering decisions) such that a page p+
or p- of 5' is never ramoved unless the corresponding page p

of 5 would also have been removed from M', The particular
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implementation of this approach may vary slightly depending
upon the removal algorithm, e.g., LRU, FIFO, etc., that is
to be used, Any removai algeocritam to which the
tuple-coupling approach can be incorporated is said to be

"tuple-couple-ablen,
7.1.1 An Example of LRU Tuple—Coupling

Figure 13 illustrates the application or the
tuple-coupling approich to the LRU removal example
previously shown 1in Figure 9. It shculd be noted that, in
this case, r has indeed been limited to 2 although it had a
vilue of 2.2 when normal LRU removal was used, The reader
shouli carefully compire Figures 7 and 11 to understand how
the tuple-coupling approach affects the removal algoritham,
The M! contents are identical, of course, for S in both
examples, but there are subtle differences in M! contents
for S', Each state of M! contents is marked, 1 to 11, in
Figure 13 for referance purposes, Notice that in this
implementation of tuple-coupling whenever both halves of a
paye, p* and p~, are in M!, they are always adjacent in the

M! oriering; compare this with Figure 9.

At page trace step 3 we can see the first difterence
batse2n Pigures 7 and 11, Page a— is reterenced and must be

tatchad in Pigure 9, it is then placed at the top of the Mt
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Parameters

As sean by S:

. P = a, b, a, b, ¢, ¢, b, a, a, ¢, C
* (Pt = 11
. Q = { a, b, ¢}
i 1Q =3
. 'Mll = 2
» LRU Removal
As se=2n by S':
. P = a*, b+, a-, b-, c*, ¢c—, bt, at,
e P} =11
. ¥ = { a%t, a-, b*, b-, ct, c }
. 121 = o
. iﬂll = 4§
* LRU Removal with Tuple—Ccupling
Simulation
T 2 3 &4 S 6 T 8 e 10 11
Pige Trace: a* bt a— b~ c* ¢~ b+ at a~ c+ c-
Fatch: * % * * *
ML Contents: a b a b ¢ ¢ b a a ¢ c
a b a b b ¢ b b a a
Sl
Fatch: e I T N S X % * %
Ml Contents: at b+t a=— b- ¢+ ¢c— b+ a+t a- c+ c-
a* a+ bt b— c* b~ bt at a— c+t
b+t a- bt b— ¢c- b—- b+ at a—
at a— b+ ct+ c— b~ bt a+
Results
F =5
e« P! = 10
¢« r = 10/5 = 2,90

Figure 13,

128

(£11)

Example of LRU Removal with Tuple—Coupling

(see Figjure 9 for comparison)
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ordering waich becom2s a—-,b*,at*., On the other nand, in
Figure 13 at step 3, it is noticed that at was already in
M1, Thus, when a~ is placed at the top of the M! ordering,
a* 1s coupled to it resulting in the ordering a—,at,bt, At
page trace step 7 of Figure 13 we see another interesting
example of tae tuple-coupliny approach, At the previous step
the ordering was

c— c* b~ bt
when the reference to bt%* is made, there 1s nc need to
initiate a fetch since b+ is already in M!, The M! ordering
then becomes

b+ b— ¢~ ct
since LRU requires tnit the most recent rererence move to
tae top, Under this tuple-coupling scheme, b— is also moved
taowvard the top of the ordering tc continue to be adjacent to

bt,

7.1.2 Implementation of the Tuple-Coupling Approach

It is important to note that there are often various
Wwiys to implement tuple~-coupling. In particular, in the LRU
tuple-coupling alyorithm described above, the 2-tuples,
waenever Dboth portions were in M!, sere arranged to be
aljacent in the M! reamoval ordering, The requirement that

n2ithar portion, p* or p—, of a tugle in S' be removed
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unless the corresponding page of S would have been removed
can be accomplished in other ways. For example, the LRU
ramoval stack can be left in its normal ordering, as in
figur2 9. 1In this case, when 1t 1is necessary to remove a
page from S' the bottom page 1is not necessarily the correct
choics to satisfy tuple-coupling., There 1is an algorithm
which can scan the LRU stack and select the correct payge for
ramoval (in fact, 1t will select, of ccurse, the same paye

s2lected by the algorithm illustrated in Figure 13).,

7.1.3 An Example of FIFO Tuple-Coupling

It i3 1interesting to consider the effect of
taple-coupling upon FIFO removal, Fiqure 14 illustrates the
application of the tuple-coupling approach to the FIFQ
ramoval example previously shown in PFigure 6, Once again,
the page fetch freqguency ratio, r, which originally was 2.75
has indeed been limit2d to 2, The example of Figure 14 does
no>t fully illustrat2 all the interesting aspects of
taple-coupling upon FIFO removal, In particular, if page pt,
t>r axample, 1is refer2nced in a page trace and it was anot
already in M®, it must be fetched, The M! contents are
reordared as follows:

1. If p— is not currently Mt, * is placed at the top

of the FIFO ordering.

2. If p— is currently in M, p+ is placed immediately
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(£12)

As seen by S:

» P = a, b, a, b, ¢, ¢, b, a, a, ¢, ¢
e | P = 11

i 9 = {a, b, c}

* {Qf =3

) ‘MII:Z

s FIFO Removal

As seen by 5¢':

] P = a*, b+, a-, b, c*, ¢c—, b*, at, a-, ct, c~
e |P} = 11

. = { a%¥, a-, b¥, b-, c+, c™ }

* Q) =6

. |42 = 4

o FIFO Removal with Tuple—Coupling

Simalation

Page Prace: at* b+ a- b- ct+ ¢~ bt at a— ct c—

Fatch: x % % *
Mt Contents: a

o
o
(=2
Q
Q
Q
Y
o
oY
[+

b* a—= b- c* ¢~ ¢~ at a— a- a-
at at bt b— ct ct+ ¢c— at at at
b+t a— b* b~ b—- c* ¢c- ¢~ c—

at a— bt bt b~ ct ct+ ct

[+ Y]
+

41 Contents:

Results
[} F = 4
F* = 8
s T = 8/4 = 2,3

Figure 14,
Example of FIFJ Removal with Tuple—Coupling
(see Figure 8 for comparison)
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pbefore p- in the logical FIFO crdering
p—'s relative ordering remsains unchanged.
lne reason for the second part of this rule can be seen from
the normal FIFO ordering rule which places a page p at the
top only if it were not already in M!, If it were imn HM!, it
ramains at its previous ordering position. Under
tuple-coupling, this rule applies jointly to the (p*,p~7)
tiple as stated above., The reader is encouraged to work
taroujh the example of Figure 10 using the tuple-ccupling
approach to illustrate this FIFO ordering phenomenon., The
2ffect of the tupla-coupling approach is summarized in

Theorem 5.

(th5)
THEOREM 5:

For any two demind-fetch two-level storage systems, S
and S', with pagz2 sizes N and N'=N/2, respectively, the
use of the "tuple-coupling®™ approach ftor S* in
conjunction with a remcval algorithm that is
mtyple-couple-abla" is sufficient to guarantee that the
page fetch frequsancy ratio, r, cannot exceed the value
2 for all possible page traces, P.

Proof:

{S5ee below) .

- . e S v . T - - e M W S MR W AR R A S R G S W G e e D D WS S P W W T e G S e e M T e e o
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7. 1.4 Proof of Theorem 5

As described earlier, when an adress trace, A, 1s
applisd to storaye systems S (with page size N) and S' (with
page size N'=N/2), it can be represented as page traces P
and P', respectively. At time t!, let us consider a specific
aldress reference, a, whose correspcnding page references
are p (in S) and p* (im S'), In processing this reference
there are four possible fetch actions in S and $' depending
upon the current content state of primary store, M1:

State} page p (S) page p+ (S') F F* F'-F effect

1 in Mt in M1 ¢ 0 ) r =>1
2 in M1 not in M1t ¢ 1 1 r => >1
3 not in M1 in Mt 1 0 -1 r => <1
4 not in #1? not in M1 1 1 0 r =>1

Recall that the page fetch frequency ratio, r, equals
F'/F. In states 1 and 4 the same action (i.e., no page fetch
ia 1 and a page fetch in 4) occurs in both S and S', the
occurrence of these states cause r to tend towards 1. In
state 3, a page fetch is required in S but not in S', this
situation, if frequent, will cause r to decrease toward
zero. This is wusually the intended result of reducing page
size. Only state 2, in which S' alome requires a page tetch,
contributes to an increase in r. Thus, we will concentrate

our aanalysis on this particular situation.
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Since state 2 rejuires that page p be in ¥! at time t1,
1f we scan the address trace backwards, there mwmust be some
previous reference time t2 that caused page p (in S) to be
tetchad into M! (this may have been the only previous
r2ferance to p or the page p may have been fetched and
removad many times), At time t2, there nmust also be a
corresponding reference to either p— and p* of S'. These two

Cases will be considered separately:

Casa 13 _P_ T ese P seee P
2' = ese PT e p"
t = * e tz LN BN ] tl

'his <case merely 1illustrates the fact that it «can
r2guire two page fetches (for pt and p—) in S?' to itfetch the
same imount of storage as page p in S, If this were the only
case for state 2, r vould never exceed 2,

Case 2: P = sse P sss P

o
i}

LI IR p* 40 p+

o+
[}

see tZ2 ,,, t1?

In this <case we see that subsequent to reference t?
page p of S and page p* on S' must be in M!, Yet at time t?
page p of S 1s still in M! but page p* of S' is not. OUnder
tnese circumstances r can certainly exceed 2, merely makingy
p- the next reference will account for 3 fetches in S?
compared to 1 fetch in S. Furthermore, it is possible that

the retferences betw2en t2 and tt could be repeated to
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continually cause fetches for p*t in &S! Wwithout any
corcespondinyg fetches raquired in S. Thus, we see that this

is precisely the situatioan that allows r to exceed 2.

Under closer analysis, We see that this situation
raquires that in S' p* be removed frcm M?! between t2 and t!
wher=2as in S p remains in M!, In other words, this general
Situation can only occur if at some time t, p* or p- of S
is selectad for removal from M! and the corresponding page p
of S 1s not also removed from MY, But, the tuple-coupling
algorithm (see page 125) is "such that a page p* or p— of S?
15 naver removed unless the correspondingy page p of S would
also have been reamovad from ¥!"™, Thus, the tuple-coupling
2liminates the possibility of case 2 and therefore
guarantees that r cannot exceed 2.

QeEe Do

7.2 Effectivngss of Tuple

Coupling

Clearly, the tuple-coupling approach has an influence
upon tne overali e2ffectiveness of the basic removal
algorithm being wused and the benefits of the smaller page
siz2, It 1is obvious that there are <certain reference
patterns (with r less than 2) for which tuple-coupling
iacreises the value ot r. On the other hand, it can be

shown, as a simple exercise for the reader, that the example
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of Fijure o retains its low page fetch frequency ratio of
Je5 even when tuple-coupling is used, in tfact,
tupla-coupling may oftan result in the "best of both worlds"
by placing a bound on the page fetch frequency ratio, r, for
high r regions without interfering with the performance of

orijinally low r regions.

A prograa's reference behavior imn S*', during a short
int2rval of its operation, may be <characterized by three
ragyions based upon ths value of the page fetch freguency
ratio, r, when tuple-coupling is not used:

1, Sparse reference - small r (e.,g., less than 1).

2. Moderate refarence - moderate r (e.g., between 1
and 2) .

3. Dense reference — high r 2.9., greater than 2).

In th2 sparse reference region, it 1is unlikely that both
portions, p* and p-, of a page, p, will be in M1
simultaneously; thus, the tuple-coupling will have minimal
2f fect upon performanc2. In the dense reference regqion, we
nave already sesn that tuple-coupling preveants extreme
vilues of r. Based upon some recent, though limited,
m2asurements, 1t appsars that in the moderate reference
region tuple-coupling performs about as wvell as the

non-tuple-coupled algorithas,
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CHAPTER 8,

DISCUSSION AND CONCLUSICNS

8.0 Introduction

Efficient and effective storage management is important
to the development of future computer systems. Lt has been
2stimited that the storage subsystems account for over 70k
of the cost of most contemporary installations and, based
apon present trends, this . percentage 1is expected to

increase.

Much more research will ke needed before all the
problems of automatic storage management are understood aad
the obstacles to effective operation eliminated. This
thesis has solved several open problems and has provided
insight that should lead to the =solution of many more

problens,

A detailed discussion of the many tacets of stcrage
management 1s present2d in Chapter 2. It also contains a

ganaral discussion of the requirements which a system must
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satisty to be etffective for the user.

In <Chapters 3 and 4 a wmodel for storaye hierarchy
systemss is formalized and an implementation is proposeada. The
syst2a's design 1s based upon an crderly and uniform
treatment of the storage levels. Specific techniques to
iaprove performance, such as continuous hierarchy, shadow
storaje, direct trdnsfer, read through, store behind, and
attomatic management, are explained.

In Chapter 5 the "pagye size ancrmraly" is presented (see
also Hatfield [48]):

"Ir'he assumption about virtual memcry systems that as
overhead (time for access and sottware page
management) decreises page size should be reduced is
not always a yood one. Recent experiments indicate
that larger sizes can provide better performance for
programs that mak2 highly 1localized use of memory
space, "
I'nis phenomenonm is formalized and a bound on the perfcrmance

is proven,

In Chapters 6 ani 7 the concept of spatial locality is
introduced and serves as the basis for a new storage removal
algorithm called "tuple-coupling®™, These concepts are used
t> explain the occurrence of the "page size anomaly" 1in
actual systenas, It 1s provem that the tuple-couplinyg

approach is 1 sufficiznt strategy to avoid the occurrence of
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the "page size anomaly" and it cifers potential perfcrmance

improvements for the storage hierarchy system.

l'he technigques aind theorems presented in this thesis
proviie a much more scientifically sound basis for examininy

and designinj storaje nierarchy systems than wmost current ad

1=

2C approaches, Althouyh there is still a lomg way to go,
development of these formalisms 1is essential to the

1ivancing of the "science" in Computer Scieuce,

2P i oL

There are many areas touched on by this worx in which
questions remain, One of the most signiticant 13 1u the
development and study of other fpossible ‘"spatial localityn
ramoval algorithnms in additicn tc the tuple-coupling
approach studied in this thesis., This is an entirely wide

open irea.

Although tuple-coupling is studied extensively in this
thesis, there are still many unanswered questions, Hcw does
tuple-coupling compdare with the class of "stack" algorithms
studisd by Mattson 2t al [13], in particular under what
circumstances, if any, is tuple-coupling a stack algorithna?
Likawise, how does tuple-coupling compare with the

theoretically optimal replacement algorithm, called OPT [63]
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> MIN (12]? On a mor2 practical side, how etficiently can a
tuple-coupling algorithm, or other spatial repoval

algyorithms, be implemanted?

In ord=ar to ascertain specific procf of the utility and
afficiency of generil storage hierarchies, it will be
n2cessary to actually coastruct and measure the performance
of such a system or, at least, perform more extensive
simulation analysis., Purthermore, we must develop overall
projramming technijues and execution environments that are
sven more amenable to efficient operation in a storage

hierarchy systen.

Many ot these questions are currently under
investigation, the results will be published later in a RIT

Project MAC Technical Report.
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