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Ommhnmtmummwbnﬂbmmmdadnnbau
managmsymu&nwvcamm This is the process of dividing the
attributes of a file ieto subfiles that are siored separately. By stoving together those attributes
that are frequently requested together by transactions, and by sepersting those that are not,
attribaste pmmonmmmmmdmmwummm
secondary storage to pritnary memory i oider ¥5 Precuss a transaction.

" The goal of this work is to design mechanisms that can automatically select a
near-optmimrmm&aﬁh s attributes, based on the usage pattern of the file
and on the characteristics of the data in the file. The approach taken to this problem is-
bandmthcmﬁ:ﬁkmmmﬁﬁmwm:mnhmmgh
the large space of possible partitions. The heuristics propose a small set of promising
partitions to submit for detailed analysis. The estimator assigns a figure of merit to any
proposed partition that reflects the cost that would be incurred in processing the transactions
in the usage pattern if the file were partitioned In the proposed way. We have also
conducted an extensive series of experiments with a variety of design heuristics; as a result,
we have identified 8 heuristic that nearly always finds the optimal partition of a file.

: Tmmdmmhammethman.
process transactions made against relations whose physical partitioning is unknown to the
user. In specifying and modeliing this system, it i necessary to address the problem of
optimizing nonprocedural queries made to a partitloned file. We have derived a number of
. such optimization W and have pmmd the resuks of a number ofuperm with
them. :
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CHAPTER 1

INTRODUCTION

The work to be reported ln thls report s part of an ongolng research effort to
develop a self-ndaptlve database managelmm synem Tbe lntent of thls development is
twofokd: to deVelop the technlques and methodology fot the amumctlon of such systems. and
to’ ldentlfy database physlul deslgn lmm with lechnlquel l‘or tl\elr automatlc and optlmal
determination. ln this report, we addreu the problem of opumlzlng the performance of a
self-adaptlve dmbue mamgemmt system ln a clynamlc envlronment where access
requlrements are comlmnlly clunglng, by uulometlully plrtltlonlng tlle attrlbutes (flelds) of
the file. Attrlbute partltlonlng is the. mk ol‘ dlvldlng tlle attrlbum (l‘lelds) ol‘ a l‘lle into
,. non-overlapping groups and then worlng each group ln a sepanm physlal ﬁle -

1. Self-adaptiy

It is important that a database symmmdemly at all times. Efficient
performance tequlm thet the physical organization of the database match the: uuge pattern
of its users. Thus, as tln database’s ungepaMWﬂer time, ltswganlutlon and its
access structures can become obsolete, with m dlgnéltlon of perﬂmnance
' Performance degradation may also resuk as the database grows in size or as the nature of the
data .i‘t contallu changes. Aﬂersome time, the pcfermmceor the database system may.

deteriorate sufficiently 30 es to compel a database reorganization.  Since the appfications
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progréms ﬁccessing the database are contioually baing akered with now applications
programs replacing old enes. sad since the cantents of the databmse consinually undergoes
change, the mmnnmamm=mhmm preeess. .

Conventionally, mmmmmm how to reorganize

a database. His desison tt based on m m m the dqttbnae and the

' tfsnsactiom perfefm on it mﬂ; mm h m " M‘N guess. For large
databam a mare wm m of mm M m m usage and a

| more algoﬂthmk 121} of m mmd‘m WM h Mﬂal It has
recently b«n pfm that mm Yystoms.| be wif-adapiive, and autoratically
reorganize themaelves 2 the need ariees [35, 120 m U6] discusmn & methodolo

nmnitormg database W patiern, and m m mu pfm for a u!f-adaptive.

self-reorganizing dambm ranagement ;ym

y for

A mimmal capability of a seif-adaptive mm mmamt system should be the

incorparatmn of 3 monitoring Mhmhm that colieets um statisticy ‘“’1"3 per f“"’“‘"g
transactlon processing. A database mmgm mum h weu wiud fm g;thering and
analyzing infermation mm own usage and performmnon; and if the gathering and analysis
of the usage and performanes information > done apprepristely, the assecinted overhead can
be minimal. In addition, & m dambaw WM shawid: be able to come
up with desirable physical mm(m.mm structures and necess structurcs)
biu& .upon the collected m and be th to ovaluate the eost of each akternative
organizatien in érd.or ta seloct M aptimal physiaal wpmm for 3 database. Also, it is
 possible that such  system sight perform the necessary database reorganisation itself, after it

has evaluated the cost/benefits of reorganization and the assaciated costs of retranslating the
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applications programs that access the database.

2. The Relational Modsl for D;

In a self-adaptive database management system, the physical organization of the
‘database is perpetually being rebrganiied in order for theidaubue re‘o'rg:’ahlzation‘ to be
truly effective, a databm man:gement system that performs aeﬁ'-morgmiutlon will have to
'Vmanifest the followtng two lmpwtant chmciemucs ;‘l dau mdependence between the
databases physlcal organiution and the appﬂcmon progmm that access the database. and
2- nonprocedural access of the contents of the database. By, data independence we mean that
users and their application prqgnms are” not required‘- ‘to know the 'actual physlcal
organization used to repres'ent" the data, so that therafe free toconeentrate on e'bgical view
of the data. Data indepenclence makes the database ensj to ‘use and avoids the need for
A applica.tiontprogram retranstation every time .the database’s p'hyslcal“st_mcture is changed.
anprocetiural access also makes the database easy to use; this entails the provision of access
‘Ianguages which allosv the speclﬂat!on of destred data in terms of properties it possesses
rather than in terms of the search atgomhm used to locate and retrieve it. |

| The relatlonal model of data (Codd (9]) has been pmposed as a means of achieving
the. above goals of dau independence and nonp_rqw_dural access. The relational data model
provides a simple and uniform Io“gicalﬁvlew of the data that s completely independent of the
actual storage structures and access structure used to represent and access the data. This
makes the definition and martipuhtltm of a dmbue lndcpendent of lts underlying physical

" arganization. As a result, changes at the data organization level need not be reflected in the
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programs that access the datsbase.

A refation in the relational data model is a named two dml table that has a
fixed number of attributes (whmm} aad an M)' number of unonhred tupks (rows).
All the rows of the table mhhm Amwuﬂy in a relation
contains a value for each mmmte of the relation. The number of attributes in a relation is
m and the number of tuples in the rehuon Is n. Figure 1 shows the relation

E‘NROLLMENT fm' auammmmm conres. m NT -relation has two

T VTR WU A

attributes Studenl and Course, and four tuples (Doe, 6.035), (Poe, 6.032), (Doe, 6.851), and
(Roe, 6. 035) The physlcal muution of a rehtlon ls m calied a ﬂle ‘with the atmbutes
and the tuples of the refation called the fieks md m of the mg :cwlvely. Henceforth, -
we will use the term file when discussing the totality of the data in a refation, indicating that

we are dealing with the phyikal repremution of the rtlltbn. Hmver. we. will continue

'ENROLLMENT:

 Attribute

~ Student Coﬁrsc '

| | I
| Poe | 6032 |
Tuple S |
| Do | emst |
:Roa ‘{'s.oas{

Figure | The ENROLLMENT relation ‘with 2 attrfbutes and # tuples.
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using the terms attribute and tuple for the fieids and rmds oi' a me 50 that the two
- dimensional tabular data format of the relation will be kept in mind

| ln a relationnl database management s\yswm,the*u;ersview ?& the database is
independent of the details of kth.e -dnqbgie‘i phpical orgmirgtlon Furthermore, his
nnn_proceciurai nuerlei are far removed from the primitivedg&u manlguiation ‘operations for
_ '_Iocatingﬁand retriéving the data. Consequently, more respomibllity Is placed on a relational
forms: l- choosing an efficient physicai organintion for the relation, and 2- optimizing thc
process of finding answers to queries mude to the databiéng; by the means of efficient and
Judiciai uwei‘ the avatlable access structures.

" We believe that the selection of a good physical organization is the primary ;issue in
~ relational dqtnbale lmpl!mtatim. since the "“emti!em,"-tﬁst: ain be ‘achieved by a ‘query
optin'mer-is strictly debimited by the anmkmm anhemme', the- efficient
utilization of a database is hlghly depasdeht dn tﬁe bpﬁimi m:tching of its physical
organization to-its access requirements, &s- welb a3 to the other databuse duracteristics (such as
~ the distribution of attribute values in it). Hence, the usage pammof a database siiould be
 ascertained and utilized in choosing the physical organization.

There are numerous possibilities for the physical org;niution of a relational
A database. The selection of a particular physical organization must be based on minimizing
the performance cost in terms of both data access cost and data storage cost. ‘The subject of
.. this research is sglecting thn optimal atiribuic partition of a relational database By uiilizing
the access pattern history of the database m omrmmmmu the data access cost. Attribute

partitioning consists of dividing the attributes of & ftie jito subfiles that are stored separately.
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In relational terms, this :mesns sphitting a reltion o & mmber of subrelations, each
cont-aiﬁihg 'Q subset of the»faufw.am‘of the originat relation, suck um‘ the original relation
may be uniquely récémtmwﬂv mmm wmm v;@mctly. speaking, a
subffite is not a relafio hy that duplicate tuples are-aNowed: ‘We'will giwes formal definition

of a subfile in the next section.y

3. ; Attgﬁbgte Yy

Lt A be the st of altibuesof a e, and kT b the st of tuple identifes
of the relation. (A tuple identtﬂer Is l. uniqtnﬂmﬂﬁer for amﬂelﬂm 'l'e‘lﬂOf'l.) Tﬁe
number of attributes in thcnhﬁon is N -ﬁ Iﬂd' ﬂnmd mpluin the relation is
ITf=n. Cons;der the coliectlm ofwbﬂlesf-' - (F,},., , Mmh wbﬂlc Fi b defined by a
pair conslsting of an atmbute set and a tuple ldammur nt, wm Wfies thc atmbwm and
tuple identifiers that are rewesemed in the wbﬁle F, (A, T.) . Aic A, T,eT,. The
collection of subfiles F is callcd the chmeﬂng of the mhﬁem M an have two basic forms:

l— an attribute cluster tn which

T, =T S iml,.»M and
u A;=A, ’
in}

2- é,tuplc cluster in which
A=A ' i=1,.,M and
u T,=T.

The tuples of a subﬁle are called subtuples. A subﬂle F. of an attrlbuze cluster

contains * n subtuples, one for each tuple ln thc origmal reh.tton A subtuple of a subfile is
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| the_t'p.art of .the origlrpal files tuple that huattrlbutes A Thesubtuples of '_su;b_ﬂle F; in an
;tci?ibu:'e jcltttter_need not elyy_l be dlﬁ’erent For example. lfth_e rehtion of Figure 1 is clustered
' uch " that F, = (A‘l ' T isa subﬁle with A, = {Course], then the _sﬂulvitople,s» of Fy “"v“; be
(6.035), (6.032), (6.851), and (6.035). o : | |

An attribute cluster {F.}, 1 ln whlch A, n A, ¢ for all 6 # j is termed an attrlbute
partltion of the relation In this report. we wm limit our attention to the toprc of attribute
.partitioning. (A discussion of tuple partitioning appears in Section 72)  Attribute
partitioning is the task of dlv;ttllng the attributee of a relation and storing each disjoint subset
of attributes in a separate subfile. The ohjective of attrlbute ponitiorrlng Is to construct an
attriotrte partm'on of a rehtlor‘r“thot optimizes the performneeof the kdata,_bvamse management
system byb mlhlmlzlng the_ cost ’of locating and retrlevtné data. ’l‘ntottlvely, at‘tvﬁrlb’ute
partitloning is accomplished by assigning attributes to theume subfl!e whenever they are
cOnsistentlyreguested together by queries. - | |

In conventional 'dgtabase marrogement systems (witl_t paged ‘memory organization).
each tuple of a relatiorl ‘ls stored vrith. };u its ottrtbutet together In ohe me. When a query is
.made to the database, all tuples that are required by the query are brought into prlmary
memory by retrieving all the pages that the tuples reside on. It has been observed in
practical database appucatioris that a query _does not usually request all the _attributes of the
file; most queries request only a few of ’theja_ttrlbut'et.‘ Pmbtems; are presented ‘by the
co;existenee in the same file (or equivalently in the same mple) of attributes that are not
requested by the query together with the few attrtbutee thﬁat are. ‘Whe;never the requetted
attributes are retrleveo.z 'the non-requested attributes will alio have to be broughtk.lnto

primary memory. If only a single tuple is needed to answer such a query, then it really d’oes
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not matter that other ativibastes that are not WW to restde in the same tuple with
the requested attributes; in any event only one puge mds to he mteved from secondary

storage. On the other hand, usv; ly tnare thet "one m must B retrieved in order to

answer a query. mmmmmwwmnmmm:w

storage The expecmd number of ptgel “that must be eved for m that requtre more

I

muﬁ £ on the same page)‘
inimally be; thus reducing the nunfber of Tiiple g pege. snd cohssqotntly “"""8 excess
m that m‘qg m arm am whﬁe accemng

there is then a hig‘b!l‘ aP it 3

The effect of the non-réisité atribines 15 o %

page accesses when answeré

fore ¥ ‘s Ve s pantitoned such m' sutributes that are

' ﬁy'qmﬂu &ﬁMWMWm subﬁle znd'
: ‘separated from those hﬁﬂbm wfth M M an aot w M ﬁst number of page

more than ‘one mﬁle'.?

consistently mutsmd i

accesses required to refrieve theie :ttfm wiﬂte Mﬂ«d omﬁmmm krequlred froma
file that is not so pumﬁoned Fn R e |

| On the other ‘hand, mﬂtmkmm :qntehg iﬂ am md sto:lng each in a
. separate subfile will also Fesifit in exonss. plge aicosises. Thls k m Y query that requests
the attri'btnes, of a m«w wmh some other amtbm~~tm are -not vin ‘the subfﬂe will
.incur more f)age acc?s&es ﬁuﬂmn all these amlbuwafeiﬂ th!nme ‘mbﬁle,;m now the
two groups of attributes seside in different subfihes and on separate ;ages When a file has
been partitioned into submes Wm nqmsting atmbum stm-ed mgether in one subfile will

become less costly ‘to answer while ‘those qutms ‘that lwc-e thzir mquested attributes .



Chapter | ' =15 ' , : Introduction

distributed over more than one subfile will beoome oostuer w anwer lntumvely, the optlmal
partmon is the partltlon that maxlmizu the omt reductlon for the ﬂrst kind of querles while
mmdmmng the cost inm for the second. Mﬁm '

Attribute partitioning 5. most useful for large databases where queries made to the
database usually request only a few atiributes of each tuple. -t is conceivable th.it‘»the:reqnest
distribution that has been observed Ioﬁmplu;W:hykmsaﬁo;wm.m'attﬂbutcs
requested by queries. It hubegn observed in: m-emmbm;lpphathm that not
all the tuples of a database are requested with the..same . frequency. The "80-20" rule of
thumb for the distribution ofmpk request frequencies (Melsing {17]) states that aépyroximtely‘
80 percent of queries request the 20 percent most frequently requested tuples in a: file.
Furthermore, the rule also a‘ppl.lum the 20 me nweued tuples in the
file; ie. that 64 percem of the queries request 4. percent of themfmltlynqnu&d -
tuples, and so forth. If this is also true for the request frequencies of attributes by queries,
then most requests are only for a few active atributes-of the file. |

Aﬁ '“‘”;'pbof a large database, where aaurlbut&-pmuﬁning’may ‘be useful, is the
' N.avben.tmmdjapd Control Data Base (01 This detabase consists of a.few relations with
| .ma'r_i'y tuples per relation.  Some of these refations Mic.sasamyf 2s 35 atributes and a tuple -
length of 64 words., Q;nﬂum on-line, and. predominantly. mvaﬁa only a few attributes.
Some attrlbutes of the file like the name of ships or the class of ohlptm fnquently requmed
by queries while other attributes like the diameter of the Mpedo mbe are seldom requested.
Therefore, partltloniﬂg the attrlbutes of the files mny' rewlt in considerable savings in page

access requirements.
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4. Thes!s O‘b.jggﬂva

~ To summarize, the principai-geal of %w ¥t 1s 1o develnp techhiques for attribute
partitianiﬁg in asdfmm database envirenment. !ﬁfﬂ!kpurpme. we have
.assumed a database management iystem that supperts parsitionsd Tiles and we have butlt an

ing heuristics

syste.m and a set urmmg ' m THE attribile pa:
Select a partition for a database managed by 2 Satabase waanagesient system similar to the
one we have'mx.adcmd. Akhoagh our madel AW ‘wae of any existing system, 1t is
er;:presmtatm of prami ﬁm.‘ thmwmmmm to avoid
many of the simplifying assumptions m in pleviows ‘wudies, and’ thereby emphasize
"W srest thik wetd for monitoting’ the

important aspects of realistic databuse srvironme
database management sysiem and acquiring perameters on the dutiibise thikge pattern and on
the evolving characteristics of the dxtabase ftaelf; We descsibe a: mitho

transactions made to a partitioned database Duth mw MW and :deve'lqp
-a complete and -xecmﬁ model of the cowt of Accessng WWM performing such a
transaction. Finafly, we comcern ourself wﬁh euriatic techniques thit uthlize the acquired
parimeters andrproduce optimul or near wmﬂp«m for the database at a

reasonable compuiat-iml £ost.
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B. Theslg Oggggmm n

The rest of this report.is organized. as follows. - Chapter 2 summarizes a number of
previous studies in the area of attribute partitioning, and in the context 6[ evaluating them.
argués 'for the need of a heurissic sdlildon to realistic 's!utibase' attribute pirtiiionihg
problems. ln Chapter 3 we provide the meodel of the mm dashase mamgement
system that we have considcred. the phyml m mn. thc m smmures, the
transactionlmod.el., the_method of,,pw m mm panuloned environment and
| techniques for th.e',.acqut.!mdn of the parameters needed for wwm.aﬁalym. In Chapter 4
we present the cost analysis for various haslcoperaﬁemma partitioned . database and
describe how to _cqnspute the database’s mm which is what we wish to minimize.
| Then in Chapter- 5 we present a number of umbute pastitioning heuristics that we have
_d‘esrised, along with the motivatimfogthggr consideration. We alo diséuss thg ,cemptr@ttve
advantages 'and',disadvsntages of each heuristic, and outline: how each heuristic “has
per'f.ormed. in a series of expgriments Chapter 6 poses m atizibute partitioning problem for a
relatic‘m. with 8 attrlbutes, and describes its solution using the hewristics of the preceding
chapter. Finally, Chapter 7 concludes the report: with suggestions on how to extend the
underlying environment in order to solve more. realistic attripute partitioning problems, and
also discusses the rehtlonshlp between daubm attribute partmonmg and other physical

. database _de_slgn, issues.
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CHAPTER'S

' THE APPROACH TO DATABASE ATTRIBUTE PARTITIONING

The purpose of this chapter is to- memmem :wmch we have taken to solvlng

the attribute partitioning m and to eummt itwmv the approad

ach | taken by others in
| determimag the eptima! attmute pamtlm ’F hen are two* mﬁr tpproaches to attribute
© partitioning, each approach hmg iﬁ own mems wm 'f'ﬁe two approaches are: )
-  the integer pmgummbg W m k thc umé&h mten by most other
researchers, and 2- the heuristic W ’W&WM the l%euﬂmc approach for the
following reasons: |- M%n Wx dimbue qmmm aw bc &andied by the heuristlc
-appmach than hy the hmger prog'mmﬁng W‘* 2~ An uptuwil or near optimal
attribute partition can be m meh meﬁkiaufy by the mrmc approach than by the
integer programmiag appmuh aﬂd s Akhoqﬂ the heurm tppfuch (unfike the integer
. programming. appmch) does not- gm tllat tm qmmd plrtition will eventually be

¢ i

Y ﬁumd an opﬂmtl or near optimal

found; the heurisncs we hm empfbyed have

partition for the attribuu pmmamﬂg problem

1. , Summary

The idea of “clustéring attributes (ind ako’ ttribute partitioning) as a means of
improving the performance of & database management system has often appeared in the
literature on file design afvd’ optimization. Untit the piper of Kennedy [21), there had been
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little systematic study of this aspect of file organization. Bgrﬂpr, the conversion of a relation
_into second and third normal fm'[lq] mmmulthawmmsteﬂng
Although normalizing a relation into Its normal forms. may result in the clustering of
-~ attributes, and thereby reducepagg accesses, nogmalization udlxmd towards improving the
,}|og:;a| data scheﬁig rather than mmmmqmmm k is the functional
‘de;;en.r.lencl‘es among the attributes that govm»ﬂie :phtting;at .relations in the prm -of
normalization. rather than the data’s. physlml ghmcterumgqs the. databan« usage pattern.
An example of work in the area of rehumal dmbau nomlﬂmﬂon 1: ‘that of Delobel and
| Casey sl They are concerned mtb the prablem of mng mlatims into a set of
| subrelations such_that the information ~content and logical mhttommps of the original
relation schema’ are,presefved. However, they do not consider physical .danban criteria that
would result in a gbyskally opumal decompaosition of the relation schema.
| Implemenutions of daﬁabase mana.gemem systems that.support pamﬂomd files have
been few, and have been limited to ’slmpliﬂed envjmenn where finding an. OPW\“‘ or a
suitablepartiﬁon. is rehtive'l; easy to manage. Moreover, in.these impWS. attribute
partitioning has been {treated only asa one-shot if,f;ir’,!;q be determﬁed at the .iﬁitial.creatlm
of a file. | Attribum partiuomng has_not becn ‘viewed as'a :W-ofpmﬁtlon issue that
needs to be reconsidered periodically, where the retumng should, be done by a seif-adaptive
database management system
There have béen. a number of,previws.';:udlu of attr;bute pa}uqonmg and attribute
. clusfering (_Day} .[ll]. SeppiH [32], Osman [29]. Yue and Waong [591 Benner [4), Alsberé .[l].
Babad [2), Stockéf and Dearnley [35, 12], Kennedy (21, 20), Eisner and.Severance (14, March

and Severance (23], and Hoffer and Severance (18, 19]) However, we feel that the results of
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these studies are not. dissstiy applicable (o0 & wumpiee of.- b dasebase environment.
© Some of these have mmmmm mmms assumptions in
vrder to obtain analpic wlulions; others haye mmm e mpm or unmhstlc
iR many ways Oue Uk e i 40 inx Sy of the umphiiing: ANipHo

M have

, and aécurate models of cost
and database access. In, addition, we strew the importance of diiahese cost analysis and the.
atq»isltm of awm paramnters, lg, M qgm m m raquuvements are.
continually changing: Thia. apact. o6 the aeibaie: pariitioning. probl
addressed in previous work, - Below, we preseok & ssmmazy. of mef the earlier efforts. in
attribute gaztm . .
thruuoﬁas‘_zmm,,, ¢ , ) - L ‘
 Two of the earry. gagors on atwrihule clupering in 3 se¥fa
hey. diagusa the implementation of

managenc s sk M Sk s B B
that in. an a@mmmm ! »ﬂﬂ m

and Dearnley show. that. in o databsse. ST T s
: compared to the cost of acesssing: the subfiles, it 45, bhenelich
increase in storage cost will:he:ase mm Dy the sAving in agoess Gost. Although they
which. ytilizes graph. theasy. anck. %a

a selﬁtmgamzmg s

bute clustering. (Recall

ol subfiles) Stacker

s mmwm% since the

MmMﬁxm & Query processor,

] m%ameMama file clustered
systems, is:both.viable mm B
Kennedy 1. 20 ompiter 2 mathematical m°del of attr'ﬂ!u'é Plﬂitimilhé where each

by its. atributes.  They cpaeh se' management
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attrlbute o, is of known length end has pmbeblllty p, of wng reqmsted by a query The

jolnt probablllty tlm attrlm e; end e, are requemd by tlle nme query ls assumed to be |
p,p,. le attrlbum are usumed w appur ln querlu lndependemly ol‘ one another. A cost
functlon bued upon thls ammptlon is derlved whlch reﬂm th: expecud amount of data -
that must ‘be tranammed (ln term ol‘ nllmber of words. from leoondlry storage to prlmry
” memory) in onder o answer a query The objealv: hm ls lo chooae a partltlon such that
‘thls cost mnctlon ls mlnlmlzed Kennedy's model ls a mthemetlcal formulatlon of a

slmpllfled attribuee pamtlenlng probhm ln ums ef xem-one lnuger progmnming where the

only parameten are p. and l’. the lengtll of aurlbcm e, ln addltlon to many other

RN

simplmutlom, Kennedys model ammes tlatwl\en an‘ amlbute ls requemd by a query. the
subfile o oontalnlng that attrlbute hu to be reeeleved and scanned ln its emlrety (rather than
retrlevlng just those mbtuples of the subflle tlnt are really nMed to answer the query)
| Since in this model optlmellty can al\nyz be trlvlally emlned when each subﬁle contalm
' exactly one am‘lbute. the number ol‘ mbﬂles M over whlr.h the attrlbutes are to be
dlstﬂbuted has to be flxed beforehand (Othenvlse the ttlvlal partltlon deﬁned as the
partition where each attrlbuce is ina :epeuie wbt‘lle of lts own, wlll ahvays prevail) As
Kennedy notes. there ls no way short of exh;ust;ve{ enumeretlen (\vhlch ls lnfeaslble as shwn
in Chapter 5) to rlnd the optlmal solution even for this ratlser slmple model To find the
optlmal solutlon to the paftltlonlng problem paed by m; Mel. he lntroduces two further
' slmpllfylng luumptlom ln otder to redaoe ﬂll lnnger prqremmlng problem toa slmpler.
problem where mathematical optlmlntlon uchnlques can be applled One slmpllflcatlon is
the assumptlon thal all ettrlbute requeat probeblmlu are equul nnd the other :lmpllflcatlon

is that all attributes are of qu;l lengths.
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n the mkummw ﬁﬂ,«t fﬂbmh w ttm two waﬂes
a pnmary and a- secondary m M um i& Mmeu stmge device
characterized by ﬂiﬁnmg w enn M m tpd @nm are asstgued to
'.each of: the subfiles: mmm &%w mmwmmm that:is:to
be minimized are- derlwd M the first cost: mu a Mmﬂ*ﬂn (seeond) more
general -cost funmon Thwfirst cost m@a iimum d‘w shlrgs for subtuplu in
the pnmary wbﬁk plm mm of mmg u&m M m: m tht umndary
subfile. (Thc mondary walafite s m mlym; mm n ntmbute wmch
vhappens to be nesidmg M} Trhts mu fum mm:wsm beﬁalvad hy exm!ng
_ integer p:agnmmmg mabaiqm ?MMW*MW for tms funcuon
by integer pmgrsnmmefmm m mw,..;m e mln nmber cf attributes in
the file and - Q is- th&maﬁmb Mw :mm Ihmudahjmﬂve eost fumtiun
is-nonlinear, and EAsuTes m m!maﬁmm@lm iﬂrwbtuplu In both
' the primary and mmmm Tmmm mmapmmm for the
general rnonlmur ubjn&w COR Mhn h wen m M@h’ ﬂll;umplﬁnd ~Hmr ‘opst
function. 'rm umnamsm the: Mm w@m M are qapwrem on!y
a maximum' m‘-two Mmm nﬁ MMMI&M*‘%M a query is
taken to be the m»metuMMu MMI&:M mmtmty mher.
| than. the cost ofwmm Mmmwwm MM mmﬂy ueded to answer
the query Furtiwrmmmwf m thew m m m Iimar objecttve .
cost function g;rom i mm ﬁfmmwmmm m awd %he numher of
queries (and the cost Meﬂemm mmmm wm); thu wst 4s

too large for practical purposes.
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March and_‘.Severance [23] extend the lvm.;delkof Ei;nér and Severance to spmé extent
by .assuming that subtuples are Shcked in each suhﬂle into. ﬂxed u‘uv pages. .(The page sizes
in the primary and :ecmdafy wbﬂl'es are not neeuaxlly the same, but tihe constraint is
imposed that the sum of the prlmary iubﬁle'éalg‘e stu and the secondury subfile page size is
constant) The ﬁﬁnlinear dbjeéuve cost function they derivenotouly dependson how the

attributes are partitioned ar'rmg.ﬂise_two mbmu. but almonthe g;q‘ge‘slzes se'ected for each
| of the primary and('uaﬁdar’yr submes. Buldco ihe ‘nthgr; peculiar’ paging organization
| adopted, thelmo.de_l‘ of March and Sevennte_ ius theaddmoml g‘i‘_sgd'vavntaggmthat it does not
contain an accurate model of the cost of accesslng subtuph that are selected in queries.
_Rather, the 'pl';Imai'y and secondary subfiles are assumed m be acoessed in their entirety
whenever any of their anribdtes are requc;t;ed by a query (as in t.he" model of Eisner and
Severaﬁce). Using in(eger programming te;hniths, March and Sevéran;g obtain the optimal
partition for tlie.lr model. However, compared to the model of Eisner:and Severance, the cost
of so'l\'v.ing the Il;teger programming formulauon grows evebn‘ faster as the number of
: atmbutes and the number of queries made to the database grows
Hoffer (18] developes an extensive model for attribute partmoning. in which the
objective cost function is a linear combimuon of storage, retrieval update, and insert/delete
costs. Tlhe problem is formulated in terms of a nonlingr zero-one integer programming
problem, and is solved by a branch and bound algqﬂt!?rm. ln ‘appl_ylng thevoptim_lzation |
élgorjtﬁm to the formulation, it became obvious that problems of eveﬁ modest size were
computationally. intractable. In order to use this model to oBt@in solutions to realistic
’ pro’blem.r;. it became nmry to reduce the size of the feasible solution space to a point where

optimization becomes economically feasible. To this purpose, Hoffer and Severance [19]
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propose an anriMepMWeh&pMMmWMe,wt nevertheless
reasonable, partition of the attributes. Thhpm'men umm » if‘iﬁrting point to the
branch and bound aW@Mu{I&lmmmm of‘ Hoffer and
Severance uses m:&mmmwm of MoDermick-et sk {4k which-Is heuristic in
nature, to group !Mattﬂbumemhum»memwm&thm takes a set of
obje;ts. and- utilizes a.,mrg-»ef 'umm«y“m.a plmutthe abjwt&. 'klt théﬁ rearranges
the set of objects such that pairs ofqu.gt; WWMW measure fall adjacént or
neafly adjacent toemamthm Hence: clusters: {or biocks). of -bjeman be identified such
that every pair of cbjects withis the clujter carries:a fht;p‘fmetmsnf».ism&rity,v énd every
pair of objects across:cluster boundaries carries & mall measure of similarity. Hoffer and
Severance provﬁemﬂabpmmﬂlecmm - Fhey also dével&p a
siﬁilarity measure wmwmﬁm wmmamwm access simi»hrify
measure), which expmﬁle dlgnew whidmmpakgf mb ‘used toge_t_her'- in
queries. The similarity measure-of a pair ofambumyhm as follows: A subfile
COl;sistiﬂg of only the two-attribuies is assumed. Wlnnmmrm & query that requests one
or both of the attributes, the.subtuples of the subfile need o be retrieved. However, not all
of the information retrieyedis waed m-mmimm m ~some of the subtuples may not
szitis’fy one of the attributes, and -hence.the nfeemation:contained for-the other attribute in
this subtuple is of no-use.. ‘Fhe:similarity measure for the:pair of attributes. for this query is
defined as the ratio of the-amevat of wpefal dae-transferred 1o the total emount of data
transferred from Quebr«&?wmw@h&lm W messuze s derived by Wm'defli”"& the
set of queries, the frequency of each-individual query, and . the. fucuonof tuples satisfying

each query.
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The querles that Hoffer and Sevenm mucr an conmn only one qttribute in
their selection oompmem. This usumpum mmm tln apgllablllty of their techmques
Also the only access path that they atbv ls mthl mn:hw and therefore the subﬂle

that comatns the attribuee of the selecuon eomponent of the ' ls mrched in iu _entirety

(however. only tuphs nqumd for projectlon are nlacuvety mrhud fm the other subfﬂes)

‘As with the model of Kennedy, the criteria by which & pudthn is selected for the file is the

\‘.&,zw 24,% EaES

memory Stnce wlth

fraction of useful data tnmfmed from mm aonge to prim

such a: crlterion opumalky can ulway: be atamd vmh the zﬂyhl partition, : as a result, the

number of submes in thc panmon found by the Clusteris m has to be specified in

PR “.”-1 oo ey

advance, and the opmnmuen uclmquu of Hcﬂ’« and W onl; look for the _optimal

The two approaches to attribute partitioning t'l.m’haie been taken are the integer

prog‘ramming\. 'approuc!i' and the heuristic appmch “Most earlier work on attribute

partitioning falls in the former category. There are iwo major problems associated with the

formulation and solution of the attribute. partitioning problem in the integer programming

approach: I- The applicabmty of this appmchisiimmd because of the undue sl'tlnplifyhg

assumptions made on the problem environment in order to obtain an objective cost function

that ‘is amenable to optimization. In a realistic database environmntwhere the file has
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fany attributes xnd Wm mede o mmm m mny access paths
avatlable by which t¢ Wtﬁem the m ‘f muﬂ mm to mnsider is
so large that it eﬂhutwty m an- W W iomulwhn of the attribute
panumngfpmmm mm m’ are ammed in
 the database environitient, the attribute pum :pwbhm muh m::ces to sohving a
. zero-one fonlinesr nbeger- mm probhm to wmch o avalhble mathematical
programming mmqae oanve ippﬂad 5 Mm‘{&lmﬂthnm has been found
(short of mum&ﬁM% “sobve-thve mmm m ™ expmsed only in
terms of attribute WM’“ m nmw Mm where mathematical
programming mhm wre m&w for mm illhgcr mmming ﬁormulum
applying them to cm le ihaed W%W mm.- )
“The mmmwmm mmam have been made by -
previous szuéi‘es mwawm mmm Oweln mmn on the compkxity
| of the queries that sre yowde 1 the datsbase, “Queery predicstes - are-either anamed to conslst

of singie equality mm e dutabase uﬁgn uma” ciibed by a set of attribute

access probabilities that m:zm?m ﬂm:amﬁsw being requested by.a query.

Correlaﬁons between atiribuse-ecurrences in quesies are ignored. The other simplification

usuauy adamed ‘concerms mm vf tmultacf :

ering queries in terms of the
¢, the ffect o bjocking wpls
(and subtuples) iﬁw mmmmw The b
has the effect of WWMW,

i rc R St

amount ofmrmmmm ”lﬂ*m

@f tuples into pages

@r mle WoCess. However,
this increase is not Hnm fsm actastng any momer of tuples that rmdc on the same page

will resui_t in oMy owe pupe access.  If these blocking effects are ignored, then the




Chapter 2 | B - 21 “The Approach to DB Attribute Partitioning

partmomng problem hu a trivial solution. Kenmdy (Lemma ﬁ [20]) has shown that when
the amount of informatlon tramferrbd ts the soh crlterhn of the con ﬁmction the optuml
attribute. partmon is the mvm :ttrlbute partltlon, a dmribc;l lﬂ Chlp;er I. The reason for

this is that the total access cost 15 non-i the _am'ibom are dispersed into_an

increasing number of subﬁles, even if the attributes are ina

ately partitioned. | Hence

‘E ISR

in studies where blocklng effects are ignored, in order that the trivial partition not prevail,

thg number of subflle:\lmo.\,v‘hlch the attributes gr'e‘ to be partitioned has to be aitlflcla“y

limited and prespecified,

The approach to attribute partitioning that we ‘have taken in our work is heurlstic
in nature. Iﬁ the heuristic approach, an optimal or near optlmal partmon is found for the
attributes by a process of stepwise minimization. An attrlbutepartltlonmg "heuristic which \'is
based upon stepwtserm'lmiblzlatimi starts with a glvenpartiﬂon (eg. the trivial pértltlon).
and attempts to derive from it a new partltlon' that is lmf&nﬁuﬂy-sﬁﬁﬁm u.)'the ci-iglnal
one, in that the database partitioried according to the new partmon will have a lo_wér
pc‘rfor’mgnce’ cost. When this is achieved, thé'h.eurist,ic further tries to imprbve upon the
newly derived partiﬁon. Each time an improved partition is derived, theuperforma‘nce cost of
the database is reduced " The stepwise vmtt’s_imiution process is continued until no
improvement can be made to the lamtpartltion This fast partition will then be returned as
the result of the am-'ibute partitioning heuristic. The resunant pa’ftitidn is not necessarily

optimal, a‘lth‘oﬂgh it can often be argued that the partition is near optimal. (The near



Chapter 2 : - 28 - The Apgrouch to DB/ Attribute Partitioning

optimality of the pm Mend by zhe W -caw WMM by comparlng the

performance of the database W sm the ﬁh s M pmitimed with

.the performance: when the ﬁﬁ& is pmm;@ ww by m mt.) lndeed in the

course of our exmmm our mm Wmhaw mmty

found that the resultant partition of the . shm l& dﬁm M or dlffm only’
insngmﬁcantly from mw% pantition,

The heuristic approach to am%ute purtlthntng does not mffer from the two major
problems associated with the imeger programming tppmch The model of the the database

environment may be as compiex as desired. The eompkxky of thc model adopted does not

Wb R T

seriously hamper t‘he hmrrmc’x abiﬁty to ﬁn& mmubk mm to the pamtioning

problem (although it may affect the prectse amount of smch ume hy the- heuristic to

find a reasonable sohwion) We note thtt akhwgh our mwe! does not. consider certain
parameters that have baen considered by some urﬂer Wdies (qg me storage cost, overhead
cost for accessmg subfifes, diﬁerem access md transfer costs for_each subﬂle and the
imposition of constraints: on: -the - allocation: o,fA attributes to subfiles);, we could: madﬂy

incorporate these parameters-imo-our model-of the: dataly

¢ mammgament system and-take
them into Fﬂnﬂdﬂ&i%pmm;@ww akey. our, partitioning heuristics.

(TheSe extensions are mmcham»‘k) Tum approach: is also relatively more
efficient with respect. to the. time neednd to de&emm;wmutm ‘For example, the main
attribute parﬁtloning hear&uigu,;ha.tfwg mn mb Wiﬂ Aime that is on the
order of the ,préduct -of the mmnf quectey it the: ueage: patern. and the square of the
number of attributes. in the file. This-compapss. very fa:mhly ‘with cxmtion time of the

mteger programming appwuh
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The model of the daubue mamgemuu system we have adopted in this work is in
| many ways a generauuuon or elrmr work und akhougl\ not a modal of any partlcuhr
i L En. 44 B

existing system, is more rem:tm of pncual sym than nruer models. We have allowed
;more complicated forms of queﬂu. and have nho mﬂderjd the eﬁ‘ect of hlocking subtuples
into pages. We allow a dlvene nt of m stmctnm :n wf}model. lncmding llnks. lndlces.
. and segments The obpctlve cost ﬂmcﬂon thnt we mk m minlmue ls the tota! cost of
amwermg the: queﬂes pmed to the partMomd dttabue. md u expnued in terms of the
number of page acceuu. rather than in lzrm: of the amount uf data tramferred Unllke the

models ar.,mm‘maa. mmw%mwmm &ejmm&. if retrieved,
has its attributes paititioned, if retrieved: i its ‘oritiréty, Wil tius¢’ humerous page accesses.

will not incur twice the sccess ost Of retrievig Wie of them.*

Conse "7'“_“‘! atiribiites of a file aré pbitEsned’ uch- that attribut

that unrequme&mhntnphudhwmmmmwtm
partmoned database increases. Thls contrasts with pmlws M‘l ‘Wwhere access cost was

determincd solcly in terms of ml informaem tramferred hnd so for which the trivial |
_ partmon ls always opnmai) ln our model, \n do not nad to speclfy M. the number of
submes in the chosen paruuon Rather M u uneomtratmd and is determlned by the

' heuristics according to the optimal partition.

Our attribute partitioning system consists of four components. Figure | shows the

block ‘diagram of the system, in which ‘each componént appears as a box. The four
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componemsare- g mmmmmwmwﬁ 2- the
file cost estimator (éexribe!! !erhpter ) s ﬂnmwmﬁwﬂh«l in Chapter 3),
and 4- the amiMWWWHW&M G). The circles in
the figtme repnsmt eMMﬁWMWWthepanm
arcqumtor and fmmm,mmmmmmm Edgetlatheﬁgure are
"labeﬁed by the kind d*pﬂpﬁkmmmnm Abﬂefdescriptionof

each compomm folows.

I+ The parameter amm-r and fareraser continuously moniters the wiage patiern
and the response of the datsbase managemen. systam to the queties i the usage patiern. Xt
collects the,statistics. needed as parasatass. by the. fils cost. esimasar i thy query, processor.
‘ | 6.8 Inkiated the parameter. acqulsitor

At certain points. in _time. when file repactisios
calculates trends and. makes forecasts of the databese utage pattern.and database parameters

for a time interval into the future. .~ . .

2- The file cost estimator recetm a prqoud panmm from zhe partitnoning
heuristics and evaluates it by ﬂmting me emt of M udl query in the forecasted
usage pattern against the W p‘ﬂttm M To m tln um of processmg a
query, the file cost estimator passes the query to the qury pm for query analym The
query processor finds a methed for the query and returns the methad to the file cost
estimator.. A’ method’ for a qmry ia a procdun hﬁmﬁ; ow to go ahout &tcess!ng the
subfiles in order to g‘qm that query. Using the forecasted database parametsrs for the
future time lmerimi. the mecoummnr W@'mﬁ pl[! mmlmdto

answer the query against the partitioned flle according to the query's method. Summing
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[ usage pa ‘
\parareters -

FILE COST |
ESTIMATOR

~—T>{" EVALUATOR

partition  \partition
cost

ATTRIBUTE
PARTITIONING
HEURISTICS

Figure | Block diagram of the attribute partitioning system.
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these costs for al the.queries in the usage pattern, the file cost estimeton obtains an estimate

for the performance eost ofthepropoudpamwmm partition would be expected to

- incur in the future time intervak

3- The query procqssor evaluates a query ln a partmoned environment by finding a

k*ﬁr ;

method for ‘the query It requires the forecasted panmeters of the database and the file

partition. The query processor is heuristic and the method foun!f i mﬁmﬂy near optimal.

’\1. N

4- The autribute partitioning hmmm 2 Mk partition of a file's
attributes. The proposed partition is_passed for. mwmn the file cost estimator.
After the cost of the pﬁpssedpmkm ﬁMMMMWw come up with a
" partition that 1s incrementally - superior 1o the-last: npend partition. - This process is
continued until a partition is. found such that no other partition pmpmed has a better
performance compared to.it. - If the perfotmanee east-of the final partition is less than the
cost of the current file partition by a margin that exceeds;file Wh!g cost, the file is

repa rtitioned according ta the resulting partition:
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. CHAPTER 8

THE MODEL OF THE DATABASK MANAGEMENT SYSTEM

" In this chapter we will describe the tinderlying model of the database management

system that we have assumed in our work. We will describe the storage structure and the

e

access structures we have adopted for the physlat repres ttonof a relation, and the

assumptions we have mdefor the purpose drﬁudn&’tﬁeprobénd attribute partitioning
to a manafgb‘bie size. We will thmdéscﬁbuhemmmof tﬁ; queﬂes made-to the databése
.and the strategy employed to proom the querles in ' plrfmoned envlronment Finally, we
will list the parameters required by the oomponems ‘of our attribute partmomng system (the
attribute partitioning heuristics, the file cost at{mam. and the query evaiuatqr), and describe
‘how these par’_ameteﬁ are obtaired from’ nmwmtheopenuom of the underlying

database management system.

1.  The File Model

We have chosen the relational data model as the logical view of data for a database.
A database in the relational mmdmwmm However, in order to

 in_size, we address the reduced

make the problem of attribute partitioning . managen
problem environment of a database with a single relation. In addition we assume that the
physical implementation of a relation is a flat file.. That is, a rejation. is stored as a set of

unordered ‘contiguous tuples in secondary memory. .There are:no. hierarchies of domains, nor -
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pointers from one tuple to anecher. Although the mmptim of . fiat ﬁle::,s‘to:age structure
may seem rather severe, we note thum mst.natusal way oﬁ;;onng;mlation Also,
some ot; ‘the drawbacks of the flat file m;e m such: uﬂn placement of frequently
u.sed' dat»a together with seidom used data in the same physicat- docality, is precisely what
attribute partitioning intends to eummm ‘We note, here that: ;Mh the work reported

_here is based on the ammpmn of a single m tabase m;m file :tmage structure.

the approach to attribute partitioning that, we have leken and the. Qﬁﬂbm F“mm*“g
heuristics that we have developed should be .extendible to- probiems wbere _any. of the two
assumptions are relaxed. Smﬁauy, # there is.a. m avaiabieto g;tlmate the cost of
answering a query made toa mm-mmw daw with, &mﬁt file s&orage structure,

i onp.be megarded a5 a vwble
Fnr further discussion of the posslble

then the main heuristic mhnmtmwchnn deved

candidate for the purpmefmmm i

refaxation of the aboye two. uswm:. reﬁ!r o Section. ?-2»

All the subma of the amribm paumon are m o mm on direct access
secondary sterage devices like disks [6] Stonge space on such devices is divided into fixed
size blocks called pages. A page is the mm m Wnd Mwm the disk
and primary memory in one disk access.. The accessing cost of a page is assumed to be
proportional to the average disk seek and Mrency. ties his the page tramsfer time. Hence,
M of the sequénce of page accesses. - "Consequently, we may
thmk of the pages of a file mm WMM Wﬁﬁ n zestriction on their relative

accessing cost wilt be in

rr‘.

physical tocations.

As mentioned abeare.w&he tuples of a. manm uuo:ﬂcred ‘with respect to any

attribute, The order in. wiich: lhe tuples: are stored wilt be Weir chwhdbg‘lu! order of
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insertion lnto the file. This makes the problem of file malnwnance dUe to updates. lnsertions.
: and deletlons much simpler lf a tuple is updated the new values replace the old values in
the same tuple A tuple that is deleted lsjolned toa pool ol‘delened tuples and will be reused |
for newly inserted tuples (Such a pool can easlly be mlntalned by threedlng the tuples that
were deleted into a llst) A new tuple that is lnaerted ln the flle replacel a tuple that has been
previously deleted. If the pool of deleted tuples ls empty thenﬁtlse lnserted tuple is appended
to the end of the ﬁle (if the file occuple: an lntegral nurnber ol‘ pages. a new page is atlocated -
to the fnle) ‘ o

The above strategy for overﬂow handllng ls lntmded to maxlmlze the number of
undeleted tuples per page, and keep tlle file slee toa mlnlrnum The cost of a sequential
search and tuple retrleval by the llnk access path (descrlbed below) are lnversely related to
~the (average) blocking factor (the avenge number ol‘ used mplee per page), and these costs
should be minimized by keeplng storage utiliuuon ln the tuple spaee as high as possible
Even with the above assumptlons. poor seorage utlllutlon may stlll ensue if. the database
usage pattern consists of a large number of lnsertlons followed by an equally large number of
deletions To, correct this, garbage collection may be performed on the tuple space so the
tnples are recompacted to occupy as little space as posslble We note here that in
partitioning the attributes of a file, the cost of garbage oollectlon may be’ eliminated from
consideration and that if we lg'nore the effect garbage collection has on the subl‘lle blocking
l‘actor.‘ the optimal attribute partition is lndependent of the garbage collection cost. The
reason for this' is that no matter how the flle is partitloned. garbage collection of deleted
tuples requlres that the entire file be brought into prlmary memory and shipped out back

“onto secondary storage Slnce the total amount of storage is ﬂxed regardless of how the file is
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parutioned (zxcept for'plgt*hudnm at the end of uch subﬂle, whlch is neghglble) the cost

[

of garbage collection does not enter the optimlution process. On the other hand, the

: &) 5 ?}w & 5 rRaT ;:rz ug-w sER ER E T TN
blockmg factors of the submes do lnﬂuence the opumal partition. The more frequently that
-*3;{ AR Ry ff Rt T U S R R o B ,n ey !«xﬁd #§ -wé L3

the me is garbage conected the fewer the number of unused tupm per page and the larger
shontearin wit i whofged, %ag 34i s

‘the blockmg factor would be on the average for the file, Thcrefore the optimal partition for

s} 4gaiBl ‘; 08 th "h. ﬁ.,- 11»' e

'the file will partrauy depend on thc frequency of gxrbm m Since the optrmal

W SRRRE TR T TR S mm?}m hal 2597 i:« e*t&.s Gidr

selection of point; where the fﬂe is o0 be gzrhnge M sin M another daiabase destgn

opumizanon probiem we will not comtder the pmbhm of the opnml dmrminauon of

R 13&' ":‘f‘&}ﬁ #

garbage collection pomts (See the ;orks o Shmﬁerm [333 and Yao et al [38] for a

ey s k. LR J e,u.w&. aif‘@ ¥

discussion of this prt;)lem) We wm assume that the subﬁk bhckm;v’vfactor that the

yomEr, §r ot

the observed blocking facmts thfwghout thephmhg ’ harim B A

ERIRE v geiﬁmg, ek .:'vs-v"'{

We wm assumeA hat mpks are of ﬂxed length (. each mple um the same

et A iaw.g; (e Javu»

"amount of storagc space) 50 that each page lm a capacity for a fixed mmber of tuples This

'.n )i*{gj‘&% {.}’w S —.5‘;5,.;

impltes that attrfbute values have ﬁxed slm slnc; a nmkud relubn has a ﬁxed number

RO F‘w“ Fh e

of attributes per tuple “This assumptlm is tn mmpenﬁence with the rehtion being a flat

PR R b e, "'

file and is a necessity for the mﬁution of ﬁﬂks betm wbtupb of !‘he same tuple We

,, FEE ¢ B S L edprEield RS
also make the assumption that each page conmm an inml nusmber of tuples. and that

B st ’;4 R TS ‘;htv,m’. »f'“f'v

‘tupk's do riot overlap page bwachries

In our ﬁle mode? We a!bw three klnda u! access szrucmm. Thm are: segmems.

Yy 5] wae R SR S n:,ﬂ: SR

lmks and lndices An aeoess stmcture ts a mechmm ma makes the search tnd retrieval of

3;3A1;

tuples posslble ln other wonts given the value of an ttmbm an access su'ucture can Iocatc :

and retrieve all tuples bavmg that value for the amhm ’ﬁn access. path of an access
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stfuctul;e is the way in which the structure is used in such a mrch A segment is a file or a
subme that may be retrieved into prlmnry mcmory and sequentially searched from top to
bouom for tuples with a certain attribute vake. Hmb‘yzm the sequential search access
path of the segment access ﬂfuame,& can botl ‘locate desired mpm and retrieve these
'desired tuples vat' the same time. A link is amaccess structure for retrieving tuples which have
already beeri located. In other words, assume that we have Mpulﬂurw some other identifier
“that uniquely Identifies a upk by its bwlen qun; is the sccess: puh for deriving the
, phystcal address ot‘ tho tuplc from the ldm m mmwlng ‘the mpk from secondary
storage. ;'Fherd’oreathe link -ac:ess »Mn isa M:W»MVW mples that have
already_}be‘en identified and - whese. location 13 lmwm 'Anllnhiwmo\t' be used to search for
'tuples ;hat poumacmnn value (munt ‘M In our.file model, each subtuple of a
subfile has a link to al its correnpondhgmupks hfﬁ;;rpll‘fthe other subfiles.. The
corréspondlng subtuﬁ_lﬁ(ur mub,tupl&)mi a subtuple. are all the m.htuples’that made up a
single tuple before the file (and-the tuple) was partitioned. An-index is an access structure for
locating subtuples with mrm that match certain values, without actually retrieving the
subtuples. An index does not have the capability of retrieving tuples. - In order to retrieve
the tuples that have been located by an index, & ok access structure is used. In our file
model, any attribute of: the reh.uon may have an:index; which ones are actually to‘be

indexed is a separate database design issue.
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N 'Seqmny-mzmnmme Mw&W@MW‘M we will‘not
discuss it-any further. A lnk; on-the:sther hand, - s strumwbe that js- widely-used in
our modet and we .~wiﬂ-¢§am¥m mmmamm - S

Onee a. mmph fmabeen hocated:on: retioved & mwmu rétrieve any of
. its co—subtupm in the other sabiles: (A mmmmm i arder to see
if an attribute of. * mwmmw i ordueito: m oive-of W5 autributes.)

 Hence, wemmwm-mmamfmxmm“ pibiuples ‘dnd that:the

co-subtuples may be retrieved by linking. - MWW@MW may be
model is. to rehzccewm s msm it the Hink is derivéd by
of the link is onesto-one, e vach subtaphe is inked:tousiacly i siticaple o another subfile.
Thus, there is no. explitit- pointer from -4 subtople of 2 %'ﬁiﬁ:ﬂ ﬁmw:ubtupks
Rather, the addsess of the co-subtuples mm subtiles: tan' be ukuhted from one
another's addresses. By subtmple or Wm nmmm identifier {or the
logical address of the tuple}), which isithe. addmotwm to:theé base address of
its fil. When retrieving a wbtupte by using a Mawk; the subteplés-tuple-identifier (TID) is
translated by the file's page map table into the physical address of the page the subtuple
resides on and the offset of the subtuple within the page. The page addms is then used to
retrieve the sub.t-uple» from secondary storage i‘n one page access. Note that when retrieving

any number of subtuples that reside on the same page, the page needs to be retrieved only
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- once. ) Once we have the TID of a subtuple ina wbﬂle (tMs happem when the subtuple
has been located or retrleved), we may obmn the Tle of uH eo-submplcs in other subfiles by
- applying a ,era,mfomtm to the Msfﬁm ~-’EM&‘5&8‘€M made: possible bgcause when
partitioning 2 flat file implementation of vt m,alc&wbuqﬂu retain their relative
position in their subfiles, snd aiso because m a:subfile ali:subtuples are of the same size.
To see whai this transformation is, let '-r_f; be ﬂnmph%tqleﬂmbu 'i‘ (ie. 7, is the ith
tuple of .the ,m.e).'-r-lfr«&;fflle is pastitioned: into: ‘M- -subfiles, then -#};, i, ... ,Tiy are the M |
do'submpks. Let ty bethe TID ofmbwple TR AL .f.'._..a‘,iu. Wem@h_o’almhte' tin,
‘the TID of 7y, from t, the TID of 7. Wedirst shaw how o get the tuple number |
from the TID t;. Let S beAﬂue,lyM-plge‘ruu. Ij the subtuple jength in subfile F,, and
let by = LS/l be the number of subtuples:pei page-in’ F;'(we have assumed that tuples or
subtyples do not croas page bmdurh& then Lt/ is the page number of 7, and
(t; mod S) is the offset of 7 in its page. The tuple sumber i it therefore:
@a2n | = u.,/sjsc‘ﬂm, mod S)A
Finally, we want to'calcuhte iy, the TiD of 7, .from i its tuple m‘n‘nber’ Since Li[b._l
is the page number for the subtuple f“, in F“ , md { mod b.,) is the number of the

subtuple wlthln the page. we have:

(3.22) ty=S LifbeJ + () mod by)
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_Another access umum we have mm mm M!I B«su mﬂ( A file' may

.havc an. index an oner_m' moﬁ&sm A mmm ﬂih mﬁ mﬂbme,

AR , '''''

‘has indexing as an acoess. pulh »WWWWW for that attﬂbute
ln our. model we hau Mnmzuh sumwmm n&eﬁtﬁe tree is

" a page. A detailed dmam W&mmy ww W Chan ['Hand

Blasgen and Emmn tel. 'Eba index is. «rymzﬁe tﬁ sm Bm and M&;Mght
(3} both n termofammzﬂnma um M} M nmpage of the
mdex contains an m -t LE pairs dﬁ&mmmm’} aﬁ pqmen. wtﬁ potater
pomtmg to aadu in Skm bwr wﬁ &wm mwmpmmm Mghat key
-of the nade the pﬂrmm A mmaw#mwwmnmm of

TIDs of subtuplu ﬂm the theiqu mm eﬂh mmm mﬁn wbmef The

Sk gyl

| _cholce of index structura for our M is obviamiy m& ﬁmm to bulmced m Any index

that Iends ttself to usage cost analysts and \vhk:h ugmt of &he chok:e of file ganmon

Gowwrit s Uoadi . Faiaps C,MQ«F PERRFA w4

may be alternatively used

B afo IR g erih gt

To concentrate on the ;:roblem of attﬂbuu purtmontng. we assume that the gholce of

e w 3‘@%3» s wrdd *,,:;u., T

Riedn B %Y deedstivgd b Thortehg wrcs o

indices and their stmcture i: predetem»ned and cbem befmthand on the basis of other

By L0 An S ,,;w_ _,!_ %

criteria besldes the file partmon This is not to mggat tbat the pr&lems of lndex selectlon
and attribute pamtlonlng are tndependem of one mether ludnd the two problems are '
mutually imerdependent md a better sehtion to the m pwmtioning problem can be
achieved by their, slmultanmus solutlon The pmbbm of sehcting lndices that befit a

database usage pattem ha: been extmsively amlyud by Chan [71 Our wotk on attribute
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partitioning takes up another dimension of the general problem of physical database design.

4. The Transae

" We will consider four types ofmmm:m may be conducted against the
daiabasé-'querlés; updates, imerticm, and delltimx “The queryandtheupdate tﬁd&aizﬁom
consist of two mmponenu a sﬂeaim oomponim ‘that determines the tuples that are to be

selected, and a projtcuon componem ‘that deterinine :
are to be extracted and returned’ (tnthecue of & ‘quefy)‘or updated (in the case ‘of an

of the selected’ ‘tuples

: _'up'd'ﬁate)' The deletlan mmactim consists only or a selection componzm that determines
‘which tuples have to be deleted. 'l‘he lmertien ti-im:tlm m no oomponents An insertion
. transac;ion is basically a set of t_uples that have to be lmemd in the file. Because of the
similarities among query, update, and dentmmnacﬁom.imwfonh we will discuss only
one of them, namely quertes, in full detall. The Teader should ‘assume that the discussion for
queries can be generalized for the other transaction types as well. The on'ly dlffe‘r.en'c'é among
the transaction types is how the projectlon component of each’ trandaction rype is processed
after the tuples are seltceed This difference in prousming the projection component wm be
‘delineated later.

We have made certain simpﬂfying assumptions on the structure of the queries
considered in our model. The ﬁﬂ!pimmm: were m by the need to reduce the task
of query cost analysis to a .mln'.agelﬁk size. We have dfﬁW‘ Join ope'rauons on the
relation i.h queries. The booieanexpreum in the sﬂettion component of a query consiits of

either a conjunction made of equality conditions, or a disjunction made of equality conditions.
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A query with just one equitity condition is consigered: to bex specklm of a conjunctive
query. - An eqﬁality condition is a predicate of the form (a = x), 'where a I3 an attribute

" name, and the attribute valkse x of the eqmmym i a constant or program variable

which 15 krown at tve tmmw is prmnum gty coivdition kmfthe‘ selection
component is used to ‘search for ali the m(m} in the ;;me*(‘s'ubﬁ_le)i that have
attribute value x for attrfouté “a. - Thepfojacdm Wbim of attributes whose
values are extracted from all tuples that satisfy the selection componem and returned as the
answer to the query. Ina conjunc_tivelque”fy. an attribuu cannot 'epp'ear;. twice in tﬁe selection
‘eomponent or appear bothtn the selection and pmjectm compmt& ,Although we have
restricted the set of allow:b!e queﬂes by the wumpﬁom pmud above, we have sml'
included a large number of possible queries encmapuslng mmy of the more frequent queries
encountered in practical dutabnse apphcatlom.

When a query is mde to a database. the query processm does the necessary search
and retrievals on the c!azabase and returns the answer to the query,,_v T here is a cost associated
with processing a query.‘ fn our atﬁriﬁuie paiﬂti@ini:xyae;h, we,h#ve meerpotgted a query
evaluator and a file ;est estimator tﬁzt can amlyu a given query andpmide an estimate of
the cost of answering tﬁe query. Query cost analysis is a complex t_ask. Tlvtemumpﬁons, we
heve made on the st?ucture of the query alleviate some of thedﬂ'"ﬂcukm in query processing
and query cost analysis. Besides the assumptions on the structure of a query, query cost
a;nalysis depends on the assamptions made on the distribution’ of attribute values in the.ﬂle.
Q_uery‘ cost analysis alsodepend‘fmﬂwéjmd ‘attribute: occurences in the selection
and projection comporerts of qvma‘md‘thelem ofitmbute values in the equality

condition predicates of queries. As we have mentioned in- Chapter 2, previous work done on
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attri.but.e partltlonlng made slmpllfying ummpnom on the dmnbutlm of attribute values
‘and’ on the dlstrlbuuon of uttribute requests in order to k«p the probhm of query cost
analysis (and henee the attribute partmmmg pmblem) wmm mmgnble limlts We have,
also made simpm*ytng auumpttom on the dnmbutlon of attribum -values and attribute.
requests in building our medel of the daubue mmgemem symm However. our
. slmpllfying a_;sumptiom, are less restrictive in nature than ehoumadeln the works of our
pre&é;gssdr; and are closer to tﬁe realities of.pr‘acthl_dum uage We have m}ade the

following two assumptions in our transaction model.

- We am the. fraction of tuples that:iajtlﬁ a one ?redlaﬁe selection is_the
s?lectivity of the attribute in the equamyeondmon The (aveuge) selectivity of an attribute
of a refation is the average fuaﬁn of tuples u@« mﬂdeuuon that have historically
satisfied aﬁ equality condition involving tbit attrlbute. lnomer words, the ;eléc(tlyity of ~an
attribute is the fraction of tuﬁﬁs that will most probably fatjﬁsfyzlgn;ew:mi condition on the
| file. The concept of an attribute selectivity mwre is an lmpomm tool for 't_:ll,a‘ta‘base
moqélling and query cost analysis. The attribute selectivity mlfuurew_wﬂtl' be defined and
described mliy in the section on Pnramem Acquisition. From the attribute :.selecti\(i;ics. the
number of tuples that satisfy an equality ‘co'ndmon on an attrtbute is estimated as the product
of the selectivity and the number of tuplu in the file. Uﬂng this measure of selectivity
avoids m naive assumption that the attribute values are uniformly dlstrlbuted in number,
and that the number 'of-tupiu ut‘fsfying an eq(ui.lty emdmts the total number‘ of tuples
. divided by thé number of different vatues of the iﬁrm. ‘Also by using this measure, we

have avolded the simplistic assumption that attribute values of a given attribute occur with
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equal prqbdbiuty in the sslection components of queries. SM!: we could have obtained a
" still better model of value distribution by noting the-number of tuples that contain each value
of an attribute in a ’tahb. the mﬂbm Mh'ity m has the definite advantage tht it
takes little storage for .#ts mm The other adm m that a ubkof attribute
value frequencies be maintained for each attribute in ﬂn m!, and if ﬂme are many distinct

values for an attribute, thi: table wilt consume a uwﬂemt amount of storage and will also

be very dufflcult to update.

2- Since .we aliow the specification ‘of queries with muktiple equality condition
prédicéfes. it i; necessary to have a measure for ﬁn joim resolvlagpower of two or more
equality conditions. (Thls measure 15 called the juim sehcﬂvlty mum) For this purpose,
we will assume zhat the appearance in tuplea of vﬂua helongtq to different attributes is
independent (e, the probubiﬂty that value x ofmtbm » and v:m y of attribute b.
appear in the same tuple fs equal to the product of their individual probabilities of
" appearance.)  Hence the fraction of tuplu satisfying a ouwumm of Prpdicates
simultaneously is the product of the fractions Mt'ntw;' exch pnd%cne. and vthﬁ.fraction of
tuples satisfying a disjunction of prediam is the mphmmt of the fnction not satisfyiug

any of the predicates of the dujtmction

One assumption we do pot make in our m&. however, is that mrtbutes occur
mdependemly of one arother in the m and projection mﬂm of the query.
Neither do we make l:hc i;m nemw mmm frestrictive assamption that &be
cqrrelation betwegn attribute occurence in queries s detecmined by joint probabilities of
attribute occurence. chmﬁy keep a record (in . tuble, mllul the table of query types) of
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' ell queries made to the database, and the exact oortebuon in the, occurence of attributes In
' querles may be obtained form this table. Thus we avoid mk'ng the. strong (and often
vinaccurate) assumption that an attribute i3 reqmmd bya Query. independent of what other

attributes are requested by that query. Thls table of queﬂu s eonclse in that queries
~ involving the same attributes but dlfferent attrlbuu valuu are cluscered together in one

entry. (The number of querles in the clu;her is llso reoorded ln the emry)

An ‘.integnl:part of a databmmmgemem system is: )"facl‘lit;‘y‘to ciecide how to
answer queries. Since we are 'lﬁode'll‘ihé a database mamgement system that decides how to
answer queries posed iq the databnse.md slnce lntine cwrfeof attrlbute 'par‘tlt‘iokmﬁ,g‘ we
need to eni;nite the cost In?:urred in answemlg i qaerypoud o the model database our
. attribute partitioning system will also need to-decide how to answer queries. When a quel'Y Is
made to the database, appropriate access paths must be chosen 30 that tuples satisfying the
selectidn vc.om;.:onem'of fhe query' may be located. After t:he, utlsfylng tuples are located (ie. a
TID list of such tuples is obtained), the same acoeupath(orpoulbly some other access path)
will have to be used in order to retrieve the tuples. o

For example, assume we have a oonpnctiveqdery involving attributes a;, ..., 3 in
the selection comﬁonent and attributes ay,;, ..., 8 in the projection component rﬁadelm a
partitioned file. In order to answer the query, t‘h"e';ubtﬁﬁieftﬁit}atisfy the equality
R condltiens'oﬁ a8y, . a_ need to be it.j;ate'd (by cfeﬁﬂnj a TID lmpointing to the subiupks).

and then their co-subtuples containing attributes a,,; , ..., o ‘have to be retrieved so 'that' the
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.value of p’rojectidﬂ ‘attributes §, ¢, . m,,:,.'(f, mmmwmmmd Assume that
there are indices avat%howmoﬂlwtwm a;.......,al ; Wcm pmceed to locate
the subtuples that satisfy the stlectiom: Ww mamwm ways (in the
rest of this sectten. ‘we WW}W MMM&M%? ate.to be
performed on TIDs of whwpks o get the ”fibs oﬁ wm ‘we assume -the
transformatiom are perfoimed whenever necemsary): |

-l_- Use all the .appmwmm«m retrieve the: T1D-Hists of subtuples satisfying the

indeiéd attribﬁm interyeet m WWMWW’? iy ?

resulting TiD- list link to mm ﬁnt MW of the Mmibum 8)) ey B
(an applicable index is an. Svdex ona mmm me one at 2 time.
Everytime a subfile is m, mmupmwtggtmmmm mm {via links)
.and checked to m if they-satisfly the quuermm Mm@dmibute; ‘The
the TlD list (ie, the FID Hist of the subteples that satisfy ait-of the unindexed selection
attributes in the subfile is interséqt_ed wjth the oid TlD Mst). Amr gﬁ_ the §qpfilés cqﬁtaini‘ntg
sel:ection, attributes have been-accessed, and mmmmmm bm pested to satiafy the -
equality conditions, then alf subtuples wM!r FiDs:in mm“mw by ,“F‘,‘g",'g)

from all the subfiles omwng pfojem attributes, and the projection attributes are

’

extracted -

2- Use none Hof the tndices Sequemhily mrch one of the subfiles contaimng
selection attrnbutes, and create a TlD Ilst of the mbmpm tha( uthfy all predicates lnvolvmg
the subfile. Thercafter, using the TID list, m& one by one to !he subﬂles containing the

remaining selection attributes, until a TID list of submplu atlsfyiag the entire selection
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‘ gompbnen;'cjr _ihg. ‘_qu_ery" is obtained. Finally, link to subfiles mmnlngprojection attributes.
o Each »of‘thg"lbpye two schemes may hthugghgo(u awep by step pggquyre'where
at each step an access iuth c:equenual mrchlng; lndexlng ‘unking) is performed in order to
obtain the Tle of subtuples that satlsfy one or more of the equluty conditions in the
selectlon componem Let us call the act of obmnlng Tle of subtuples that satisfy the
equality condltlon on an attrlbute the act of molving the gttﬂbuu Hellce each of the abave
two schemes is a step by step prooedure where ag uch stg lll mdex is used to resolve an
’attribute, ora sequennal mrchllink is used to resolve one or more attributes in one subfne
We define the method ofaquerytobuuchntepbymppmggmwmcaeg&h step an
| 'access path is used‘. i", m@gr to resolve oneornmattﬂbutgs
| A‘query ‘.usu‘fally-‘has many dlfferent methodz. For exgmgh .ln the two schemes
‘above, we chose elther to use all the Indloes, or m uu nane. . We mlght have cho;mp to

resolve some of the indexed attributes (in the nbc;ion ofthe query) by indexlng.

while resolvlng the rest of the lndexed and umndexed seler.tim attributes by linking.

Simﬂarly, when nnklng to subfiles, the subfiles will be accessed. in some sequential order (l@

one subme is Iinked ﬁrst another subﬂle second etc.) Each dlstlnct subset of applicable
indices and each distinct subme  sequence constitute a method of the query. (Hence each of
the two schemes above may be tnmhwd inmo many methods a3 the sequence of linking to
subfiles is lnstantiated.) | |

; ‘There is a cost associated with a query’ thethod: Depending on what indices are
used and in what iequetmﬂ ‘order the subfile m‘ﬁnﬁd.‘?ﬁemﬁfof iﬁsmlng thg query will
be different. For example assume that in resoMng the attributes of a’query, two subfiles

have to be linked and when each subfile s linked; the size of the TTD list will be reduced by
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an equal factor. mnsmwm»mmmmmmdwﬂ&
‘before we tink to the wbﬁhn&h mwmum M&a theﬁrst method
the second tink wammmwmmmmmmmﬁm method the
first link MQMMWWMHmmmeﬂMMhM
first method. Th«mn*WMammMﬂmmsefa
query and select mmm Mhmmmﬂmtlm when
| _answering the query. The optimal method of 2 query it m o the attributes in the
sefection component of the query, mmammwmmﬂm'
selectivities aadkngths.mmm wmmmm AWY
processor will have mmwaummmm;m fora query.

The wmammunmhwwmmmm goes
abwtchmﬂngamam&‘wmmm&khmm Weweprmt
our strategy for choosing sesthods, mmmmmmm of query
processmg. tmmmammm M&emm%m thc optimal
method of the query. '

Prm&MaquWiWMMiWWandm
“which no joins or nggmmmm mmdmarm m I- query
'ewaluatlon 2 uerymm 3 MM |

s 8f finding the optimal method
ate indesed. this

1+ Query evatution - Quiery evaluation is the prace
for a qdery. In an envummmm,ﬂkh . and e
meaﬁsz I- selecting the indices to e in answering the quezy, which coukd ‘be selecting a,
none, or some of the applicable indices, 2- selecting mm of mm subfiles
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that contain selection attrlbutes not resolved by means of lndlces (Note that il‘ no lndex is

43 -«-:E( SEnT

utilized by the method then the flr:t subﬂle of the mothod vlll be sequentlally searched

while the remalning subfiles will be llnked) The tgont for ﬂﬂdh‘ the optlmal method for a

,ﬂ 317 ﬂe “i‘ J‘;

query (or fmdlng a sultable method ln case thewtlmal W s »vdlfﬁwlt to find) is the
query evaluator The query evaluator choom 2 method w&h the objeotlve ol‘ minimizing
_ page accesse: when answerlng the query Later lnthlsmﬁlon we wlll present the strategy
used by the query evaluator of our attrlbute pamuonlng speun The method chosen by our
query evaluator is ot neoesurlly the optlmal method ﬂft {he guery.although we will 3‘!0‘”
that our strategy results in near-optiml mwm’a Wmhod is found for a
‘query. we say that the query is evaluatod , | ‘ ’

Note that in our model of query evaluatlon the query ovnhamr does not take into
.consideratlon the projectlon attrlbutu o!‘ the quon Strlctly spealtlng, queryevaluﬁlator

the method of the query

should- also take the proﬁctlon attrlbutel into onnsiderlm n

e

St

should speclfy the tequenoe of llnking to the subﬂlu

| projecuon attrlbutes This is
‘because the cost of anmerlng a query is influenced by the

i A

ln \vhlch projectlons are
made. For example ll‘ a subflle oontalns both soloctlon tttrlbum and _projection attributes,
.then it 15 beneficial um thls  subfile be llnlted 1t in the meshod; since I the subflle s finked
last, both the seloctlon attrlbutes -may be renlved and the _projection attrtbutes ‘may be
: projected concurrently If thls subflle is not llnked lut. lt wlll bek llnked once for resolving the
selectlon attrlbutes and anothef tlme for projecting the proju:tlon attrlbutes (Note that each
time the subfile will be linked from a dlfl‘erent TID llst.) We have eliminated projectlon

attrlbules from conslderatlon when evaluatlng a query. We do this beuuse I- conslderlng

‘ projectlon attrlbutes will make the problem of query evaluatlon stlll more dlmcult, and 2-
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- because we beueve that thgmm m»wn%m-»umh mMng lttributes_
has a more. prufound mm« o the cost .f mwhg amzﬁmm We in which
the subfiles are linked for mm; auribues. N . |

| The quen ammmbrmwr MM ot entail any
'\meutloutput operatlous (Le p:ge accesm) The W ﬂm does not need to know

oo XEES S8 3‘ '!‘uf?!'“ LRl RE RN LN PSS .
about the actual data conunts of the mbﬂhs. lt anly nquku the various parameters

o p

prepared by the paramew acqulsitor ‘The quety evm mm t query by choosing a
’.;""?’*.?‘3' Y it(i_ #ind

method for it, utiuzing some. stmegy Om m mugy is ulnmﬁvely enumerating an

é“) o gtj }z 3P h‘,» Gy I

possible methods for the qaery. esumating the mat ef muedng the M aceotding to each
v crwti N S A0 e e w B
method (by using the file cost esthmtor), and thcu chaeliug the W method We have
w5 B badew ook oY R
discarded this straeegy bmuse lt is compumhmly mmm to msider all possible

AR ERRIGEL S riieerl o

methods for a query Tfm !sr‘espechny%trm when making a query agmmt a database

ARFreh ey‘}v e B “Hgfy sy T

partit:oned into mny subfiles md!or if thm are my indices available. The stntegy we

: 24 * RSO S S ST SR ROL gt Do R S R R
use for query evaluation i 'instead baud upm em a marepﬁmﬂ method without

R R Rl O B TR N FoELE e

%requlrmg extensive inalys!s of the qnery

Query evaluation ls the onty phue of quuy plmlg that is an optimizatkm

SN TH N

"pr'ocess. The other twophamofquery wmm;éommwmiu thecostof

) «’w - et e wiigg w0
Pfocessmg a query Q,uery evmaﬁm ls the on!y p!mc mﬂy pwformed ln our attnbute
‘“:*53;.‘ A gbi & ;w,('? i WAL LIRS Py

("partmomng syszem The mxt two phues are on&y p«ﬁwm by a dmbm management

system when it actually proeesm a query Thc reason our mﬂbme partitlomng system
evaluates queries is that mm of a qu km hwdmu mte thc cost of
answering the query The Wﬁm our mwmm of the query to the

file cost estimator, whlch cempum the m ef hsadn;« elu m m kcwdtng to the
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. fm'etliod') ‘and the cost of retrieving the subtuples needed for projection. (The attl'lbute

partitioning heuristics require the cost of answering all the queries in_ the datibase usage
. R e “‘:l"v E ] .,‘};‘,;sv‘,*‘__,:?. . S PR Pl P

patteni. See Section 4.4 for a detalledv‘dlsul_ulpl_\ on how the flleoost esglfoglor'estlmate; the

cost of answering a quer_yl)

.2- Query resolution is the proemof lowlng 'tlle‘set of’ tuples that satisfy the

‘ "selectlon component of the query A query u molved wlm all the selectlon attributes are

resolved and a llst comalnlng the TIDs ol‘ all Mlag mplu ls prodlmd After a query is
evaluated the query is resolved by lccemn!the lndlou lpeclfled in the querys method and
performing the link to the subflles In the order :peelﬁed ln tlle query’s method In each step
of the method, the access path speclfled in the step s acually perl‘ormed and a TID Hist is

~ created of subtuples that utlsfy the equallt’ condltlon predlcue of the attrlbules that are to

* be resolved in that step For a conjunctlve query, this TID llst is imenected with the (old)

. TID list that is the result ol‘ the precedlng steps ol‘ the resolutlm process If the query is a
dlsjunction, the unlon of the new TlD list is taken wlth the old TlD Ilst. The final TID list
obtained from the. last step of the method Is _tl\e rewlt of the query _resolution phase. In .the.
* process of query resolution, page accesses are}n.lacle to secondary ct’orage}.‘wlleqoerl‘ormlng an

access path.

8- A query is answered when 1l subtuples containing -‘pi'ojectloh attributes tllat are
pointed by the. TID list are retrieved into prlmary mmlory“!ﬁd' the ‘attribute values of
attrlbutes specified ln the pro]ectlon component of the query are extucted and returned.
This phase of query prooesslng lnvolves only lnputlootput operatlons and no intemal

processing.  As previously mentioned, if the lut subfile that s linked in the resolution phase
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contains projection mm;,m it s mwmmmw before the query
is completely resolved by exmmag chemmmm m x wbtuple when the

selection_ attribute values- of the ;ubtuph mm ﬂdm ‘imm words, the query

resofutiori and the qamymmg phtm mam WMH the method

In the rest of this section we wmmw m smcegy the query
evaluator of our attribute plmuomag lystem uses. tha mmhod for a query
in a partntioned envtrcmm s an morm M Unilike mery evaluation in an
unpartitioned environment: ’\vhere the qlmfy evzm ilu ut!y o thoote the optlmal set of
applicable- mdiccs a mnmr ina mmmm iamddm has to choose
the sequence of mmng -t ‘the-subliles. Our mm me mmc evaiunor that
ﬁnds a sausfactory method: for-the query ﬂtﬁm mwmwm The method :
obtained by the query -evaluator ﬁ ot me mm Par that query,

althougtr {in‘the corme of our: wovi) we have m it ﬂo be: m& We will first
| discuss the query evamma smmgy for mm M we diswss in what
way the strategy used fm‘ dajuneﬂveqm bdm ' » | |

Query evalvation mmmm h the first mﬂmw eva!uato; selects
the subset of applicable indices:to include in the method. After-this-has been deterniiﬂeA. the
query evaluator m:tatm&WlM&mmmm that contain the.
rest of tlhe, selection atteibutes. - - e e

I- Depending on the attributes ln the select!on Mt their selectivmes. and the
attribute partmon ft may be beneﬂcial to use non;. all Or a subset of the applicable induces

We beheve that for most querles, usmg elther none or all of the applkabie Indlces wm Iead to
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" séti'sfdctory meth‘ods Also in. order to reduoe the problem of query evaluatlon to a
manageable size, we (will restrict our attention to. the above two choices
One crlterion by whlch we may judge the effectivemu of utmzing the indices to
process a query is the joint setectivlty of the tndexed attﬂbutes that occur in the selectlon
component of the query\ Assume that l- the tndexed attributes are not jointly selective (i e,
.the Joint rgsolﬂng power of the Mees is low and & large fraction of the tuples will be -
selected 30 that almest sll the pQg‘es of & subfile that is linked thereafter have to be retrieved),
“and #gsdme. thnt 2- a subfie that contains an Alndmd‘ sttribute akso contains some other
un:nd?_xed selection attributes. "Then such a subfile will most fikely be accessed in its entirety
in order to resolve M‘unhmxéd attribuu.‘;?w,‘me'hdﬁe’dittnb\itc in the subfile
can be resolved by the ‘ll’nk at the u&n t!metht uindexed attribute 15 being resolved and
with o extra cost, Hence when the indexed: Wtiributes are riot jointly selective, usiﬁg the
indices will not save in the number of pages-accessed. . |
Thus, when the ]oint~seiecttvity of the indexed attributes is not too tow (which is the
- case for the great majority of "queriés).i the query mmmrmn choose to use the full set of
applicable 'indlcet. This ls-beciuu the ”‘cosPt‘o'FMlng“fmvittrIbute’ Gtilizing an index (if
’ av@llat:*lé) on the attribute is usually a fraction of the cost of resolving that attribute by
linking to (or ’sequentlilty. searching) the subfile contsining it. This can be true even If the
subfile containing the indexed aftribute contains other unindexed selection attributes and has
to be evenwauf ‘Hnked: - ir the indexed attribute and the unindexed selection attributes
| residing in the same subfile as the indexed attribute are rmlved slmuttaneously by linking
from a TID list to their subfile, there may be more pages accessed than when the indexed

attribute is resolved first using the index, the TID list pruned and reduéed (as the result of
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the indexing), and-then. memwmw %Wﬁ! mmm attributes
Whether all- the appikabele imﬁaes srezuied or ﬁone af the applicable indices are

used, the. query evaluator. will have Wi s

' ‘Pa‘ ﬁnﬂhg to wbﬁles contalning

unresoived seiecﬁonamw T kM' R Wd%’y’tvsﬁnﬁm

PRERY

2- The second stage of qucry evalnqtm bqhs m mm that are to be used
have been chosen. The query cvaluator wmm Mnhnk: b*ﬁm wbﬁm mtaiug the .
unreso]ved selection lttribum mmag Im tbt Tm lm thlt’h the m ef Mimg
Everytime a subfile oomainiug an. mmm mxmm is Qinlaed ‘the TLB* list is
reduced to a TID hst of tuples that laﬂlfy the mm&mm in additiou to
" the previously resolved &ttrtbum. 'Ba mﬁbmm m m attributes: are
linked in su’ccessnon. produdng successivaly. more. m'ﬂb m When: ail the subfiles
have been linked the query is resotved and athe Tm ﬁlt mmmm wbtuplas« The
task of the query evaluator mms; stage of qummmw M thtapthll sequence of
linking to subfiles. Note that thg query evaluator MMMW%kmg -The
~query evaluator only decides on. the nqmnuofliﬁw{a ﬂmmﬂm | is:,thn:wry
resolver that actually performs zhe linking {in them m b’z the query evaluator)
and retrieves the subtuples fmm the subﬁlu. Th;zm ﬂm m treed: to know the
expected cost of lmking m, mbﬁles wjnn daeldiug mm aqaum. An tstimavte of ithe
expected cost of - lmking to subﬂles can bo abtutnd m m P&fm the linking.
In Chapter 4 we descnbe th&funaton uud fnr mm m Tm.ﬁmﬂm tmnshtes
the number of tuple retrlevals tnm the number at pagem mmy wm; the size of

the TID Jist from whlch the unking is perfomud Tlle Slre of the TID list is readily
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available as the product of the joint selectivity of the atiributes resolved so far and the total
" number of subtuples in the subfil (the Jaint seleciviy of & set of gttibutes is obtained by

- expression 361 from the individual mrlm ectivities)... Ahonotethat if no index is

chosen in the first m.gg of query evamtim. ggm sbfile Qf ;he ce is mygnti:l,“y

searched (which Is tanumoum w0 namg t0,the subflle xmm 2 TID gt cmmninz =“ the
 TIDs of the subtuples in the subfil).

. The ctiterion for opttmlution in tbh m(t of Query qvahmion Is the minimization

of the total number of page accesses when k the qmrg Depmdlag on the sequence

chosen in this stage, the method of a qvery may be ugun;al o, hghly nonoptimal. Therefore

it is important that the query evalutor use & Wyeulumgg

Y. wmch ,gu;nntees tha_t

the sequence chosen is close o optimal for mos of the queries evaluated. As we mentioned

before, exhaustive enumeration of all k! possible subfile sequencqs (whcte k_ is the number
of subfiles containing unremtved selection meum) is out of the qumion beause cost

estimating all of the sequenee:i; mmpunqu table Due to. the hrge search space

(of possible ,seque’ncesv):md the numgrous pamm;m thgt have to be gpns;dergd in choosing a
‘ seqqgh__ce._ {inding‘ the optimal subfile sequence is a difficult task. However, we may
qualitatively arrive at desirable sequences by q;queﬂng the Eoﬂowingcmeﬂa when dec_idiﬁg
on the subfile sequence I Spbfiﬁles{,that can bévg theiruhalon gttribgges Argso\lved ugithout
i‘hcurring too rﬁany page ;ccé;ses_ shouldbe Iinkeg prior eo Iinklng,tp subfiles 'th'at incur
many page ac;:esse& ‘That Is, at each step wheu a subﬁle h to be Iinked the'qu'ery resolver

‘should link to the subme that mults in the smalm numbcr of page accesses Equwalently.

this means llnking to the subfile wlth the hrgest blocklng factor (number of tuples per page),

since the subfile with the largest blocking factor will resukt in the fewest pages accessed. (To
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see this, we refer the. mdmr to:the discyssian m‘ the gage access finction pmemd in Chapter

4 and exprcssion 4.21b. In this expaaeslm for Tixed .;M ﬂxed r A(n.b,r) monotomcally '
decreases as b .imteascs,) 2 The subfjle Mmm the ﬂm myu, of the resolved
attributes.become highest {moss seectve) should b limked firw. Th

selectivity of the unresolved selection imMMﬂf m mm
 highest joint selectivity (je. the subfile that reduces the TTI) Hst th pest) to be linked next

htghat early as possible,

1 the subfile with the

In this manner, the .uverili})mntt sebct;vmwmmdm becos

be incurred as the query. mphm' goes to the mst of Mmﬁ'ﬁod "The above two criteria

can be confhctmg requirernems "A subfile may have Jow bloeﬁlﬁg fscmr ‘but iiigh pim

Vet R L R

selectivity for unresolved sehction atmhucés, while ; e ’ﬁan farge biociing

factor but low joint selectlvity T

d five query evaluation itrategies

Based upon the above criteria, we have develo;

(heunstlcs) for choosiﬂg the subffle m& Bden M s bkied upon ‘oné of the above

~ criteria_or uses a function of both criteria to nﬂi me ia me sequem!ﬂ order
Needless to say, we do not expect that any single strategy wold be able to find the optimal

sequence for all queries made to a database which is partitioried in any manner. However,

 we require that the sequence chowen by a.godd stratagy never 1o be fer from the optimal
sequence. In order to comgare the different strategiés which we pressnt, we have conducted a
set of exPerim_.ent;. on each Of ﬁlﬁ ltfimm. mm o dmme t0. Whﬁ degr e
determined strategies are MQ and to what mm&'ymymetm g;arpbsé of query
‘evaluat.ion.' we have also applied the set of mem (mother "contral” strategies, é’hd

compared the resuits with the results.of the ﬁvg mmm Theﬂve mmsm considered are:
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.Leas't Page Access (LPA) - ln' this stntegy. the subﬂle that resuks ln the Ieast number of

o page accesses Is linked That is. when there are a number of submes containing

- (b)

unresolved attrlbutes, the query evaluawr choous to Hﬂk l:o the wbﬂle that. would result
in the least number of page accesses. TM: is in acoordence vmh the first of the two
orderlng criteria’ dlscuned above lmuitlvdy. mlklng the ﬂm few submes wlll result in

not too many page accesses. and as the subﬁles that lncur many page accesses are linked

.rurther on, the joint selectlvity of the attributes resolved so far will be sufﬂclently high

~such that not too many page acoesses will be mede to ruolve the remainlng attrlbutes

As mentloned above, thh strategy amounts to sequenclng the subﬂles accordmg to

decreasing blocklng factor.

Least Page Access by Pairs (LPAP) - In this strategy, the query evaluator looks at all

ordered "pairs of subfiles. For each palf, the query evatutwr computes the cost of linking

to the first subme of the palr nnd adds to u the cost of subuquenﬂy linking to the second

' subﬂle The computed cost for all the palrs Is compared and the query evaluator selects

_ the pair with the least cost to be the next two subfiles that are linked in the method

Note that when the query evaluator computes the cost of each ordered pair of subfiles,
the second subfile will be linked from'a subset of the TID Hst from which the first subfile
is lfnked. - This ls,bmuse‘tﬂer.ﬁ_ntlog"w theﬂntmbﬂfe. the ‘TIDs of subtuples that did
not satisfy the selection attributes in the first subftle are pruned .from the TID list.
Thereafter, the query: evaluatorre&ppﬂutluLPA?mugy to ‘th/eir‘emaining subfiles to
select the next two sub_ﬁlec that are to be linked in themethod -The ‘i'eapplicatlon is

reoeated until ail the subflles have been:sequenced.. Everytime a pair of subfiles is
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selected the TID M iamd%nm mmm of- m tlllt Madﬁition satisfy the _

- selectlon attributes. of the pan- omm m

_(C)

(d)

“The LPAP strmgy i W o m LPA w Aa t!m the criterion for

sequencing is the mﬁwm mmwm ittwo subfﬂes at

a time and also comideum jein: mammm attributes of the

first subfile in cheosing: the subfile pur m m my il always result in
better methods compared to the methds dm by the LPA stuwgy Observe that if

there areoaiy twmﬂesm: mwmwummmecrqm

eva luauon then this stw witl find the mm

Highest Subfile Selecuvity (HSS) - ln this w wbﬁles are nequenced accordlng to

FUER O SR N O SR e 8 G TERY S
their resolvtng power The subme mm anmo!ved selection attributes with
e rRUERE Rte i vt NRREE A B el

highest joint selectivity Is chosen to be linked first, and the suiame with' the second

R T wpoE G bRy TR R el B

h:ghest Joint seleetivity is linked second etc. This is in ecoordance “with thc second

.ordering criterio_n discussed above. The lden here is eo reduge the sl:,e of the ‘_TlD list as

fast as pqssibie.

Highest Selectivity and Least Bagu(HSLP)- Itis mnbhmudnr the subfiles both

according to the jaint.selectivity. of the selaction attributes and: according (e .the number

| of pages accessed when ;—iinkhg‘,to them. The previous stratagies chose one or the other

~according to the (incre

' as-the_:o,rdering_, eriterh; This metegymihem criteria bymderhg the subfiles

the number of page accesses incurred in linking nmenbﬁla the subfile with the least

product is selected and the strategy is reapplied to the remmmg subfiles. Everytime the
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(e)

strategy is applied to the subfiles, the subflle with the Jeast peoduct 15 selected and the

number of subfiles that are to be sequenw is reduced by one.  This strategy s based

“upon_the assumption that considering both, criteria will result in & superior method :

compared to a method that is found using a single criietm No&e that in. this strategy,
everytime a subfile is chosen, the TID Mst is reduced to tei‘lect the resoiution of the

attributes in the newly chosen_ subfile (ie. the joint. teieqtivrit; of attribupes resolved so far

is multiplied by the niectivitie: of sehction attributes in the cimen subfile). Thereafter,
when choosing among the. remaining subfiles, the number of page ecqesm incurred in

linking_to a subfile is computed from this .t:eduped TID ;iist. v

Highest Selectivity and Least Pages by Pairs (Hs'uip'):-"rhis strategy s like the Highest

Selectivity and Least- ‘Pages strategy exmpt that all ordered pairs of subi‘iies are compared

| together For each pair. the number of page accesses (eomputed in the same way as in

the LPAP: strategy) is muitiplied by the joint rewiving power of aii the selection

attributes in the pair of subfiles. ' The pair with the smallest product is chqsen, The

strategy is then applied to the remaining subfiles. Compared to the HSLP strategy this
strategy performs a search of depth two and heme ‘wi‘ilrrelult' in superior methods than

those found by the HSLP strategy.

We have corrducted a number of experiments on the above five subfile sequencing

strategies The experiments varied over two dii‘ferent sets of query usage patterns, two

partmons three sets oi‘ attribute iengths. nnd three sets of lttribute selectivities. The results

" given in the table below are the average for each strategy’s performance. The two strategies

Exhaust and Random are "control” strategies' against which the other strategies are to be
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compared. The Exbaust striiegy "ﬂudls the optimal sequence of &m by exhaustively
'enumeratlng all sequences, and selecting the sequence which' mm tn the least processing cost
for the query.” The Random stratcgy ‘finds a sequence or the mbﬁbs by mdomly choosing
one of the possible subfile m in whit m wa mmy The first row of
Table 1 is the ratio of the avmage page accesses for ach mmgy wtth r(spect to the page
accesses of the Exhau&t strategy The second row k the' utlo with tespect to the Random
strategy (for the same set of expertments) - e |

The performme of the Least Page Am by hm“ umqu was very close to the
optimal perrormance By the performame of a mugy m mu tht mst of amwering the
queries in the usage pattem when each query s evaW acqordtng to the strategy. The
. Least Page Access strategy also compares favomb!y to the other mm The performance
of the strategles that considered the joint selecttvlty were not as gaod as the LPAP strategy.

Even the LPA strategy. Awhich only conslders the numlm of page m p«formed better

.10 1425 1103 1004 1288 1246  1.055

0701 10 0773 0704 0903 0875 0740

Table 1 The results of dtm;reht query eVak:itiott strategies. -
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t.han. the HSLP strategy that considered both the page lcecsm an_gl:‘thjcﬁ selqct_lvitf. . We
ﬁttribute. thl's'par.tly to_.'the. fact that after the ﬁrst' mbme has been linked, .the joint selectivity
of t’h@".'fesolVedj:mibtnes has become hlgh"'enuﬁgﬁ"’ 5o that the second Sljlbfih incurs
comparatively fewer page accesses than the first-subfile. Thus it becemes important that the
first subfile incur as few page accesses as ptns!b't AR

The LPAP strategy is very close to optimat and maybe considered. as the choice
for a query evaluator in a partitioned ﬁubﬂémﬂmmtmmer in our work, we have
choseri the LPA strategy because of the following reasons. I- The LPA strategy Is
neaﬁop_tlmal. -2~ Fhe LPA 'stritegy is compuudmlly ‘efficient compared to all the other

strategies. Since the number of pages accessed In lhkh\gfma TID list to a. subfile is

inversely propomoml to !he wbﬂh'iblocklngﬁm (agiitn, refer to’ Section 42 and
expression 4.2.I.Ib). a query evaluator based on the LPA strategy Inlt'iallyl has to order all the
subfiles of a partition acooréing to decreasing blocking factor. For each partition, the subfiles
of the: p‘a.rlti.eion need to be ordered orily once. Théreafter when evaluating a query, th'e'query
’evaluatﬁr sequences ‘the 8&5?“!3-"!‘& contain unresolved sefection a&fibuyés in actordaqée
.with the precomputed nquemebued uponthe sabffle blocking factor.

| The figures of Table | are performance averages over different qﬁ?rles, Apartitions, -
attribute lengths, and attribite selectivities. Oﬂﬂou‘ﬁy. some str’itegles perform better than
others-for certain queries and partitions. It‘was ebserved that in general, as tt_ue.number of
:.uttributes in the seleétion coy'npﬁnents' of queries increases, the performance of each strategy
deteriorates with respect to the Exhaustwst‘ntegyi. with the strategies that con_‘sider‘ onl} a
single subfile (the Li’A, HSS, aﬁd-HSLP strategies) vde.terlbrnting the most.. Also, it was

observed that the larger’ the number of subfiles in the partition, the less qpﬁmal the
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- performance of the various sirstagies.

The above‘ dis;uésloﬁ concerned conj:mugqgmm For ."d’ujuncuu ‘queries, the
quiery evaluation strategy wied t very, saiar fn the strabegy: wand (or. onjunctive queries.. If
the indexed selection attributes are highly selactive, Ang i.the wbfjle containing the indexed
selection. attributes also.contain. unindexed aleckion m m mm&eﬁhood this
subfile will be searched in.its. Wﬁﬂm

avoided. Otherwise, the full. set.of applicsbla.d
unresolved selection attributes are. then. W lcm;ing to the LPA strategy (ie
according to decreasing hlmuag factor). For s M query, the jeint selectivity of the

resolved “attributes. is..co to upuuhn &82 from the individual attribute

selectivities, ‘ ‘
A disjunctive qucty is resqlved MMM 3 th query in the“m -
resolution phase: When 3 TID Hat is ohumd b}ﬂﬂkhﬁ 0.2 qublile; !hﬁmm of the'new
TID list is taken with the.old TID list. The mmlﬂ umwm to
obtain a list of subtuple Tle that do mtssaﬂsfy m Gf m m ressived so far. This
compleménted TID list is used when lnking :to the -next- subfile. in: the method.
Complementing a TID list is accomplished by repeatodly genemating
..‘expr.‘ession'b 322 and checkmg to mthatagmmmm not oo, In the TID “St

, subfile TIDs using

After the query "ahmien phase. the q;m;s methed is pmd to tm query resolver
which actually produces the TID lst qf sebcmd mbtupbs Tbe 'l‘lD list is then used for
Imking to subfiles contaimng projecﬂon attﬂbum, Dependmg on the transiction type. the

query answerer does the following:
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Query - The subfiles containing the projection attributes are imkéd from the TID list
constructed at the query resolution phase. The selected subtuples are retrieved from the

subfl_les. and the values of projection attributes are extracted and returned.

. Update - The selected subtuples are retrieved from ks‘;q.bﬂles containing projection

attributes (as for_ a query), all attribute values to be updated are updated (in primary
memory), and the subtuples are written back in their previous location.  An update
incurs as many page accesses as a query in the resolution phase, and _twlce the number of

page accesses in the answering phasé. If any of the updated attributes are indexed, then

" the affected indices are maintained as appfopﬂate.

Deletion - All co-subtuples of the. selected wp!uﬂi are retrieved, marked deleted, and

“written back in their previous locations. A deletion incurs the same cost as a query in the -

resolution phase, and twice the cost of retrieving all oo-sbb.tuples (ie. the entire tuple) of

_selected tuples in the answering phase. The affected indices are maintained as

appropriate. An overflow garbage collection may ensue if there are too many deleted
. - ] . .

tuples in the file.

An insertion is different from the other transactions. Assuming' that the unused

tuples are uniformly scattered throughout the file, inserting r tuples in the file incurs

twice the number of page accesses required for retrieving r  uniformly distributed
| subtuples from each of the subfiles. This number is computed ‘from the page access
. function of Ghapter 4. -If the unused tuple sots i the file have been exhausted, then the

“excessive inserted tuples are appended to the-end of the file. In this case, the number of
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page accesses incurred for each subfile will be the number of appended subtuples divided

by the blocking factor of the subfile. Indices are maintained xs appropriyte.

‘We note here that the optimal attribute partition is independent of index

maintenance, and the cost of maintaining the indices Ais‘ incurred regardiess of the choice of

partition. Also we have taken the two problems of index selection and attribute partitioning

as ‘sepafate. assuming that the set of indexed attributes is ﬁm Therefore, index

maintenance cost will not enter our objective cost function, and we may eliminate it from

further consideration.

The Parameter Acqumtw monitors the dmbue mamgemem symm and collects

statistics both on the usage pattern and on the mponn of the cmnbue mamgemem system

to the queries. The statistics collected are used to Mmﬂ umm and usage pattern

parameters for the next time interval. A time interval s the time span between two

consecutive repartitioning points. The forecasted pam will be used by the file cost
estimator and the attribute p:mﬁmﬁog heuristics at MWM point mrung the end
of the time -imerval. Monioring the database management system is a real time activity;, it
has to be performed while the Mbase management systern’ pm transactions. For this
reason, only those statistics that can be mwd;upmd Mbe wﬂaeeed Also, the
statistics collected must be succirct and r!qﬁre tittle storage for thetr preservation. The

~ statistics collected for the purpose of attribute partitioning fall inte four general classes:
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Database Usage Statistics - For-eath query. made to the daubue. the type of the bquery is

.. stored in a table of query types. The tyyc of 3 query h the set of attrlbutes in the

nent and a flag

indicating whether the query is conjunctm, or disjunctive. Consequently, all queries with
the ‘samie attributes (but with possibly distindt dtribite Vakies in"the equality condition
predicate) are clustered together In the sate siiry of e table. (A query type may be

encoded as a bit map for the sake of sicciidness) Our simp .

#i that the fraction of

tuples satisfying ah equality condition predicate dépnds only on the selection attributes

and ot on the attribiite’ vahiesiin the séléctiol omponent raked'thil clustering scheme

possible. The number of ‘qoeries that ire chiitered it the query type is re¢orded along

 with the query type In the tablé'entry.

Average Rehtion Slze and Average Blocking Factor The number of tuples in each file
is needed for the purpose of cost analym TM: suthtk: ls commuously updatcd by the

Anumber of tuples inserted or deleted so that lt reﬂecu the lnstamaneous slze of the file.

R P

The blocking factor of the flle (the number of mplesper page) Is also required for cost

~ analysis. The blocking factor at a cemin point in the time interval is the number of

tuples in the file divided by the number of pages in the file at that point in the time
ivl-mt'erval. - The vpumber of pages in the »myekig ako up@iatojt_l_cpminuously as pages are

a"ocated for mserted tuples or as ‘pagu are released mer garbage collection, so that it

' reﬂects the true state of the databgse Stnce tup!a wm be cont!nuously inserted and

deleted, while some tuples will be temponruy ummd (umll a tuple is inserted -in place of

a deleted tu.ple. or until the next overflow garbage collection occurs), a fixed value‘ for the
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factors observed at a number of poir

blocking factor over the time interval-will'st best reflect an :itimé;! of the true biocking

factor. The average blocking factor parameter is obtained by avcragtng the blocking

Attribute Selectivity Statistics - This mx is the fraction of tuples that. ;;,ha’ve
historically satisfied an equality cmditlm pndhu on_the attribute. _TQ compu{e the
selecti‘\‘vity of an attribuu. the parameter. acqUisiter records the number of _times :the>
attribute occurs in equaltty mndfuon pﬂdiﬂm of gerigs, M fpr mh sut.h _query, the
parameter acquisitor rmds the fncmn (or »n Wum :hereofi of tuples that

satisfied the eqmmy condman, ’I:hc avm ot m , ' 13 m the amlbute

selectlvrty measure. Beiow we describe how the . d‘ Md mpées s dacrmined

- Let @&, be theﬁacﬂmoftnpmmamisfymm&ycmdum predicate

involving the ith attributt and ocmring in the jth qnnry “Fhe mm wm be resolved'
by emver sequenual mrchiv‘j\‘g“ indexmg, ,or Hwking 1f t!:c aaribuu is resolved by_
sequennal searching (ie the wbﬂle eonmmng the attﬂbm h md ln its entlrety)
then c, can be pmcmty cakulated asthe rﬁoeﬂhenumhvd‘mpiu saisfyiwg the

equality condition pred.k:&te n, o the mt m ef wpkd. lflhe ltmbute ts resolved

by indexing, then a TlD ﬁst will be mm M pnm m 'm nlecwd wpleS. and oy is
precisely the ratio of the size of the T1D st to n. If the attribate is resolved by linking,
then o} has to be caleuiated in 2 reducedmphsp;e; and then extxapolated to the entire

Exrbzarhyoodds ey W

spéce This is becamc Hﬂkiﬂg s pa‘form
have been identified befmmné in order to get a iumm nduted ‘set of - tuples that

additionally satisfy the predicate. Depending on whether query | Is conjunctive or
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‘disjyn(:the. the estimation of @ will be done as follow:.

- (a) Suppose the equality condition appears in a oonjunctlon of L equality conditions of
the form: = | - A o
CEACA .. A
where C; is an equality condition invomng ittribute o (The order of the equality
conditions above reflects the order the pndkam are sequenced In the querys method.)
_ Let no be the total numbef oftupm in the rehtton lnd lat n be the number of tuples
that samfy C. A c, A oo A ci (Non thn thm mm\bm are md!ly avaihble from the
O T R TSI SERNE 3 (15D
query processor whm it reaolves the tmmctbn.) c, for query j can then be

approximated as:

Oy = ominy

(b) Suppose the equality condmon appnn in a disjunaton of L equality condltlons of

the form
QV%rwviuﬂ
where. C ' 'ls'.‘;n_f equality condition involving mﬁma, ., (Thoaordgr of the equality
| fcondmm..above nﬂocu thelord'lr NMW;NwW in the query’s method.)
Let ng be the total number of.tuples in the relation, and-let n; be the number of tuples
that satisfy -G, A "Cz A e ACp A Gy, v:~(mm'.¢xm: mm; are readily .available

- from the query processor) The fraction of tuples sisfying G, of query. j can then bo

approximated as:
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oy g < “ﬂa)

The attribute selectivity s; for attribute s may now be computed

as the average of

o, forall j¢Q:

| S
5 =—2Z})eQ?
" T

. b SR FpRE T i

.Where Q is the set of qucrles mnde to the daubue during the prevlous tlme interval

%*»u B2 I‘:\‘z"‘;" 184 !aw,wﬁ*'&

By averagmg the fnctkm of tuples utlsfylng the actual eccurmcu of an attrtbute in the

R %
',{,Cm,m 2 -v.,)'t CE

.quenes. we have taken im conudemion both o&m tn the dmﬂbwon of attrtbute

T T e s-.u;ﬂ»«*; g %g;{@m &*'ﬁi

values (for the attrlbute) in the file as well as skwm in the dumlmtlon of attribute

value occurences in querm o

" The selectwity of an auﬂbme should change lf cither the distribution of its values in
the file changes or if the values in the equauty mdm prediates ef quertes involvmg
the attribute change Stnce the above changes ocour when mphs are lmerted deteted or
updated and also as the database usage pattem evolves. the mrlbute sekctivlty measures
need to be comtnuous!y updated to reﬂect mc mmt and morc accurate information

mmﬂag average of
each attribute selecnmy a8 the frmm of mpla uaumng an eqmmy condmon-

ik

The atmbm sclectivitrmm is th up to dim Ir/ _

pred:cate on the auﬂbm ﬁcﬂmﬁﬂd in the' psm of query resolition

. £very time a
search is done on an’ tttﬂbo!eofl fﬂe(or mbﬁh).ﬂw ml ad!!ttiﬂty is updlted by
the weighted average of thc oid sehctivity and the fmcﬂun Of the wpks selected in the

search.

_After the individual attribute selectivities have been obtained, the Joint conjunctive
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@3s6.1) . n,

6: '&i_sjuncti\}e attribute selectlvltlgs may be computed from them.. Qur assumption of
inq_ependence- amor;g attribute value occurenoes in tuples leads us to simple formulas for
the jolnt.selecti;ritles. The expected fnctl’onbo:f tuples that ;atlsfy a cdnjunction of
equality condltion_; simultaneously is equal to the product of the individual expected
fractions that satisfy each equality condition. The joint conjqnct!ve selectivity of a set of

attributes I, each with selectivity s; is:

s
T

Similarly, the expected fraction of tuples that .satlsy_av disjl.@hct@on of equality conditions
simultaneously is the complement of the fraction expected not ‘to satisfy any of the
equality - conditions in the disjunction. The joint di;)unctlvg selectivity for a set of

attributes I, each with selectivity s; is:

(36.2) 1 "“m“ - 5)

T he last: statistical information needed is. the,parfnrmancg cost of the partitiohed database
in the current time interval. This is the cost (in terms of the number of page accesses)
incurred when the database mana’gement system answcfs all the qu_eries in the usage

pattern. This statistic is the sum total of the number of page accesses made in answering

| queries since the last repartitioning point. The parameter acquisitor upda-te's‘ this figure

everytime a query is made to the database. This statistic is used to determine the extent
to which the partitioned database performance cost comes close to the performance cost

that had been estimated at the previdus repartitioning point. If the partitioned database
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performance cost is not wtth a mmbk distance from the performance cost that was

forecasted for it, then it may be comhded thit the current uuge pattem no Ionger
reflects the forecasted usage pattern and that the current attribute pamnon is no longer
suitable. If the database performance s diagnossd s such, then a repartitioning of the

database may be initiated.

When fepartitioning is Itnttmed ata repnmhgpotm, tﬁ parameter acguisitor
takes -the statistics collected in the time interval m‘m fast repartitioning point (and aiso
the statistics collected during previous time intervak) and forecasts parameters for the time
interval up to the next‘ repartitioning point. Sﬁdﬁuﬂy the parameter acquisitor forecasts
the following parameters. |
(a) The frequency of occurence of each query type.

(b)  The size of the relation and the average blocking factor.
| ()  The average uiectlvity of each attribme |

A thorough discusston of the expenenual amoothmg forecasting techmque that
should be used for the purpose of predicting the above set of parameters appears in [15] and
(7} we will .o‘nly give an cutline here Intuitively, exponential sinoothing uses a weighted
moving average that is based on two sources of evidence: the most recent observation and
the forecast made previoux«ly The new forecast s aqull to a pemenuge (known as the
smoothing constant) of the recent observation plus the complement percentage of the previous
forecast. Exponential smoothing has a number of advantages including simplicity of
c;rﬁputation, minimal storage requirements, adjustability for res‘pons!véness. and
generalizability to account for trends. A varjant of ewﬂ smoothing known as adaptive
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. forecasting may also be used. This technique takes trends in the parameters into account, It
isan efﬁclem ‘technlque and more i'euable th&n exponmual smoothing, and may be preferred

to simple exponentm smoothlng m Some cases. For 2 thorougt

_discussion of the different

forecasting technlques the mder Is referred w the mo wprks above.

' 7. __ Repartitioning Points

Ryl

Dafabas‘e 'repartitlonlng points may be determined in several evays. Repartitlonlhg
may either be initiated by the database administrator whenever the database administrator
deems'ﬁecessary. or may be initiated by the parameter acquisitor. One way to have the
paratr;eter acquisitor itself initiate repartmomng is to require it to prepare at each
-repartltioqing point a forecast of the usage pattern and the database parameters for a‘n‘
number 'df pe'flodic cﬁeekpoinu into the future. For each checkpoint, the performance cost of
 the. partitioned database is forecasted. During the course of monitoring the database
ma negement 'system and the performance of the partitioned database, whenever a checkpoint

is reached, the perameter acquisitor compares the observed performance'cost with the
performance cost forecasted at the previous repartitioning point for that checkpoint. If the
observed-éerformance. is inferior to the forecasted performance by a margin that is not
acceptable, the parameter acquisitor mey conclude that the current partition is no longer
suitable for the current usage pattern and should then initiate _repaftitioning. ~ When
repartitioﬁing "Is initiated, forecasts of the usage patteret .and database parameters are
prepared for a number of periodic checkpoints into the future. (Fiﬁdiﬂg the optimal set of

checkpoints is itself another database optimization problem We refer the reader to a brief
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discussion of the prablmn of apeiml determmm of . repamuunhg points presemed in
Section 7.1.) The attribute pamtimmg heumtics are then invoked wﬂad a:suitable partition
that is optimal or near-optimtl for the forecasted uuge pmcm I the proposed partmon is
different from the curtent partition, the current attribute pmm l&thomst estlmated for
the forecasted usage pattern. If the cost of the pmpoml p&ﬂm s lea than the cost of the

current partmon by a. mavgm that justifies repu'tﬁum the Nplfﬂthutng of the database

is carried out.
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CHAPTER ¢

COST ANALYSIS AND THE FILE 008T ESTIMATOR

B

In t’hls chapter we wlll malyze the cost ‘of reeolvlng lnd emwerlng a query made to

| the database and descrlbe how the file cost estlmator derives the eotal system performance cost
._for a given partltion and a set of querles (Henceforth we wm use the term partmon
performance cost to mean the performanee cost of the kdatabase mamgement system
partmoned in a specified "'wey. in respuue to the querkes n the unge pattern Also, we will
use the term’ eva!uaung a partRion to mean the derivation of the pamtion s performance cost

by the ﬁle cost esmmuar) Each of the attribute P‘ e

the file cost esttmator to evaluate partitions they propose. “Thereafter, they sefect the partmon.

with the best evaluation and based on it propose another set o!' partitlons Each proposed
partition is cost evalitated by the me cost estlﬁutor and-the partttion with the best evaluatlon
is selected. This process of deriving a set of part‘ltlom and selectlng the best partition is then
reoeated. By this process, the heuristics try topropose partitions that result in ‘s'occesslvely
better evaluations. So in & sense, the file cost estimator may be viewed as oor. objective cost
function, which the heuristics proceed to m!nimizeby proposingbefterand better partitions.

| We will assume throughout that internal prooe:sing costs (CPU costs) are
insignificant ‘anrl the pe‘r‘forma'nce of the database mntgementsystem we model'is bounded
by input/output operations (page read and wrltes)and hence that page accessing cost

dominates all internal processing costs. Internal processing costs include the costs of query
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evaluation (assumed to be negﬂgtbli‘) and of abumm; intersections and -unions of TID lists

in qgery reso,lu}non We apume that. fqemiggm mlarpetic of T lists can be |

entirely done in primary memory and 5o does: not.incur any page access tostorage devices.

Accessmg the index of an-attribute and retrieving the TID list of:the. tndex, do- lncur page

accesses. Therefore we. tndude tbesecom in Mﬂn' mrtition’s performan

We do not consider data storage cosis in the partit mnm This is becayse

|f page breakage at the end of a subfile b W the amount of storsge required by every
attribute partition of a file is the same. Nommrhw mmumwmeﬁomg& area
required for that file will be the same as that for the one-file m an insignificant

number of pages due to page breakage. Whenupammg an agtribute partition, for gach

LR

subfile at most one page canrmm tmﬂiled. the change in stomge: requirement from one

.pxartitiqn to another cannot exceed the maximusm number of subfiles 4n the. two Pﬂwm
Since this ﬁgure is '-usuaﬂy insignificant cempmd:tqehemi m,eﬁ,mmereqwmﬁw

vvvvv

contlderation in the evaluatlon of a pamtion L :

Based ‘upon the above assumpﬁon& ghe perfmm cost of a pumtton Will be the ‘.
cost of aCCessmg the subfiles in order to answer the queries u; the W pm Siace page
access cost is proportional to the number of page accesses, our mt, awm will solely be
concerned with the number of page accesjses_tngurged,{li\qiamwem;@ query. Before we
discuss the file coet esé!metor.»we give the page access analysis for. each of ﬂn sequential

search, linking, and indexing -access paths.
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L__S.wmuLMh

"If a query’s method does not specify any index to be searched (this happens if none
of the query’s selection attributes are indexed or If thc query evaluator deems thc indices
useless for resolving the query), then the first lubﬂb of the mlthod ms to be sequentially
searched in its entirety (the rest of tbe wbmu will be sanhed uslng links) ln a sequentlal
search, all the pages of the subfile are retrkved and their mbtuplel are matched against the
attribute value specmed in the query selection pred!atu. and the TIDs of qualifying
subtuples are stored in a TID list. If F, is the subfile that is belng sequenmlly searched, n
the Aumber of tuples in the subfile, and b, the blocklng factor for F;. then .the number of

page accesses will be equal to the number of pnges in the subfile:
Info;]
. The blocking factor b; is equal to the ;ym page size S_?dlﬂd,eq!, by the l_en‘gth of the

'su'btuple. If A; is the set of attributes in subﬂle‘ F‘,' , and I} the length of attr'i.bute' 8; then:

LSIE. ah

2. Tuple Retrieval Us

Assume that we have a list of TIDs poirlttog to the subtuples of a subfile. We want
B to comr:ute the number of page accesses incurred in retrleving the subtuples with TIDs in the
list (Such a TID list might have been obtained either by a uquentlal search ona subfile by
following a previous link to another subﬁle. by indexlng on _an _attrlbute. or by forming the

intersection or union of TID lists obtained in any of the previous ways) In -any case, an
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estimate o,.f the number of TIDs in the list (which is equal to the numberof 'k‘tuple: to which
they point) is readily avethole-‘frorn the ‘ joint seler:tmty of the auributesthat have been
resolved so far, whose resotutton has resulted in thia 'Tin Ut If s is the joint (conjunctive
or dlSjllnctiVe. dependlng on whether the query ls oon)nmuve or dhlunctlve) selecttvity of all

“,.x}

A attributes that have been considered !n the creetton of the T!D list, and lf n. Is the number

e B kR A sy 4 ERRLS

of tuples in the subfﬂe, then the Iength of the TID list is tg?roxlmwed by san.

¥ ;H )

Our cost criterion for performance optimmuon is tbe number o!‘ page accesses: ln a

Eate SE 4‘ imr&@

paged memory environment in whlch tupht !re blocked mggther ig eages, we have to

o H ‘_sr . e ol

translate the expected number of tuple acoesaes m the expected number of page accesses. The

L ».z»,_m.-«

expected number of pages to be accessed is always less t!un or equ:: 50{ the !rumber of tuples~
to be accessed because two or more tuples may reside on the nme paga In our model of the
database management system ﬁnding the expmd nﬂmber of page accesses ls rehtively easy’
‘because of the foﬂowing propemes wm hold a1 muk‘ of the awwm we have made

about our file and index models.

1= The TID list is ordered.  Whether the TID st s W*byvae‘querttial“.searcmng.
linking, or tndexmg it is ordered (l.e. sorted m fncreasing .arvdecmﬂng ‘value) and
_subsequent intersections and MMM’tM! m. &WYW the TID
list assures that each page of a subﬂleiszm at moet‘ Once '(:tnce' the tuples are
retrieved in the sequence thq m&ﬁe in the whﬂle This pmpeﬂy Ilso eitmtnates the
need for large buffer areas in pﬂmry memory to m Woutput cpentimS.

since at any instance, at most one page will-be in’ prmry umy.)

2= The TID list is not redundant; te, no TID appeirs more than once in the list.
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3 The TIDs are dtstrlbuted uniformly over the TID space. This property is assured by
our assumptlon in Section 34 of lﬂdepmm among the occurence of attribute values
in tuples Hence all TIDs appear with equl! problbiltty in_the TID list, and the tuples

-they point to-are scattered uniformly throughout the subfife.-

These three properties of our model of tuple access mku,.the transla:liﬂ!' of the
. "number of tuple accesses to page accesses. l'ehttvely mle. BIM upon these three
_ Apropertles. Yue and Wong [40] have dermd,the number nfme accesses from the number

' of tuple accesses in terms of the recurrence relation £.21,
(4.2.1.8) . Alng@) =0
' ' C b n
(4.2.1.b) _ A(nbr+l) = M"'b"); 0:;

In the above formula, Alnb,) is the expected number ot‘pages accessed from a file (subfile)
.with n tu’ples‘ (subtuples) and b tuples (mbtuplu) per pugewhen retrlertng r tupies
" (subtuples). (Note that r=s+n in the cost analysis above) The computatton of 421
involves on the order of r multipllattons and r divmom. md is therefore quite expenslVe
to compute. By the technique of generating functlons. we have solved the recurrence relation

4.21 and have obtalned the closed form solution 4. 22 for the mlmber of page accesses.
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(@.22) | Aln,b,r) = ;[r-

The above formulation has the advanuge over the recurrence nhtlon that it can be
computed more efﬁdenﬂ'y VY 6mﬁed eferﬁmﬁfof thie formulation 4’22 (heruﬂer called the
in Appeﬂdtfi“rm “¥Waters [98) md Yio (37] have also

ipage dccas Kinction GRig the hypergeomemc distribution of
probability theory) The formulation 422 ﬂio admits of a simpic interprétation. For an

Gy

page access mﬁdioﬁ)*mi,'bge

ihd"epéndenﬁy‘ arrfved at t

arbitrary page in the file, the p'rbbability that !t aw{mmm uuy of the r selectédwp‘es

is the number of ways of chooslng b tuples from n=r tuples, divided by the number of

g EiAe
at«ff,"- )

ways of choosing b tuples from n tuples ‘Hence the ’ m!mber of page accesses will

be the number of pages (n/b) times the canpm af the :hove ﬁtoblbmty

During the course of attrlbute pmmanmg the am‘m parmmmg heuristics
repeatedly cal| upon the flle cost estimatm’ to evahute plrtmom Every mne the flle cost '
estimator ev;!uates a panmpn. it has to esﬂmu the couotmmrmachof the query types
in‘ the tabl_e of ‘qu—ery.' types E:timating thecoatoflmmﬂn!uﬁch query !ype ‘isn‘v,,olve‘,s

compu’ting the number of page accesses incurred tn g:h of the suhfiles that A

s

contains an attrlbute in the selection or projection components of the query type Since for
each such subfile, we have to compute the page access fanction it is ‘important that the page
access function be computed as efficiently as possible The ptge access ﬁmction 422, if
expanded, will take on the order of mm(b,r) muktp!iuthm pef eompuntlon Although the

page access function is much more efficient in compumion than the recurrence relation 4.2.! '
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, (smce b is usually much smaller than r), oomputlng the me access mnctlon in its exact .
form 422 is still too costly for our purposes. lmmd. we use the foilowing approximauon to

the page access function (wgguted by Mkhld Hamer) ln our ﬁle cost estimations:
r
- b iog() - m———) -

: - - al n - (b-1)/2
(4.23) _ - Alnbr) & ;‘[l-g T ]

The approximatlon 423 has prom to- bt very m:. tskhg mly - 5 mmm number of

multipllcations and dlvlsions per computation, md has the advantage of mreme accuracy for

alm everycombimionvf n b,and r (8}

Using the index of an attribute.of va ﬂle (or subfile), in order to retrieve tuples that

have a given value for that attribute, is composed of three steps. The.fir'st step is accessing
the non-leaf pages of the index to get a polmer to the TID Im of tuples with the given
attribute value. The second step consists of retrieving this TID llst The third step is
retrieving the fuplcs, that the TIDs point to by retriéving ‘the'pages they reside in the subfile.
| A detailed auatysis:of*m.xing costs appears #a Chan (7] an@ we will not reproduce it. We
shall only repathere the ﬂn.alrexpnssl,on deﬂvd um “The:average cost of using an index

is:
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Mog S/ﬂ !J ftn + LisdyS]T + Nuaut.}lu;S'! 13 Mh. un)

where n = number of mples in the me

o

" = blocking factor of the !ndexed tttﬂbu&s subfile

L - length of the indexdd stribute

s = selectivity of the indexed atiribute

" u, = average fraction of index nod!plg’e utitization

u = averagefmmdnﬂexh-fpwzmm ipy

S = system page size. |
The three terms of the expresslon are the Wm of mmm :tepa, The
last step of index use, i.e. retrieving the qualifying tuples, actually mrs if this attribute is

ﬁn& m cases, the

. the only ‘one whose index is. used: wwm@t‘m

intersection or the union of the TID lst obmnd ?i'am the second :up of mdextng is taken

ST 0 Nk A R g
Fre q,(.m‘;, R4 :

with other Tm ists before the tuples that a are pm o are retriéa

4. _ File Cost Estim tlon

. rogused.by the partitioning. heuristics
po +comt - of edch

. pm;lmsed partition is tﬁmb‘i mm b apepies **m’m“‘wxm“d

estimatihg the cost’ of answénng each query. (This ubb is pmided» by the parameter
| acquisitor and is a forecast of the dltabase usage pum for the ext tlme !ntuvai) Each
query type in’ the table is passed for evaluation to the query evalemr The query evaluator

uses the Least Page Access mamgy and thereby produces s near opumﬂ method for the
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query. (The Least Page Access strategy, as described in Ser.tiort 3.5. sequences the subfiles that 4
are to be linked nccording to decreasing tuhfiie biocking facwr) o

The file cost estimator receives the metitod for the query If any index is specified to
be accessed by the method the fiie cost estimator uses the oost expression for Index use to
'compute the cost of accessing the indioes If no. index is specified by the querys method the
i‘irst subfiie in the method has to be sequentillly surched and the cost of the search is the‘
number’ of pages in the subfiie. -(The reason that the first subfile ‘must be sequentially
searched is ‘that initialiy there is no TlD Iist on hand that would restrict the search to [certain
pages of the subfile Sequemial seurttiing mty be viewed u 2 iimiting i‘orm of linking, where -
each page of the subfiie has to be retrievod.) , ln either case, ie. if indices are used or the
subfile s sequentially searched the joint sehctivity of the attributes resolved so far can be
readily computed i‘rom expressions. 3.6 11362 depending on whether the query is conjunctive.
. or disjunctive (The set of attributes i in 361 atid 862 is tite set of attributes resolved so
far.) The remaining subt‘iies of the method are sequenoed and are to be Iinked in the
sequence specified by the method. Using the approximation to the page aocess function, the |
file cost estimator computes the cost of accessing the ﬁrst of these subfiies (Observe that r,
the number of tuples to be retrieved, equals the produd of tlte joint selectivity of attributes
resolved so far and the mimber of tuples in the subi‘ile vn).k The access cost estimated i‘or_ this
subfile is then added._i.to the cost of'indexittglseqtlenthl tearc_hing. The file cost estimator
then derives the new' joint seiecti\rity i‘igtire by inciudingtheoid Joint selectivity figure and
the seiectitvities of all the attributes resoi_ved 'itt thisstep of thc method in ex‘pression 3.6.1[3;6.2.
The .cost of linking to the "remaining subfiies of the methodinthe sequence soeeified is then

computed for each successive subfile in the same way. The cost of accessing each subfile is
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added to the accumumed eost, and the joint Mmy is updlud according to the
selectivities of the newly resohted atmbutu Whea m mn mtm ln the method the file
cost estimator will have computed the cost of reso!ving tﬁhe query &nd also the joint selectivnty
of the query (and hence the number of mﬂu selected by the qwry). The fﬂe cost esumator
then computes. the cost of answeﬂng the query. U:tng the lppmkmﬁon to the page access
function and the emmate of the number oftuplu M m sem by tfhe query. the file cost
estimator estimates the number of pages that nnd to be retriﬂd from each wbﬂle that
contains any of the projection uttribute& The oniy wbﬁle cmnm a projection attrlbute
that does not incur p,agt retrievals in the answering phue is the lnt wbme m the method of
‘the query. .This' is because the projectionmﬂl;um in this thanbe retrieved as the
selection attributes 'of this iubme are being resoived The costawwhted ln the fesd#fng
and answering phases is then summed to give the cost uﬂnme fst the query A querys cost
estimate’is then multiplied by the frequency of the qmry type to gat the total cost estlmate for
that query type. Finally, the sum of these weighud qmry cost estimtes is the performance
cost of the partition (in the context of the forecasted nage plttem) v | |

The file cost estimator is ca“ed repettediy in the process of attribute partltioning 1t
is imperatlve that the file cost emmator be imphnmmd emchntly Nom t!ut by clustering
all queries with the same type into one entry of the query type table, we e have already reduced
the totahty of the queries in the usage pamm mo a uhﬁn!y mﬂa’ llt of query types
Hence, the number of the Iterltkms required by the file cost eltimtmr bts a!ready been
reduced AIthough f’urtber clumﬂng measures ltke the mum md clmtering schemc
of Belford [5] could be empbyed to stili redum the number of qm'y typcs. the degree of

query clustering we have employed has proven mmchnt for our pmposu. Tests show that
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the file cost estimator (as programmed in the progn‘ languagc MDL [26] on a PDP-10)

takes somewhat less than a second of prooeulng tlme to estimate the. cost. of a set of 100‘
conjunctlve and disjunctive query types. Furthermore, when queries are addltlonally
clustered correlation lnformatlon ebout attrlblm oncurenm ln querles will be tnevltably lost,
and. estlmates based on clustered querles will be - less relhble Therefore further query

clustering is not advisable.

6. Repartitioning ngg

- The cost of repartitioning_the attribute partition s computed as follows: If at a
repartltioning«, polnt_. the new part,ltlonhas subflles Fios woes s Fi ln common with ,the_ old
partition, then only subfiles F " ......',.F., - luye to be retrleved.,reorgqnlzed, and written back
on secondary storage. The total page accesses required to do this will be twice the number of

pages in each subl‘lle:‘

LR LU
The above cost is based on repartltldnlng' alt the subfiles F, ..., F, simultaneously. Le., the
pages of each subl’ile are read in sequence along with the pages of the other subfiles, the
attribute- values are then transferred from one subfile to another, and’ flnally the pages are
written back onto secondary storage Each page of a subfile is thus accessed only twice, once
for reading and once for wrltlng.

| At each repartitioning point, the perforrmnce cost ol’ the partltlon proposed by the
partitlonlng heurlstlcs for the next tlme interval has already been computed The

' -performance cost for the current file partition for the hext time period is then computed. The
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two are compared and if the proposed partition offers a performance cost reduction greater

than, the cost of repartitioning, then the file should be reorganized according to the proposed

partition.



Chapter 5 _‘ | : S -85 The Attribute Partitioning Heuristics

CHAPTER 5

THE ATTRIBUTE PARTITIONING HEURISTICS

In this chipter we present a number of heuristics for par’titiorring the attributes of a
file. Each attribute mmhmukﬁmm:ﬁpphdpiﬂm and vderiVeS from it
a superior partition (1 the heuristic is not able to imprave on the supplied partition, the
heuristic wiil terminate and retum the mppiied partition as its resuit) Therefore it is
possibie to apply the attribute partitioning heuristia ih sucoession with each heuristic
starting with the resultmt partition of the preeeding one and producing a partition that is as
good as the preceding partition We say that a heuristic is reievant to a partition if its
application will result in an improved partition '

" We have performed a number of experiments on the attribute partitioning heuristics

" The'overall results of the experimentation perfoa'med on each heuristic is included in the

discussion of that heuristic. Since our most extensive program of experlmentation was

| applied to our main heuristics. we have devoted Section 7 of the chapter entireiy to a detailed

discussion of that subject. Before we proceed to describe the heuristics. we will first establish
~ the necessary terminology for the subsequent sections. |

Let P be a partition of the set of attributes Ii of a i‘iie into disjoint subsets. Each

spbset of A 'is'te_rmed a blpck of attributes; the ith block of the partitirm is denoted by A;.

A block of attributes may be viewed as a representation of a subifiie;'i.e., when a file is

partitioned according to a given partition P, each block A; of P is directly implemented by
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a subfile with attributes drawn form A;. If M is the number of blocks in the partition, then
Pe{Al.). AinA=¢ forall isj,and VL =A. Thetrivial partition P° has been

defined previously to be the partition where every subfile contains exactly one attribute.

That is, P® = {AD)],, , where AD = {a] .

One way of fmdmg the opttmal partition is to produce au pamttons of the set of
attributes, and evaluate each of them with the ﬂk cost estimatot in order to idcntify the
partition with the best performmce cost. Thts exlmmive enumﬁon approach is not a
viable partmonmg strategy because of the hrge mmber of posﬂbk ways to pamtion a file.
The. number of distinct partlttons of a set of m elemmts into di&jeint mbset! B(m), .is
known as the mth Bell number. Unfortunately thm is no sirnpk expfeaton for B(m) that
we can analyze in order to arrive at its compbxtty Hmver. Moser and Wyman (27}
provide an. asymptotic expansion for the Be%! numbers. This uymptonc expanston is in
terms of the solution to the equatton xe* =m, znd hence is not m clmul form me this
.asymptotlc expanston it is possible to derive the foﬂowing asymptotlc upper and lower

bounds for the Bell numbers [28]'

(5.-1.1) : B(m) = o(m™)

(5.1.2) | | et "™ = o(BUm)) ,. >0

whtn-e ¢ is any non-zero positive real number.. (Themm : Mwaﬁt«mdenam that
liMpyco FM)/g(M) go.) The two usymptattc bounds mwwmmm we see that

the number of partitions of a set of m elements into disjeint subsets asymptotically
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'apprnaches close to m" (or equtvahnﬁy ciontq Z'W)uémsappmcheﬂnﬂnity By
this we mean that ¢ may be umuMnAm as mu,it i; poeiuve. and - B(m) will

always grow faster than m' -9™  Thersfors for aum;m the number of
distinct attribute partitions is prohlhitimwgh to vmgm;ﬂhwﬂlve ,{enumerauon
approach feasioie (for themmlammmtm with any number of
v'a’ttri'b.utes). . As an exampje,a file noumnh‘lo mm ;:be _partitioned into

| B(10) = 115975 _ different partitions. . Apather. iroblem, with the exhauative enumeration
approach is tha.t generating. altthe Blm) ‘mmxhnot an.easy task. A program
written for generating all the partitions..of a. ut of, mih»m (lnd which was!-ueed to
exhaustively find the optimal partmop for a sumber of m@mmmg prebiems wlth ,

not more than 8 attributes) wr«i Wtw that grew.faster than Blm) . .

| The heuristics we have considered in our work and deacribed in sui)sequent sections
iare all stepwise minimizatlon heuristics Stepwise minimiaation ls the process of carrylng out
“an optimization task in a series of steps At each atep a oost criterion is optimized to the
extent possible Each step that follom carries the optimiution still further 'Finally, when no
further optimization can be performed at a step the slepwise minimiutlon process is
- terminated. In the case of the attribute partitiontng heuristics uch heuristic starts from a
'predetermined partttion, and in each :tep tries to come up with a new partition that is an
improvement over the partition of the preceding step By improvement we mean that the

performance cost of the improved partition as evaltrated by the ﬂle cost estimator. is less than
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the performance cost of the previous partition. Once an improved partition is found at a
step, the next. step starts with the newly Wmmd tries to find “a"still better
partition. This process of imcremental improvement is continued usitil N0 pattition may be

eved in ﬁnmr step of the heuristic.
The last panitim is then returned by the: hmmuen ‘the Fesulint partition of the heuristic.
The intermediate partition feind at eich steji of the attribute pmmurg heuristics. will
depend on the partmen of the fast step, thequtﬁfnms.mﬁw qnery ‘types.

At each s_up of the xitribuite 'ptﬂitianmr W _we ‘have constdere&;.' the
iﬁsproved"fhaniﬁt;t\ is obttlmd fmﬁ‘ the ptrtmmﬁfm pmmmpby dﬁnr - grouping
- a number of hloek&ofma ummm wmﬁ ﬁagkbb& or by 2 dégrouping |

we have considered

a block of the previous pam mmwm o

differ from one another in two respects: |- the mﬁbme ptrtmon tlm thcy initially start

R

&,"“"«"‘, i

- with, and’ 2- the mannerbmulthhchm( ﬁ&tﬁm

| In our work we apply a heuﬂstk to an in!thl partm tmtil ln the course of
| stepwnse mmimitation, the heuristk producu b pmltlon upm wm n can no klﬂgel’
d:mprove At this pomt we my apply a ucand hamlm to the mm pammon of the fnm |
heunstlc Aﬂer the appﬁuthn of the mond Mamtic, a ﬂﬁrd mhtk my be applied or
even the first heuristic may be reappﬂed S&aee a mm ahm mb na partition that
is as good as the partiuon thatit mmwh kbwmw”ﬂymr number of
heurlstlcs in succession and mever get a pamlha m a Mgm performﬂ\ce cost (and
occasionatly get an imp;wed partitiea): Hemm md ﬂn mm we consider are best
succeeded by ccrtain other hesﬂstk:s In t!n dma‘ ud! m& we Wm make it clear

if the heuristic performed: wﬁl cmugh to warrant ftmher mmm &nd if 38, what other
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~ heuristics _wer‘evltried in‘ combination with it. ‘
| Note thnt one mode of opention v)e do not oonsider is trying a iieuristic for anly one
or.a few steps and switching to another heuristic before the first heuristic produces its finai |
| , resultant partition -Our mode of appiying the attribute partitioning heuristics Is based upon
| the assumption that if a second heuristic is relevant to an inoermediate partition produced by
a first heuristic (that is, the second heuristic can improve upon the performance cost of the’
intermediate partition), thén the second hduiistic will stilt be relevant after the first heuristic
has terminated. This ‘assumption is mde in order to redooe to a manageable size the
probiem oi‘“*deciding whicli heuristic to lppiy next.
We shall consider a number of heuristics in the forthcoming sections. However, the
_ _pairwise grtiupingl heuristic described i the nextsectiohistiiemain heuristic of this work -
an_d we uiiil att,ernptfto describe it in full detiiii. In our experimentation, we have found that
 the cornb'ination of the pairwise grouping heuristic with ‘a second heuristic "(the"singie
attribute degrouping regrouping heuristio) to be sufficient for the purpose of attribute

partitioning within the context of the database menagement sysiem we have considered

2 Pairy

The pairwise.grouping heuristic begins with the triviil partition P°> and generates
all partitions that can be obtained by grouping together puirs oi‘ blocks in P°. For example
if A {i 2, 3 4} are the attributes of a i’iie, the pairwise grouping heuristic begins with the
trivial partition of row 0 of Figure | and produoes all the portitions of row | of the samel

figure The heuristic then evaiuates aii the genented partitions with the i‘iie cost estirnator.
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and finds the partition (calt 1t P') whose permu cost is the least of al! the genmted

partinons ln other words, assume OKP) to be the pd'fotmm cont ef ptnmnn P as

d’etermin»ed by the file cost esmmwr In the: ﬂm w of tlw hmmu:. the foﬂowmg

minimization is performed: L '

5.3.1) - o | : min;s‘““;qv}.g){_ |

~where F Plv={AY, .. A} uA.m.A..; Let j and k. hemeum;mmmmuhu Ifdtis
the case that CP) ) < CIPY), nmtm improved. partition Pl »M,mnu:me first step,
and the second step of the heuristic begins | mth " Ply PJ* Othgﬂvin, iﬁil,ﬁ 1s the

_case that C(P],) 2 CP®), the heuristic terminates (with the trivial partit

o as_the resuitant
,partmon). In general, the ith stgy of the Mrm;g ;,: uping beuristic myj&h _partition

= (A A s AT (Where My umme{mm P-1), and performs the

minimization:

&3 o min s‘;‘«kﬁ“’“ﬂt" s
where ' P}, = (Al . A Y A.;‘,;..A“' J- " Assuming | mdk ‘mihimize 532, and if
CIRj) < (PN, ci.e heuristic then goes to. step i+1 starting with P Pl Wy = My-1". This
process is continued until a step {say step L) wmﬁrmeﬁa"zc@“)ﬁr all j
and k. At this point no-pair of Msm be fauud thu gmpm thgm wm reduce the
performance cost, and so !’l ! It mumed a the Mof :upam graupdng heuristic

The pairwise gmupmg heumtk may bn dnpm }n tem; of a hmce where each

‘node of the latuce isapanmon Thempmdeuuwtﬂvmgammd thebottom node is

the "one-file" partmon An interior mde is ubmmd h7 gmptng W a pm of bhcks of

one of its parents. Figure | shows such.a htﬂoe for che set of four atmbum {1, 2 3. 4)
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(from here on we shall use integers to represent attributes), The_ ith row of the lattice
éorresﬁimds to all the partitions that could be genemed by the ith step of the gﬂ,im)se
gfﬁuping heurlsnf (qulva)enﬂyz_ all the poabh partitions. nltp*Mch !he ielth step may
- begin). The paifwi;e. grouping heuristic begins wjththeMvﬁl jpartition ;ndévptqdu-cg;,all
the ‘p;rtititlaps that can be reached by fo!bwiq an edgc (I.e., ",lll;,.;_thev;pt,nmwi of the first

. .row). lt. thgh selects the partition in that ro\v wl,ghg:th-e best performance cost.. From that
pértition. it folﬁws éll fhe edges leading downwards to its cp-thm nodes. For example if the

second partition from the left is the best partition of row 1, then in the next step the heuristic .

Row

0 {1}, (2, (3), {a})

201, 2,3} (40 (L 2,4 3)) U120 (34 (L3} (240 (1,430 (1,3 4 (2 (1 (2 3, a)
a’ | L 234 .

‘Figure 1  The lattice of partitions.
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would compare the first, fourth, and sixth partitions of row 2. The three partltions of the
second fow are all, in' a sense, desirible partmom in that they have been derived from a
partmon that has prcviously been provad wpuior Sptmaﬂy, ﬂw ‘heuristic assumes - that
the optimal panmon is eittrer among the three pamzar-k Mm below them in the
lattice and can be reached by going down the cdge Mthe best of the three partmons. The
heurisnc continues to go down the lattice until nene of the ptmuom enmined inarow
‘reduce the performance cost. At this poiat. the carrent paum purttuon u retumcd as the
resultant’ partmun of the pairwhegroupmg hwmtlc. o ‘ o o |
The resultant pamum_ of the pairwise grouping heuristic is not necessarily the
optimal partition.. -Only a smaft wbset of ali purtmnm are tcmllyexmimd by this process.
' On the other hand, at each step, the heusistic-doss llhtt the best partition among a set of
partmons whose common. pamt was imif selected as best ef a2 similar- set of partitions.
Hence, the resuitant partition i optimal: among * subset of il ithe possible plrtmons and
Iocally optlmal among aﬂ the partmom of the m ?Ehe aep\mt m«mmm nature of
the pairwise grouping heuristic is q:ptmm fm mmm Mg, At each step, we |
.mmimue the cost for a mbset of pnnmom that hlve beeu aehaed on the bam of a stmllar
| minimization in the pravious step
. The motlvation behind Mgmmna fotlows: Initially, when all attributes
are separated in the trivial partition, these:queries that request two. attributes are answ'_ergd
" Mth close tq minimum cost, while (hose queries requesting more than two attﬂbmes are very
| costly to answer because their mnbm reside in- dtﬁumt wbmu and henee on different
pages Subsequently. as bbcks of attribute: are grouped, qwm requesting a small number

of attributes become costlier to answer because aweaing the amibum will brlng in those
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_attributes that are not requested by the query but nevertheieu reside. in the same subﬁle asa
requested attribute, while those queries requettinz meny attribum, of whtch ail or some are in
the same subﬁte beoome less comy to anwer ln the process of grouplng blocks together.

point wi" be reached where the reductidn in oost of s

g those queries that are
' benefited by the groupmg will not ot‘fset the tncrem in cost of anwering those queries that
become costiter due to the grouping Thts polnt isa Iooll mintmttm of the performance cost
function | o ) | P ]
| ‘The Bond :Energy Algorithm_ of McCorrnick '. et ?L. | [241 is another stepwise
minimization heuristic that may be used' for the purpoee ‘of attribute p'artitioning Hoﬂ‘er and
Severance (19) have used the Bond Energy AWm to group attributes into blocks based
on the similarities of attribute occurences tn queﬂes (see Chapter 2 for a detailed discussiort of
how Hoffer and Severance {19] utiltze the Bond Energy Atgorlthm for the purpose of .
attribute partitioning) We believe that our peirwise grouping heuristic, when compared to
the Bond l-:nergy Algorithm. has a number of advantages which makes it more desirable as a
partitioning vehicle. The Bond Energy Algortthm operates by permuti_ng the columns of a
matrix consisting °f. pairtvise attribute access stmilartty measures in such a way that the
columns of similar attributes fall close together. If weloo&at the matrix of pairwise access
similarity .measures' aﬂer the. algorithm has termlnated ute will find that th'e attributes are
ordered such that similar attributes are‘ placed adjacent or nurly adjacent te one another A
disadvantage of this algorithm is that after thit is looompliahed le after such an ordering of
* the attributes is found it is left to subjective judgement to declde how to clump the attributes

together to form blocks. The other disadvantage of this algorithm (and one whlch,wm be

e\amined in Section 4) is that the algorithm only looks at the similarity of access. between
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pairs of attributes (i.e. between pairs of blocks, each of one attribute) mher than among any
‘number of blocks comaining any number ofattribm N R | |
Stepwise minimiution is basicaiiy a hiil cumbing heuriuic seitrch technique which
will not necessarily locate the: optimei solution. The somion achiwed ming this technique
‘may be any of the local minima. the closmm of the nlution to the optimll partition will
depend on the database parameters, the access paths of the ﬁle. and’ the usage pattem
- parameters. However. in the course of our eupeﬂmuon with the p:irwise grouping
heuristic (to be described in full detail in Section 5.7}. the paimise grouping heuristic starting
with the trivial partition has conmtenﬂy muited in either ihe optimel partiticn or in a-
near-optimal partition that differed inslgniﬂcmﬂy f’mm ehe opﬁmal ptrtmon This has led
us to believe that pairwise grouping is an. attrutive heumtic mmh uchnique for finding an
adequate partition. for the attribuhe pertitioning problem ‘ ‘
The process of peirwise grouping is acimliy the method oi‘ ltnpest descent of the
hill chmbmg heuristic search techmque The coordimta of a poim on the hill (which_
_ should be. Visuahted as.inv_erted. since the mrch is for ﬁnding the minlmum point) are the
partition and the per_formance cost of the paftiﬂm as determined by the fiie cost estimator.
The distance between two partitiom is defined as the number of edges on the minimum path |
connecting the two partitions in the lattice of partitiom. Pairwise grouping is the process of
following the negative gradient from one point to an adjemt point with a distance of one
(along the partition axis), beginning at the point of tbe trivhl partmon Our conclusion
from this i:rograrri of experimentation has been that this “hill® is prodomﬂnmiy devnid of
"bumps" (i.e. local minima or points where the gradient chnnges sign and all adjacent points

to the "bump" have a larger performance cost). The few "bumps”. that occur on the hill
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: happen to be very ciose to the top of the hill in such a way that these bumps are not
significantiy iower than the top of the hiil itseif (the giobei minima). 'In other words, it
appears that the "hil" which is the peribnmnoe cost oi‘thepgrtitioned idatabase is rather
“smooth” and the "bump;- that indieatepertitims thatare locally 'mi_nimum all occur near the
'highest point of the hiii
| As we will miiy report in Section 5.7, the peri‘ormanee of the pairwise grouping
heuristic is’ extremely good, managing to improve the: performance of the database
".management system by a factor of 5 with respect to the one-file partition (i.e, the
unpartitioned file).” The resultant partition of the pairwise grduping heluristic was in all cases -
either optimai or near optimai To determine the extent to which the parution produced by
the pairwrse grouping heuristic is optimal (by oo_mparing it with the optimal partition) we
| exhaustiveiy produced the optimal partition for cases where m was less than or equal to 8
(B(8) = 4140). For cases where m was gmter than 8, “we either manually generated
' promising partitions, or appiied other heurilties to the resultant partition of the pairwise
.grouping heuristic. In all ca;es. the resuitant partition oi‘ the pairwise grouping heuristic was
either the optimal partition. or was within a i‘ew percent of it. In the few cases where the
resultant partition did not coincide with the optimal partition, it was observed that some
blocks in the resultant partition contained one or more spurious attributes that, if removed
from .their blocks, improved the periorrmnoe Theu spurious attributes, it turned out, were
inserted in their corresponding blocks rather eeriy in the minimiution process. That is,
although a spurious attribute resulted in performanee improvement enrly in the grouping
process (in other words a spurious ‘attribute was attractive to its block), later on, as morel

attributes were added to the same block, the -spurious attribute was no longer attractive to the
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augmented block, mwummm«mﬁwmbbcks became
bgneﬁclal. In Section 6 we will describe other Itcpm mmmsm heuristk:s some
intended to eliminate this deficiency of the patrwite m heuristic.

The major disadvantage of the pammt gm heumuc h its slowness Every
partltton that the heuristic produces by g‘rwphg a pﬂr of Ms Msto be cost evaluated
by the file cost estimator. Let us see, in zhefmmdurqm mmmnﬁmion 532, haw
many partitions need to be cost estimated. In mm}pam w ﬁavé assumed that.if the

file has m attributes, then on Mlv«mmmmmh fml@"l steps. Thls is
a reasonable assumption in that the hcurimc may item'. mywhere from l to m-1 steps.
(Our analysis will still hold as fong as the number afwep is a constant fnction of m) The
improved partition produced ata mp Ms meﬂy one lm biock m the partitlon of the
previous step, ie. M, =M -1, and the ith nep wﬂi mrt \mh a partmon that has
Miy=m-is+] blocks Under this auamp&on theﬂm%pamﬂm pfedaced by the heurimc
has Lm/2 ] + 1 blocks: rhere are [m/27- 1 steps thttprodva an lmpwvemmt and a fina)
step that produces no improvement. Therefore at the Mu snp, there will be
‘binomial(m-i+1, 2) partitions gmm that need to be cost anmﬂed On the average. the
total number of file cost estimations wifl be: b
m/27{ m-isd ‘
Zie1 ( 2 )
The above éxpression is of order} m® This erder is qum btge. md n ls destrable to reduce
the partition search cost by dolng either of the foﬂmmvg two thlngs. I- reduce the cost of file
cost estimation by evaluating partitlons in some other manner, or 2- rcduce the numbcr of

file cost estimations by cost estimating only some of the partitions generated at each step of
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- the- heuristic. The next section will invemgatemepouibngofmst reductmnby employing
- means other than file cost estlni;uon. Section 5 will invutigau the possibility of reducing the

number of partitions that need to be cost estimated.

Assume we hain;, the partition P = {A, ',‘..'.‘.,YA“}G. Define the (n-wise) block attractivity

meakpre’_.d of {A,| — A,“‘) c P to'ib.e thewst reducuon(or lucruse)obmned b y E:gr(:mpmg
the .. n blocks together | o ) | |
oA{Ay s By s P) = O - CLA A,;u’... T
IF otliy, 1o By 1 P s ';aosltlve,‘gbejn‘p_agtﬁtim' P.may be improved by grouping A, ,..., A, -
f {A) -~ AP ds nég;ti,ve, thengrouplng _ {A,’"..,... A,‘) will increase _;’he. performance
cost.- .'l.‘he' pairwise éroupln_g heuristic cost estimated all_partitions Pj, generated by
| grouping together blog:kj; A and_g., of P in the ith uep,andsclected t:helpartition with |
: minimilm cost. Sinc? (}(P) 'wa; a.wa_ﬂab_fe from the ptevbgjs ?tcp?_ cost_estimating 'a’“ Pk
‘where 1 s j‘?‘k 3 M;_. is equiv‘g!gnt_ vto_ﬁ»ndlng all tl:ug block Qttuttlvlt!cs o({A;, Agki P), and
mlniﬁ_ﬂzing' C(Pyy) is eqdivalent to finding the mxlmumum for od{A;, Ak P) where
1gj< k.‘s Mi.1 .. The two blocks A, and’ Ax that u_ma,‘ximl;’e Qc ar_é then grouped in going
from the current step tb the next.sggﬁ. (Theygg}g{g{;quped only if Qc((A,; Ac); P)>0) From
this' discussion, we see that a step of pairwise grouping may be viewed as the process of
f indlng'r'the pairs of blocks in a pértit?on with mxfmum attractivity. . |
In the previous sectién we noted that onevwa_hy_th,e Ap‘at,rwise grouping heuris;tvi’c may.

be made more efficient is by refraining from file costemmanm ‘That is, by computing the
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block ai-ttracuvity ‘Measure m( afl paifs of bbckswmmt resort to file cost estimation.
| .I In order to avoid wting o; ;' we may tryto find an appmmrlmto it that is
easily c.t.;mputable. " An approximate block amr.emtymm mpomeemm qualities -
of the (zdul) block attractivity meuure w in ‘order to gmmme thtt the outcome of the. :
pairwise grouping heuristit mg ﬂwmp!wmmn n mm ﬂ”ﬁiﬁ e(ttwne usfng
the (ideal) block attractivity'mea_wn (thg mmweeﬂl -« the idea! mewm is ;hat no other
measure can be better -.thm" fme fite cost ummmn). Below weghm a number of pmperﬂes
that a cam_:uda't;: _measure 'for thé approﬁniﬁan to the Mtﬁﬂeﬁvky meuure must
necess;arily possess | |
I-  The candidate measure should depmd ot only on the set of blocks in the partition that
. their attractivity is being wmpuw butthomm ‘the reit of ‘the attrtbutes are
blocked in the partition. Thnt is, the m ut of blocks my luva a different
attractivity dcpmding on the partition they are in, Beciuu“af tht:, We just camnot |
compute the attractivity measure of a pah- of blocks by*mudermg omy the p‘air of
blocks and their attributes. Rather, attractivities must be computed I the context of the
pa.rtit.ion as a whole. Cum!"qﬁenﬂy. the tmwvuymwnufa pair of blocks In a step
of the pairwise grouping Mﬁfistit depends-also on the partition reached at that step. (i
this were not the case and the candmate“me(wndzpended onfy on the pair of blocks,
then it will become possible to redistribute the’ attributes In the reit of the blocks such
that the ideal |;1easure changes and becomu of:dﬂrerem sign signifying that th? pair
of blocks have become attractive or unattncﬁv;;’ﬁmlt the candidate measure remains
unchanged.) It is féf this reason that the attractivities computed ‘in a step of the

pairwise grouping heuristic cannot beu sed i fbure shess.
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K

2-  The candidate measure must be computed by oonslderlng all quertes made to the file.

3- = The candidate measure should bolppﬂeuhlt to blocks with any number of attributes in
them, rather. than:just-being appuobh $o-blocks containing a-single attribute.

4- | It must be possible to compute the a‘ttn‘cti‘vit.y;of' any numberof blocks; Le., the

| ‘ candidate measure must be an n-wise attractivity meawre "‘We ‘need this capability

because some of the other heuristics we shall consider require the mutual attracttvity.of

more than two blocks. One m_tgtrt assume that the attraatvlty of a set of more than two

blocks can be obtained- ﬁy applylng the pairwise reasure to all pairs' of block in the set,

and rrraittrpg the n-wise measure the sum total of the patrwfsemasures This is not true

" because the pairwtsé attnétlitty measure is nottramttlvc For eséa‘ibpne, if blocks A,'

| | ‘and A, ;Ee kattralctxive‘. and likewise blocks f Azand l,. we cannot tonclt'rd‘e that it is

" desirable to block A.. Az. and Ag into the samebbck ‘because blocks A, and A; may

be unattractive to each other. Even if it were the case that all pairs of A. , Ay, and

Az were attractive, there»ls no reason to con*dude’ th’at all three blocks are mutually

attractive. Hence, an approximate measure must also be an n-wise block attractivity
measure. (Note that the ideal block attractivity medsure is an n-wise measure.)

' We have considered the attribute simitarity measare ot"Hr)f'fer.and Severance [19) as

‘a candidate for the approximate block attracttvttj meature The pairwise dttribute similarity

measure of two attributes (or equivalently two blocks, each containing on’e. attribute) is the

ratio of the information transferred (from seoondarystorageto :pri'mary‘ Wy, for the

plnr‘poSe' of sélécting tuples that satisfy i predlate or for the purpose of "projectlng a value), to

the total information transferred from a subfile cqns‘t'sttng"s&iely of the two attributes (when
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answering queries that requeﬁt one or both of the mﬂbum) In other words. assume that the
two attributes exist by memu%m inene m& When & query that request one or both of _
the attributes is made to: the database, 2’ portion {for some queties ‘i) of the subfile’s
subtuples will be trimferred to primary memory ng on the jotm fmw, of the
other attributes of the query that have mlready b&u resolved), and only a certain pemnlége
of this portian will actually be useful data (bm the first of the two attributes may further
. restl.'ict. the set of tupfes ,to. the 'tap;es that satisfy a predicate on the attribute). This
percentage is the ratio discussed above. ThereB one such ratio fﬂfm query type. The
weighted average of aﬁ such tjities will be the pairwise mm simitarity measure of the two
attributes (the weight of a query type is its freqpmy)!’mmum deﬂnmm we see that the
pairwise attribute simﬂar{t‘j measure applies to only pmdbhc&s.m each block consists
of only one attribute. (Hoffer 4] describes an extension of the attribute similarity measure
that works for more than two blocks, but where mh block stift mm ef one mntum: only.)
The other protﬂem with the attribute RCcess umthrny mm i§ that it does not depend on
the other blocks in the partition; it just depends on thetwo attributes of tbemeaure For the
above reasons, we have concluded that the mribmmwnihmy measure of Hoffer and
Severance cannot be used As an approximate mmrenfthe bkxk q;gl_'acuvmes.

Considering the above prerequisites for anapproxlmate measure, and the fact that
. the file cost estimator implemented w:m.mt to be rather fast in estimating the performance
cdst_or ‘a partition (the speed vqf the file cost uumw is partly due to therather simple query
evaluation strategy that it uses) we decided to retain the tdeai measure (le. the difference
between the perrormance costs of the old and new purtitims) for the purpose of ﬂndlng the .

most attractive pair of blocks in the pairwise gmaping.heurmlc. Using the ideal block
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_ | attra?tivlty measfn'e, we hope to bring. out the real chancurwcs ofthc g;grﬁbgge?p;gtqtiqﬁins
pr_oblelm," cha_ratv:‘terls_t-lcs»ﬁt. might bc blurudandebccurld }lﬂuglleu thlnideal measure.
lhdeed. the choice of the file Cou-mew u the' any Mmeasire has proven igsgf;u.l_ to us |
and has allowed us to oomidmbty reduce the lmmber 0[ [pairwise attractivity measures that

_ need to be computed The next sectlon elaborates on how thts reduction is achleved

~In the previous section it 'was polnted out that theutncuvity of a set of b'locks"in a
- partition is dlso depéndant on the otﬁer blocks of the pamdon However, in the course of
| our experimentation, it was observed that if blocks A; and - Az were attractlvc to one
another at a step_ gf”_the pairwise grouping heuﬂsk.:hen EjA,,,q,nnd Ag remained altractive
o ',"‘"&' almost thé same att/ryactivi_ty,.l,‘nq;ugg_q them&uep. withoqg}posﬂmegxcapuon The

er.or with another block)

RG-S b

exception is when eiiher of blocks A; or Ay were grouped

in going from one step to the next step. In terms oftbgam;,tlvlty measure, we .ohserved

that:
(55.1) ' ocliAn Ak P) & ethiAg Ak P
or equivalently that:
C(P) - C(P,.) 50(9 ) - OPyree) 2  forall  x#jk
o e iy Cand . yAik

where P -;{A,}'i‘_’,, P,,,- A A,uA., o Mgl P -fA,, i Ay uA,, - A.,_,}. and
Pikay = {A', vy 'A, U Ay oy ALV A, ., Aya) Tt was dlo obmvedtMt the a’ttractivity measures

~ of pairs of blocks retained their refative order (in terms of magnitude) with respect to one



2 asighdd

pez wss by ’2. , A




w:--s‘gv;sg«:.;.-;;;;;-;, e e T T e

Chapter 5 -108-  The Auribute Partitioning Heuristics

,request an attribute from A, v A.,. then O(P",) O(P) and C(P"',,) - C(P,,,) and the
| query " is nonevolatile If the query does not request an attribute from A, v A,. then
C(P )- CP) and O(P,..,,.,) - C(P,k) and the query ts non-vohtﬂe Another necessary
condition for a query to be vohttle s that grouplngl A, and A., should make a
dlrrerence in the processlng of the vohtﬂe query That i, a vohme query must be
processed with a different method in purtttlon P (or P,y) oompared to the method it is

processed in partition P,., (or P!lw) lf um were not the case and the querys method

o v
’-’u,.\ o

‘was the same for both P and P,.,. then the effect that grouplng A,l and A,. would
_have in the COSt Of processmg the query wﬂl be the um;‘wttether or not A, and A, are
grouped and hence wm ance! one another out ln 5.5.1*‘: Thls will cause the query to
become non- volatlle Therefore for a query to* be vohtlle, it must not only request
attributes frorn both Ajv A.( and A v A, ln tu selecthn component. but grouplng A -
and A, should inﬂuence the method ln whkh the query is processed From this
discussion we may conclude that the queries ln the database usage pattern are )

predornlnantly non-volatile.

To reiterate, the obser.vation 551 1s because the queries in the usage pattern are
predominantly non-volatile, and lf a query happens to be. vomﬂc it does not signmcantly
determine the attractivity of A and A, | | |

Observation 551 has a number of inspomnt | hnpucntions. First, it says that the
pairwise attractivity measure needs to be oomputed for aﬂ peil's of blocks only once,.and that
the attractivity computed remains valid in subaquent steps as long as netther blocks ‘of the

. pair particlpates in a grouplng Seoond it uys that the ettnctlvmes which need to be
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:the sorted Jist that contain either one or both of the bloclu partk,tpating In the grouping. It
then computes the patrwlae attractlvlty meaaum bmneu the newly created block and the rest
of the blocks in the partition. The newly mpuud attracﬂvtty measuree are then sorted and
merged with the sorted list. The most attractive. pair of bbdu u then aelected from the top
| of the |ist and grouped for the current step The above pronea ls then repeated on the new
partition. |
. Our experlmentatlon wlth the faat palnme grwping heuristk: has been very
successful The_ fast palrwlse groupmg heumtic omnquently produoed the same final
partition as the pairwise grouplng heumtlc produoed in all the tests performed
Furthermore. it was drastically more efﬂctem than the painme grouplng heuristlc The
extent to ‘which Lhe fast palrwise groupmg heurlatlc ls more emcient then the palrwlse
: grouping heurlstic lncreases as m tncreasea and as the number of steps the heumtic iterates
increases (the two heurlstics iterate for the same, number of atqn slnee they produce the same
final parmion) ln our experimems. the fut palmise grouptng hetmmc was. anywhere
| between 16 to 5 times more emciem than the pairwise grouplng heurlstk; Because of its
advantages, we have adopted the fast palrwlae grouplng heurlstlc lns&ead of the palrwise

groupmg heurlstic. as one of the two main heumﬂa of our attrlbute partitionlng system.

6. Other Variants of fhe gh g!m ’Mmm ggﬂog’ Heuristic

In addition to the pairwise grouping heuristic described above, a number of other
heuristics were developed and subsequently. programmed: and tested. We wilt describe the

- following heufistics:’
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I- the warcm pmwmmm mau:,

2- the two most atmct!ve pamm !numuc.

3-' ‘the trtplt\me gm hevristic,

4- the Mmry W Seeurisic,

5- the singkattﬂbme W Mbﬂnlr..

6-  the double uitribute degrouping heuristic,

7 the single attribus degrouping regrompng heurisic,

8- the double mwm

9 the single attribute ungrouping hewrislc,
We will also give :mmmuww nmmw
that the cost cffecﬂm»fm mmaa mmum mm m -

aoeic 1 - amsm

measured agaimt the ’eﬁﬂ‘tw %m ”M um
~ intended as ahermttm% thve &u)pmmm MW t s Mm

degroup blocks in each mp)m Wummmmm ofthe (fast)

pairwlse grouptng ‘heuristic.

o “The k-partition mmm mmamm of the

palrwise grouping heuristic. Tn the Miﬂpﬂmwm * W with mm _
- performance costs are whcmd and W“&o tﬁemw MWM mp Tecetves &

partmons and gmmttu all possible partitions: M o hmmm by pairwise

: "M“ & apé-sgiected and the

process above is repested. Tie pairwise grouping fwesistic 5.0 gttt con 4 tive krperaition

pairwise grouping heuristic where k:=1. Thertfore, the W m grouging

heuristic will a!ways rewlt na partition that kmwaw‘mmm ptntmm‘

grouping of blocks. -Qut:of ¥ive set. of:
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of the balrwlse’ g'rduplng heuristic. The dre?back of this heumuf is its search cost, which.is

| »r.ni_:ku'ghl'y k timesv ﬁ;at of ;he pairinlse grouptngheurmlc. lq view of the near optimality (and

m rﬁost'eases the optvlmam‘y) of the panj_whe groum heumuc. tis net_pgmble to justify the
: addmonal search cost that this heumuc Incun |

2- The two most annctlve palnme grouping | heurmlc We noted in Section 4 that

_ block attractivme: remaln relatlvely unclmnged fwm one uep of the paiml!e grouplng'

- heuristic to another if none of the bloclu putidpeﬁe m . grouplng We also noted that the

' attractivity of pam of. bbcks retained their rebtlve order from one step to anather Hence. in
each step of the pairwise grouping heurlstic. lt h ergv that the few most atmctive palrs of

blocks wm be eventually grouped in wbsequent upl. lﬂd )

wecan deduce that the
two nmt uattra‘ctive‘ pgl’rs‘of blocks in a sep ere good candidates for being grouped
| simultaneously in one step

Having thls In mind the two most attractive pliﬂ'he groupm heuristic was
developed. This heurlstlc takes the top two most mncthre pairs of blocks dn_d grqups both.
paife l;u one 'step. (lfathe top two mostatmcuvepam qr; blocluhavea block in common
 themall three dbcks wllll be grouped in one mp,) Each suhequent steps takes the partitfon
of tﬁe ldst s’tepv and simultaneoiuly groups the two. most at;m:tlve -pairs 6f blocks. Grouping
the two most attractive palrs of biocks has the advanuge that the number of steps required to
get the final partltion is reduced by a fachor of 2 However, this heuristic has the
dlsadvantage that as the number-of attractive pairs dlmlnnhu._tomrds the end, groupmg the
top two pam becomes too arbitrary a thing to do' lf the ﬂrst best pair of blocks and the
second best pair or blocks have any block in common, then Itis _possible that the uncommon

' hlock in the second pair is not attractlv_e to the new blockformed ,byvgrgmp‘lng the first pair
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(as noted previousiy the paiﬂme Mvﬁpm u m W) "Another
dlsadvantage with this heuristic iwhat even if the two' wp ptm aﬂmcks han no common
blocks, it is possible that after grouplug the first best pair mosher bbck in the partition

manifests a greater attractivity to the: mﬂymwmm m éfm ncmd _

best palr of bilocks.  Indeed; tests smm MM m nm Mise grwping

heuristic produces the sante plﬂitm tn: mmmmmwwmm gmuphvg

heuristic but later on aw and Mﬁmwm
3~ The mpmgm mm&. MWuwm m of the
meu blocks at
each step imtead of pairs of blocks.: lwthemm Mmm 48 the
partitrms by grouping: pniu d‘ ‘bloeks: m mu m ]
partmons by grouping triples of blocks m‘ W Mm mm m
A nnmber of pamtm problems mmmum Zwaa ‘cases, the
triplewise groupéng mmw ¥ m m nd h M every case, the
resultant’ pamﬂon wukucpwm mmmwm | |
The inferior m«wmmﬁmn |
blocks it tries wgroup inmstep. MMMMQWW is
somewhat too coarse an: am For example, mmwwm a wanhfee

' pairmse grouping heumtac we have m ‘l’& ris

blocks A;, A,,and " Ay Mmaﬂmmmm»mm but i
A,ﬂ and A, were grouped tqdnr whg mmmmm MM A1 #Az (ie.
v({A,,Az}; P)>0 and wﬂA‘.Ag;;PDQ and - mmﬁ»a Wmmﬁ*ah P) 5 0).
The triplewise grouping heuristic aho suffers mmm&»m MM tmam
>pairw;$e grouping heuristic mtiomd above. »Fm mmwmum
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‘v the order of m slower than the puir\wise lrouping beuristic in that L reguires
| bmomml(m-z i+2, 3) ‘attrtt:tlvities to be compllw in step i

4- The binary degrouping heuristic - This heuristic resembles a Iogarithmic search.

lt starts with the one-ﬂle partition and trles o divide it iqto two biocks 0 that the

performance cost improves Aﬂer this is ecnon\plilhed the benrh(lc tries to divide each of

the b blocks into a pair of smaﬂer bbdu and ao on. Divldln; a block is acconmlished by

¢ iutg, 1 doEEEm vy e TSI A

| finding all attributes tiut if excluded ffom tbe bluck. rmit uctio!g of the performance

*'H'r 24 &”“” Sty BN

' ’cost (ie finding ail the attributes in the bhck thlt are unatty ;'.c,t’,ive to it) At each step, a

maximum of half of these unattnctive mm Mpe frpm the biock into a

separate block of their own Mtha%h tMl m h vel:y mg. lu that it is Iogarithmk:. it
performed quite, pooriy, a»nd tended to pmduu 2 trivialprtgim at the end One may .

' speculate that this heuristic can be useml for a uuge aitern where the optimal partition

I

consists of2or3blocks L o . N )
5 The single attribute degrouping hfuﬂltk This heuristic along with all the
remaining heuristics are degrouptng l\eurlstics. A degrouplqg heuﬂulc ukes a partition. and
| separates out one or more attributes from one bbck of the pertition. ln terms of the lattice

model oi‘ stepwise minimiution. the degrouping heuristiq amount to going up an edge. from

a partition in one row of the fattice. to another plmthn in. the

directly above. Except for
heuristic 9, all the degronping. heuristics ggreintepcgﬁed to be used to improve upon the

| pa-rtition,that has already been arrived at by theproeess oi‘ patrwise grouping. _By using the
o ,fast pairwise grouping heuristic and the degrouping heuﬂ:m ;ltermtely.  we try to further

' optimize the resultant partition When the pairwise grouping heuristic and the degrouping

heuristics are appiied alternately. the process oi‘ grouping and dqrouping blocks may be seen
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lmprolrement. Agaln. experlments produced negatlve rewlts and in none of the cases tried
did it improve on the partltlon produoed by the pairwise grouping heurlstlc

| 7- The slngle attrlbute degrouplng-regmph:( beumtlc This heurlstic eliminates
| the drawbacks of the prevlous degrouplng heurlstlcs by dqrouping an attribute frpm its
block and slmultaneously grouplng it with anuher block ell ln one step This strategy is
based on the reasonlng that an attrlbute whleh hu been grouped falrly early in the pairwise
grouping process must have lud a high attractivity & ln the fmt place. It is unllltely that this
attribute should exlst by ltself ina sepame block. More ltltely in the later steps of pairmse
grouping, it becomes mare ettractlve to other bloclts tlnn to, its current block. Indeed, in the
few cases where the pairwise grouplng pertltlon was not optlmal (as eompared to the optimal
partmon ‘_found_ by e;ghau;tl_ve enumratiog}, the optlmal partition eould have_been obtained

from the pairwise grouping partition by transfering one or more attributes from one block to

another. In temts of the lattice of nttrlbute :pettttims, tl'm amounts to a t}aver;al from a
partition of one row to another pertltlon ol‘ the same row by golng up an edge and comlng
‘back down another edge : |

The slt\gle_‘attrlbute tlegrooplog—regrot_pplog heuristic first selects the attributes that
reside in blocks of two or more atttlbutes. For nsuch‘ an attrlbum. lt _computes the attractivity
 measure of the attribute with all the blocks in the partition except for the block ‘that the -
\ attnbute currently resldes in. It then selects the ettrlbute that Is most attnctlve to some other
| block and groups it in that block. If thls lmproves the perl‘ormance cost over the
performance costof the curren:t .p:artltlon, the heuristic iterates on the lmplfoved partition. In
the cases where the pairwise grouping partition did notoglnclde wlth the optlo\ol partition,

the single attribute degrouping-regrouping heuristic when applied to the g'esultant partition
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of the palrwtse grouping heurlstic, resulted in the opﬂml pammn (be've that if applied

to the optimal parﬁtien theﬁngltm Jeprouping-ro

s wm Mdmeiy
‘terminate and retum the ﬂpﬂm‘ Pl‘;f dor) R e didfiowit 20 e

degrouping-regrwpm |

"The fast: pmm ‘grotiping: hevristic. i mmm mk mﬂbau
degroupmg-regroupfng huwlnk has pmm mﬂﬂ WMMﬂm as a result of

our investlgattom

conjunction with the single attribute d

partmomng heuristics for wrm&&mmm o
ol riith mﬁ"*m umhr
FREREEI wﬂqmp a
pair of attributes fmm%he same bleck aﬁm“iﬂl M MM other lock.
WW heuristic
that - degroupmg-regroupmg any. one of two attributes in one w my not mit tn an

8 The daitbh attribite de

' to the single attribute degrovming

. This hcurisﬂc has muw ”ﬂ, m i

‘improved partition. *ﬁﬂc M%m m may

produce an |mprovement Tn none of our expu‘muéid we runhloweh a imﬁon where

» R e A ERR RS S Ms}
double attribute degrmpmg-regroupiag pmdumd m knprwm ‘while m;k ‘Attribute
s R S L IR ST e O, S L
degroupmg-regrouping did not pmduce any improm Ahof um m mﬂ'en from
‘;+‘}7;rf"> By ;n*w;&s‘?’--:’ W@‘a)w!& EUPEY e Dvepe
being too coarse, as ‘was the - case wlth ﬂn triplewise M bmrimc. I

et R BT Y fﬁ.::w;

degrouping-regrot!ping‘ just a 'ittvgh -attrfbm’e.i: be

mﬁmtdmctthaf

o W ey m‘bw‘x”m;; Spoe oM TN G g

mmmammie

R AR ST 0 A B

attribute degroupmg-regroupm heurutic. o

Hence 'we have dropped this hcuristk. fmm . 
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heurlstic This heurlstlc ls a degrougmg heurm: ln that it W to dcgrgup attributes
from thelr blocks The slngle lttﬁb\m ungmumlwm 2 ns

the smgle attribute degrouping regmuglgég heu[mjc, apd m single . attrlbute dggroup@ng
heurlsuc in one step, and it s thus superior to both of. them: When.an. anrlbute is degrouped

tm-mmm of . bpth

from a block ina step, it may be regrouped. back y@}h sther blacks, or placed in its own
blogk-;' In terms of the lattice of attribute parmlom,“(sotggof the) partitions reachable from

_tl{e hst partmon by'elther an upwm.l edge (tocg vo'ng rov. above, je., dggroi;plng)._ orall

partltions that beiong to the same row Aand are mch&bh b; following an ’48¢ up and’

' another edge down (degnmping*egrouphg) are oan
We mentioned prgvlously that the ;ug{bmg Wu\g heuristic does not turn
out to. be  advantageous if. applted to the reqalant. w of the: pqir\me grouping
§roupleg hpyristc the single acibute
ungrouping heurlstic will only_ be as good M the single wmgmmpiﬂs-mmm

, heuristic. The single attrlbute ungronping lnumtk: is thus mm asa stand alone heuristic:

heuristlc. Hence. if apphed asa *‘Nﬂ ‘9"“ !

It is initially applied to tﬂl{ge_gne-ﬂle‘ Pagtition; the minjmizatian .procs
the bbt_tom of the latice until the optimal partkinn or a near optimal partition is reached. In .

33 moves. ypward from

this sense the singfe attribute ungrwpﬁf heuristic 15 thie Inverse process of the combination

of the pairwise groupihg heuristic with Mnﬁgleaw'ibm’degmplng-regrouping Heurisfic;
Experimentation’ with this heuristic has gmmﬁybeﬁnumfactory In the smaller

_a.ttribme jpartitioning problems Gin’ termy° of the nambér of attributes), the sln‘gie‘%attribute

ungrouping heuristic ‘has béen able to locate the optimal partition. In 'theﬂllarg‘e'r problems,

' the heuristic-did not perform as-Wefi‘as the pairwise grouping heuristic, and resulted in a fess
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optimallpartition '
_ The drawback of the single aliribute ungrouping mamm its vlawpess in

reaching a locally ﬂptmlmm This is wn%MMm k At each mp

-of the heuristic, all the-atzibiutes in

’“f;,[qm»m m K s havd
m&mmnm«umy- ,
w grwping and  the mh umbm
degrouping-regrouping heurigics combined. 3 kmmm
the optimal partition was much mom bgtb in mq:mm&mmm hm of "
partitions and in terms of performance cosh, © m AT AW S |
partition. Le. the distance, Iy teems of tha usiber of g, o 4

at each step these attributes have to be regrouped Witk

to assess the order of search cost Tor. this hewris

partition ~ evaluations as the

fuch smaller to the top, of the httice thar ¢  Vve Bioom o tie
~additional advantage that & sepwise finimization “heutistic that” Warts from

‘partition has over a '

database system can be fully evahaud mly b.x

g uw an. meqm qE tigne
in an operational settmg Homver. it is pombhm m mMW of these
techniques by means of expemmtatm ta 3 Mm ironment. .

’. th tlne Mmm
m M m MM

We have conducted an exwmtve prw 95 eupet et

- grouping heurigtlc, the fast palrwin gm j
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, degrouplng-regrouping heurlsuc We have aho performed a number of tests on the other

attribute partltioning heumucs The ovmll reault for ueh heuristlc was reported ln the
drscussion of thet hwrlstrc ln genenl. m:ne of the tttrlbute partltioning heurlstlcs
'performed as well as the (m:) palmlse gmping heumtk. and none of the degrouping
{.heuristics performed as we“ u the tlngie auttbute degrou?ing-regrouptng heuristlc
Henceforth we will concentme on, providtng 2 detuled delcrtpﬂon of the experlmentatlon
perrormed on our maln heurlstia and pmvlde ln useummt of the pert‘ormance of these

RO

'heuristics in compamon with the exhauulve emmrmen procedure The exhaustive

§

‘enumeration prooedure perfornu an exlmuttve sexrch of the ful space of possible partlﬂom

.
r

Lo

'and 50 is guaranteed to lnate the true opttm! partmon N |
| Eaeh expertmem ms coneerned wm; sem' en oeumel partuion for a partk:uhr
database tn the eontext of some given usege pamrn In each exfemnent the gairwtse

i *'ﬁ::s?x. &

_ _grouping heumtlc and the fut pﬂrwue gmpm; heurlltk were tried mrtlng with the
trivial partltion Themﬁer the single attrbu: iqmsplnrngmuplng heuﬂstlc was tried
,‘starting wlth the resultant partmon o(‘ the pﬂrwhe grouplng beumtia (Ie the palrwlse
‘ gr ouping heurlstic and the fast pamme grwplng heumtk) lf the slngle attribute
degrouping-regrouping heurlstlc was rele\'ant lt that point. then the pairwlse grouping
‘ heuristtcs were retrled starting wlth the resuhnt partmon of the single attrtbute
degrouping-regfouping heurlstk; In addltlon unng the erthaulttve enumentlon procedure.
~ the optimal partition was found for the same ut of dattbue parameters and the database
usage pattern | | |

In an operatlonal setting. the usage ptttern subm&tted to an attrtbute partittoning

system would be based on Mstorlcal records of detabase use; tn our experlments, we. generated
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. these pattems' mrsehrca Nmmay » M m d m m&d rqum
performmg experiments for the full spactrm d m W“W pﬂ&ems, “m
this was obviousiy %nfuﬂbh, we m wmmmanaudm Sehdlng

these cases posed a'real dilemma. ’Ileéﬂ mmw%nmm we migbl

'thereby focus o un%mérmng or mmmm,ﬁm m thm too
carefully, we woutd pmntauy sacrifice some of m uﬂm mmy af our mthg '

zed f‘“"
'procedure in cmmummmkdmmmw Fnruchupedmem. we
'prowded a set of database M m a m ﬂf W m M m,

»fg

succinctly characteﬂzed a puﬁcuhr klad ol' W m ‘ﬂlul m W pam

parameters were then used bdﬁna w mmm in nature; it
'randomly genented a setof wmammmmmm

‘and then summanzedﬂﬂembl wmm mm GMW m.

then used’ asthemgepmmforﬂum ’
o lnauourcap«m wehankeptmdmmmmmﬁm n, the
Inumber of tuplcs in the file, waneteo mo,ooo and s, themeﬂu.mmto mza

words, We believe these. ngum feﬂect t;pm m for nﬂm ; m; cvmt. the
SR el

behaviour of our attribute pamtionhg sym M not m muy hr'm:

R e

different values for n and s, Also, we are petm N m m hut one dattbase
' parameter without reducing the degrees of freedom mm la our ptd!lam. )

’ TheresuksofmmmmWhTMlMQ Our most
extensive series ofexperiments were conm with mdam nm Thg ﬁvm&ng‘

factor in our expertmemﬁm ms tbe tise. d‘ mtm m Mre Even .
for a file with 8 attributes the number ofmlﬂem ia MMM i ‘!MO!M
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using the exhauulve mmﬁttou prooedun ao ﬂnd tln opumnl pnrtmon for the problem is

,, ‘a nomrlvial task one that can oniy be mﬂdud vmh dﬂ‘ﬂmky For _problems wlth

m> 8 we have uot been ab!e m use thc exhawn mmuon proadure to verify | the
: performame of our aurtbute partkionmg lunrhucs. Hqu ‘we can reach a number of

concluslons concemmg the behaviom of the beumua for. problems with mrge m by

| extendlngthemuluobulmdﬁmpmbhnlm ns& R

Table | shows the chmcmm of our expermum Each row shows the

number of experlmenu carried out for an wrlbuu pc tit

ng problem with 5,6,7,8, 15, 22,

or 'm attrlbutes The avenge number uf vae qnety types and the. Average number of

Number of Mb"?f
attributes

umbar . Aysrage ranir m. one-fils Aversge trivial
lions  of disiynctions  pertition cost ' gnr!itign cost !

10

 _5' | 5 _.1.0. 0708
6 10 8 a 10 0.949
7 14 21 6 10 - 0:184
8 - 20 21 10 _1.'.9  0.499
LA 10 a8 19 10 0.189
22 20 70 12 10 0.122
30 6 60 . 1.0 0.505

Table |  Characteristics of the expariments.
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;column of Table i shows the performam wlt tf &e mvm pars

" ‘one- me (unparutiumﬁ)  pert

disjunctive query types for eath row Is depimd n whmm 3 laﬂ 4 bf ﬂn tabie The !ast

vmh mpu:t to the

T V”lh ».A;; 3&13‘3 "ﬁ

cértain m, the. ramarthemoftmmvmmmwunmuwwmew-s |

remaining tables all cohmm: mperm'w by T m M mw fh ﬂ* ethmn is the

' average of the ratios with rup!ct to the m-ﬁhm

Table Estwemn&ﬁmm mvfs mwimmm

“by exhausuve enunnraﬁm md mpmmmmmmm Murimc and
the fast pnirwise ngpmg heuristic colncided h“ﬂ&amwhs indfuted in

. paftmon was 059, mewmmwawawh%m mmunhn
" step where the heuristiey-could not improve upon the lat partition and retwrned the partition

found by the previeus step. SR | o

Number of attributes: %
Number of experiments: 10

 Avarage cost of best f_mfeﬂf stops

kY
Qiﬂﬂmﬂ M
* Exhaustive I R ERTRIPTRa TR S
‘enumeration 0592 - 3
 Pairwise - ‘ . R : ‘
grouping . 0592 _ 25 . L 0
heuristic . L o -
Fast _
pairwise , : W, S
. grouping - - 0592 . ‘ 25 B .
heuristic S oY ,

 Table 2 Rmhofupeﬂnmm me5
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: _ T'N”""d*maunmu«mm muomw Agalnlna"thc
"-..qmw mwmmmwmmmmmmwwv
hum:mm |

| T.wummmummmmmwm-s As indicated

Cin cmm&:mpmmmmmmmmwmmm

‘Numbof of .Hﬂbuhs 6
Numb«ol nminm:. 10

Average cot of bast Mumber of sleps - * ' Numbor of times optimel

E \(h ausﬁvo- r '“f“i o s d B w“{
enumeration 10.434 o - =
Peirwise S e T
grouping . 0434 - e . e
P"'WQ“ ;- s SIS wv T : :
grom A . ‘o.m' . N 214‘ o, o .

Table3 ' Rewk of experiments with = 6.

‘Numbov ohlltrm 7
Number of experiments: 14

Awnp mto!but Numhorohhpn WMHms ophmol ‘
Exhwslivo

DWM 0.‘175 S . i e

Pairwise = o ' o ST

.f;gW‘ ng . N e o.‘”-' ol g 20 o : . - : 0

,heurist6c . - - ,

Fost .

pairwise : o ‘ o :
roupig ... - OI78 .. - 80 o L. O
umﬁc o ) o _ : ' .

Tabled  ‘Resuk of experiments with m=7.
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" Number of aftributes: 8 :
- Number of experiments: 20

Averago cmt of best  Number of steps Mﬂ Gf Hms optmd

Exhaustive S o

enumeration . 0.4657 e R
Pairwise . : e
grouping . . oae8?7 &8 RS o
‘heuristic - A :
Fast . ;
pairwise . s ‘ « S o o
grouping 0.4657 . . &8 ‘ T 5

Table Su  Resuk of experinumts with w = 8.

Number of attributes: 8
Number of experiments: 1 - B :
' Avonge cost 0! tml ma mu . Number of times sptimel

Single

attribute :

degrouping- 0999 . . 20 . . .. @
regrouping , S _ = ‘ = L »
heuristic

| Tabie-sﬁ. Result of the single attribute , m .
the optimal partition ir all but mmmmwmmm the single
attribute degrouping-ngxouping heuristic. to the resultant mum pﬁrmm
heuristics in the one problem where the wmm Wﬁﬁd ot find the: Wliﬂ“ﬂ
partition. The single attribute dqmmgmm ‘heurtstic found ‘thegptimal patﬂlim .
in 2 steps (where the second Stap did not ﬂﬂﬁm WM@“W m -step). |

The ratio of the restmam pmmm of the ﬂngle m wegrobping teurtstic to

that of the pairwise grouping heuristics was 0.9999, l.u..‘ﬂn mmm ty the ﬂu
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.pairwise grouping heurlmcs ‘was .within 0.0001 of the opnmnl mlutlon (Co!umns
superscrlpted with 2 is the performame cost with mpeu ap un pcrhrmma cast of the

partition found by tho pq;yme groum mm the m)
Table 6 shows the resu!n for problems with m = 15 In this series of experlmmts

and in all the experimems with larger m, the exlmmlve emmermou procedure ha,g bccome :
' .infeasible (for example, B(15) & 1.38 + 10%). However in all the expeﬂmts with m = 15,
tl-ic .pairw'isé grouplng @r&k and the fast pairwise grouping Mstk: coincided in ﬁnir
resultant partmon The avenge cost of the but panmon ﬁ:und by the heuristic was 0. 15 of
the cost of the one-ﬁle po.rtltitxnﬁs fo;thls set ol‘ ezperimum. Alao. none of the degrouping
~ heuristics were relevant at this _stage. ' .

Tabl:elsﬂ"l’a and 7b show the resuk of 20 experiments with m,_'-:zz. ln’ half bf tﬁe
- experiments, it m poiab!e to impmeupon the resukt of tﬁe pllrwise grouping heuristic
(which always coinctded with the result of the fast pairwise gmupmg Jheuristic). The :lnile
‘attrlbute degrouptng-regrouplng heuﬂmc was applied in tlme 10 cases, and the puutbn

Number of attributes: 15 .
Number of experiments: 10

Aveng. cost of best  Number of slm Number of tlmes [ bcthr

. Exhaustive : ;

_enumeration - - e

Pairwise : .' : ) ‘ *

grouping. 04504 - 83 : ! S0

heuristic. :

Fast

pairwise ,

grouping ) 01501 . B3 . S ¢ ]

heuristic ' .

Table 6 Resuk of experiments wih m - 1.
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Number of attributes: 22
Number of qxwirﬂonfv 20 .

Avengé cost oi bm : Nmm of stups 4 of times o better

Exhaustive - o o RN
é‘hUmé?"aﬁbn‘ - S : -
Pammse . , . . S R
grouping - 01010 108 - 10
heuristic : .
Fast
pairwise v R R S g
grouping. . 0.1010 108 o 10
heuristic ’ , ‘ '

| Tablea  Resuk of experimencs whh m = 22,

Number of attributes: 22
Number of experim&n!s 10
R AWrmeos!an Wam
mmioh im !

Single . _

attribute : o ' : e T L T
dégrouping- 09973 28 : 9
regrouping :

heuristic

Table 7b  Result of the single attribute degronping-Tegrouping Meuristic with .22,

other (pairwise grouping or degroupivg) heurimic cookl improve upem & The sirigh
attribute degrwwﬂs-rezfm heuriatic m m an aveenge of 28 neps.  The

reached by the ‘single attribute ¢

performance cost of the partition -found using the M aetriwre ¢

heuristic was on the average 0.0027 Jess than thikt foond by ’ﬂﬁwm m
Tables 8a, 8b, and 8¢ show the resuk of & experin

i Wit muw )um of the
experiments, the singte attribute degmyiﬁgw feurtstic wis sbie o improve an
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Number of aﬂribulas- 30.
w onxumms- :
S Aversgs mt of best

_Musbor gtsiaps . Number of times o batter

.enumonhon - - -

grOUpiﬂS' - " 0.30570 21.2 5 '
heuristic R . o : -
Fast
pairwise .. . e Temte o R -
* grouping : " 090875 a0 . 5
beuristic - -~ .

" Number of attribites: 30
Number of experiments: 5 .

Avongo cocl of but Nuub.r of stopn : &nber of ﬁm s better
. MW_ - hessistic iarsled - - M
Single. . , :
'degrouping- 0.9929 : 23 2
royouping _ ‘ . P
heuristic °

" Table8b nmtotﬂnmhmm i heuristic with m = 30.

Number of nﬂnbuhs,

2 ' : ‘
- Avatagn cost of best . Numberof steps . Number of times o better
 partition found 2 heuristic itersled partition wes found

Pairwise R AT
grouping T 0.9995 ' - 20 0

Fast S ’ o o |
grouping 0.9995 20 . -0
heuristic Lo | L L

- ‘Table 8¢ .- Resuyk of reapplying the pairwise grouping heuristic with m = 30.



Chapter 5 | -124-  TheAtraePanitloning Heuristics

average of 0007! on thepamuon produced by the: mmmm M%md 5

cases where the single atmm dmmpmg %he pairwise

gtouplng heuristics when reapplied mmng withe ﬂs ﬂm! m of the ﬁm 1mi&me
degroupmg-regrwping heuristic, pmdwld 3 m with an Wmm Wt
of 0.0005 in performance cost.  No other heuristic mad Wm the-partition found by'
the yeapplicatlon of the pa{nvlu groupm;heurm The m@lﬂpemmed by 3" "ln
Table 8c indicates that the figures in the column is the vam with respect

o R_’ P "—;

to the partition found by the single am: npi sristic in Table 8b.

Table 9 depicts the execution time statistics.. For all of mmmmm the -

number of partmom evaluatad tnmmd u ﬂa m »d‘ m Mﬂk tacruned

The exhwmn mnm procedure bd::ﬁnm mw ase-wilile the p-inme

grouping heuristlc had a- damtiuﬂymm. T~ll! &*Wm mmm
even lower rate of increase than the pairwise. MWM&W&‘ Mﬂém
required for evaluation. (A& SW lﬂ;&b& S DNELioNg

evaluatlons for the exhtu;tive mumeramn prosedure is M\w*ﬁh& order-of 'm",

for the pairwise grouping heuristic on the order-of w?, and fer ﬂ

heuristic on the order of . m2), With mtwmu e
roughly 1/5 the number of . partition cva!uattem reqtmu br m mxm aeumeum
procedure with m =8. This is a_ significant. imwm MM&W m

Mﬂwm the

required by a heuristic dw both.an un nm urpm e¥akiate
number of query types in the usage pateem. For exampe, mm time for the !’at
pairwise grouping -heuristic-ison- ﬂmm ‘of, the provuc -of thelninnber of fuery types-in
the usage pattern and the square of the number of atrmmmm o g
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Exhaustive enumeration:

&Mﬁﬂ&m&g

gREENOS

Pairwise. grouping heuristic:

Number of attributes

e Fe Kb e T

~ ‘Average number of

Bm)
52 .
203

8H . -
4140

5438000
% 450 » 10'®
= 8.464,;\.}._195?;?

29

502
1521

Fast pairwise grouping heuristic:

Number of stiributes

Table 9

Average humber of
partitions evelusted

16 -
21
31
a4 -
175 .
791

Execution time statistics.

The Attri_bute Partitioning Heuristics

Avorq' processing
- {meinsesonds
.68

285
258
2212

_ Average processing

¥

0
49

‘148

266
341
1334

- 5244

Average processing

- 2.2
.36

89

163

135

382
1099
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The resuit of these experiments may be mﬁu& as m For w&iems where :
m < 8, both the puirwise grouping heuristic and the fast- pﬂrwm mm found
the opttmai partition in.all but one case. Tite epiimai pnrtition i‘oimd was significantiy
superior to the owe-i‘ile partition in all of the cases W In the one case where ti'te pairwise
grouping. heurtstics did not i‘ind the optimi pmmm the panition titat they i‘ound was
within 00001 of the optirnal partitim ln this clse, fhe singie attribute
degroupmg-regrouping heuristic when staning \v&h the fhul partition of the pairwise
grouping heuristics found the opiimal partition by the i:i’tmfer of my t mmm from

one subfile to another Altogether form s 8 wiiei! tite %f ;

by exhaustive enumeration. the combination of a pairwise gmping iseuristic and the singie
attribute degrouping-regrouping heuristic was elmys tbie to ﬂnd tiie optimel par(ition For
problems where m > 8, it was not possibie to dii'ectiy veriiy tiie oum of the pairwise
grouping heuristics by exhaustive enumeration However in most oi' iiie problems tried the
pairwise grouping heuristic found a partitlon thtt no m degmuping iteuristic could
improve upon. In addition. the partition found by the pairivise m'wpmx heuristics was
always slgmi‘scantly superior to the one-file panjtien litius than' htif the experiments with
m > 8, the smgle attribute degrouping—regrouping heur:stic impme: onh ti‘tef%‘resuitant
_ partition of the pairwise grouping heuristic; and in these cases. tite iriiprwecit partition
differed msignii‘ncantiy from the resultant paraﬂon of the pairwise grouping heuristics,
attesting  to the desirabiiity and the near—optimt&g of the pairwise groupint heuristics in
the very few cases where the pairwise grouping beuristia were rdevant to ‘tise partition'

found by the single attribute degrouping-regmupmg iieuristic, tiie corresponding

improvement in the peri‘ormance cost was negiigible Aii titis indiones tisat use oombination‘
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relrwplng heuristic
. I we can extend the

of a pamme grouplng heurmlc and the mb ambrm ir

| (when applled anermly) converge npmyu . Mubll

e P T 3. o

results for cases wl:ere ms8 to the uau wlnre "> 8. \n m; ﬁmlude that the optlmal

partition does not differ at lll or does M differ M in performance cost from the
rmmwmwmmwa piirwile groapir lieuﬂltl: and the single

3

;al LB .6{}'} ‘ |
oA number. O ebisrvatios m m“m : Buring lﬁe e:pcﬂmuﬂ ntation concerning
p,rmm i)'m. Speclﬁally we comment on ‘the followrng

mrlbwe

the béhavw'a,rsrbqﬁ‘“

fsad usage patterns

I- A number ol‘expermu ‘were performd \mh dluhn e

. That is, we took the

T

thatwmvarmmoftheptmdmgrﬂera _
" and. we changed the database

| databne parameters and tlre usage pmn of l‘

-=paranreters. suclr a the et d aulllblc lmlluu lnd the lengths and selectjvities,

‘.or we changed the frmgncy mdlor Mro oftlre queq tm (ln all these varlatlom

:U’

the number of atmhmes thenumber olmplu. and the pgge:lu were kept constant)
- We then applied the attrlbuee purtltlmh‘ lmrlulu (tnd the exhaustive enumeration

‘T‘T i el e

"procedure, when posslble) to these varlazinm o obaerve hov the optimal partition

drrrered l‘orm one pmblem to anotlm A: lt "’"’% g the database parameters

-such as the attrlbute lmgtl\s and nltalvm wmulmu even radically, did not
slgnirlcantly -lter the optlml partltlon at mou one or m atmbum moved from one
subﬂle to another However, chmglng tln uage pguem such u the l‘requency of query

types or the compouluon of the '_

types sometlmes drastically
altered the optlmal partmon Hence It lppell'! tlut in our envlronment the optlmal

nts of the quen
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~ optimal partition In addmon. the erforey

parmion is more mtttve to thg uuec plm wé iut nm&tu h £he database

parameters and thus that the usage pm is more & m of the opttmal

partition than the other P‘W‘-

It was observed that the Iarggr thc nm of mﬂbbh m i‘l’f»ln mMe
partitioning problem, thc hl’gﬂ the m d mmmmm..m ms
were clustered together in the same mmmm mmmot wauu in the

Mst mmm (nnd atso
that of the trivial partttton) bewne claser to tho p«fotmmm of the one-file plrtmon

I Hw desg s PRI TR R

as the number of available indiaa were incressed.  We pmm the fdhwtng as an

A
Seavny R T R AL R R 3]

“explanation for this observatton lf an attrtbuu i tndmd. the index wtll mst erlr bf

4t %?‘-m 2 Y § {’""s' f'{? e - 8 *% "F" Gy G “"

used to resoIve that attrtbute when the attribute. is w ln the selection eompomnt

e b werey e el s

of a query. If the attribute Is not mdexed ‘then the altribute has to be resolved by either

I

“gmn £ AL 4 skl b ormrey o '

sequentially searchtng or by ltmung. and any other attribute that exists with. this attrtbute‘
Tt ey W aukiie ey S e S R AR

in its mbfﬂe will also huve to be retdeved in its entirety. This will incur cxtra page

,,:,,;3 %“e %ﬁ .* Zpg }\ky :,;('g.)f 7'55; é;!,h a2 .

accesses. Even if the other co-exlutng atiribute was requested: i the mm mmpomnt

P L e

‘of the query, it is always emer to Itnk to mﬁvwm attribute (from a wduced 'rm'

L mf'bg"»':t ad eppelripy oo SE eeoEaE DR

tist) in order to resoWe it rather than Wﬂy mtdt the mktg :ttttbme tn its

f":;..* g o W‘i g ;*‘,‘é¥?p : ,‘4" “ :}4 rt’ $3%
entirety or link to it from a Iarger TtD Itst. Thm:e. !nvtng an index avathbte on an
t‘f“*-g\ ‘§ 1% 2; Mfeg? fzﬁc J“’*‘ ¢ :""

attribute will in most cases eﬁmtnm the nead tnr its ml searching or ltnktng to
2 S, Ay swas ot PeEh G
the subfile containing :he attﬂbute. md hcnu. m the overall Mvny of the

£ il aTiitgT . Rt S RS ED R 1

attrlbute to the other attrlbmes tn the me Tﬁmﬁa«. m contribute o the elumrtng

i

o A e mATED ORRp AT S

of attributes in the ftle This potnt will again be taken up in Semnn 82 whcn we dtscuss
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the relative efficicy of the trivial partition.

3 }.'. Table 8a we: see ehanheavmgeeu ummmwby the pairwise grouping
heuristic is'not-exactly the sarie s that fo¢ ﬂn fast Wrﬂm tmwyg heurlsuc Tt turns
out that foroned‘theexpermm mnao.tlnouwome of the two pairwlse

| . ,gfwﬁlng hmmtuﬁd ot coincide; - Akhmgb i umwpmme that the results of the
two he.umtm«be different, in Section BY we argied ‘that this is highty lmproba_ble.
However, it appesrs: that this becomes more probuble &6 m l‘n:c‘ri:am‘ because the

: heumuu #ﬁva t0-fterate for more mpu mdthipﬂhﬂnmm:tlvlty measures computed
by the fast patewise grouping heurix
. ‘heuriulc,iteratu‘ for s lrge numlnrd‘sﬂp& “This was the case In the one problem

c'tn the firit stép becomes Tess Tikely to hold as the

mmtloned above. 1€, a pair of attributes, neither- whkh plrudptted in'a grouping.
turned out to be unattridive in the fatter :tep: of the puinme grouplng heuristlc |
Unfonumtelf itis preclsdy for these proﬁm with ‘large m thit the fast pairwise
: grouping hmlstlc is Prost nveeded.
We have developed a‘ third plirwisigrm_lpthg heumticto remedy thls.dlsr;repancy.
This heuristic (wé may call it the general pairwise grouping heurlstic) is a combination
of both the pairwise gMpingheurhtlc and the’ﬁit"éurwlsé’grodplng heuristic. The
genml palrm grouping- heuristic starts ﬂth the trivial pmmoa md attempts pairwise

grouPlng in the same way us the fast P‘Mn A i

mm does, but only for a

' umited number of ‘steps, say k| supx (Tt fast ptmgrwpirfg heurlsuc iterated for
" an unbounded numbier: of mps until it could ot praluu m Improvement to the last

 partition found) ‘The parti’tbn that results after * K, steps is ,t'hv'eu‘ta'ken and the fast



Chapterb : - o _m_ The Adted 'P I stics

pairwi.se grouping. héurl;tlc is then mppmﬂ tothis partition but only !‘or kz sieps
This proccss is repeated (each t!me fof a limmd mmr of mpl}mﬂlut some point the -
fast pairwise grouping heurimc pmduees a ptmﬁmﬁw l& qam lnvmve upon
Everytlme the fast pairwise grouping Immu lg n;ppliad. guwviu aunctlvuy
measures of blocks are. recqmputed even pah:a of hlncks that. M m pmcipoﬁe in a

’ groupmg since the last applicaﬁon of the f'ut , i. f : m hmmm wlll have the&r v

.....

Iare comparatively smaller than ;bz m:mber d’ m tke Mn M heuristic is

expected to iterate if applied to the um pm M i likc the one

encountered in the above problem wju m Ithdy hc.m kp ka. .. are most
effectlvely chosen tf Ky zkzz -zl m as tbg prm of ﬁ!m WP“‘G :
approaches the optimal partithn. pmwise biack Mvtq m bme smaller,

and there is a greater chance that. a palr of Nocu mlq ht m ta m “‘P b‘“

unattractive in another uep l-'or enmple tnthe f : m n-m, n:hme k. - 6

2=48, kg=2, and k4 kg = Tbe m m ﬂwgm‘m srwpinz.
heuristic is a comblnathn of the. two m mm h‘m‘hﬂa is that if
k) mky = ... -1 then the gemlpaimtsegmmmwﬂ heﬁheme as the
p-alrmse grouping, heuristic, while. jf k. h m«mpmm thgn the gzneral
pairwise grouping heuristic mllhecome thc MMW mwn.

We have. tried the @eaetal paiwhegm heumﬂccn nﬂ d’ﬂn m pmblems
.with m=30. It always found the same plmnan a8 mmw that the pairwise
grouping heuris!:ic found, and on the avenge thp,-gcna;‘l Mrwm gmping heuristic
required the evaluation of 1168 partitions and took 1598 seconds of processing time to
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actomplish that. Thls compam fannbl] wlth the po,lrm grouplng heuristic where
. the respective ﬂgura are 3964 pum and m m The prowslng time depends
on hmr the paranieiess k,, k,nd Ak maﬂéﬁd e fnrger mmy are chosen to be,
the faster the heurmk will be, but the smaller tbl prohblﬂty that the pnrtltion found

will coincide with the pam found by the pﬂm grouping heuristic.

In the next clupnr we wm dmlbc ln dltall one ot lhc cxpmwnnts that we have
performed We wm pmide thc dmbut pmnln. (In In'c plm panmrl. and we
wm show thesequmdptnkmm wmmgmm Theproblem
we have chasen wehmamcmmsuunmmm m-s for which the

- pairwise grouplng heumuc éld rot find ﬂnoml m
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CHAPTER 6

AN EXAMPLE OF ATTBIBUTE PARTITIONING

We have presented the combination of the fast palnvise grouptng heuﬂstlc and the -

smgle attribute degrouptng-regrouplng heurtstk as th: mmi hmﬂ:tlc techmque of our

attribute partmomng system ' We have aho pmented a number of otber attrtbute

partltlonmg heuristics. In Sectton ] of Chapter 5 we rcpornd on the resub of 2 program of

experrmentation with the patrwise grouptng heumtlc, the fut pﬂﬂviu grouplng heurlstic

and the stngle attribute degrouping regrouplng mmttc. We appﬁm then three heuristics

to a number-of usage pattern histories in the context of dlffmnt dttwbue envtronments. We

also performed a number of experimems on the other atmbute p:rtitionlng heuristics, and we

reported the overall results of the experiments in the preﬂous cmpm ln wmmary. none of

the other’ heuristics performed as well as the fast ptmme g?oupmg heumtlc the fast

pairwise grouping heuristic conslstently prodtmd the same partttkm as the palrwtse grouptng

_heuristic, while requiring only a fraction of its tlme. In all the cases that we tested, the fast
~ pairwise grouping heuristic consistently produced‘atth'er the opttrm‘l ‘_part’tt'ion" (as determined
by exhaustive enumeration) or eise a near optimal parution that differed from the optimal
partition by less than one percent. In those cases where the remhm pnrtmon of the fast
pairwise grouping heuristic - was nonopttml by uslng the sh_gle attribute
degrouptng-regroupirrg heuristic to improve upon' the resultant plrtttlon; we were able_'v to

obtain the optimal partition in at most three steps.
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| in order that the reader develop 3 feel for the form and magnltude ‘of the
‘ partitioning problems that we have oonsldeted and the hutristics used to search for their
solutions, we present an exemple of n lttrm putltlonln( pmblem in this section elong
with the solutions obtained by applying a number ol' the ettribuu pertitioning heuristics. We
| .have included only 8 attributes in the reletlon ol‘ thls exlmple (8(8) 4140), so that we may
arrive at the optimal partition hy exhaustive enumention of ell possibiiities The attribute
partitioning problet_n considered here is typleelof the problunewe have solved in, our work.
It is also an }ex'avm'ple oi“a problem where the eingle attribute degtouplng-regrouping heuristic .
wes relevant. | | | | | .‘ | |

Figure | shows the datebase parameters. m n, A. s, i., and s, Figure 2 shows vthe
-usage pattern query t.ypes as described in the query type table. The query type table contains
the frequency of each query type, the conneetivity of the predicates (conjunction or
diSle‘lCtiOﬂ) in the: selection component, the ettributes in the selection component and the
attributes in the projection component. The‘ joint selectivity of the selection componerit
(although not actually included in the query type table) is also depicted.

' The resuits of epplying the heurlsties end the exheustive enutneretion procedure on
this particular example are shown ln Figures 3—6 The totel cost of processlng the set of
queries, when the file is unpartitioned (1.e, the one-file pertitlon) is I88I286 pages (Figure 3). |
.~ This processing cost was calculated by the file cost estimator in the manner described in
| Section 4.4. Figure 4 shows the partition that resukts from applying the pairwise grouping

.heuristic, the fast pairwise grouping heuristic produced an identical result. Both heuristics
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im0 Theremr ot
A-11,2,3,4,5,6,7,8 Theatribotes of the relation.
S = 1024 words Th‘mmem

7693 pages ¥ Themmbuef pages in the relation

- Attribute lengths and se&ctivm

1
2
3
5 .
5
6
7
8

Figure | Database parameters.
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Ql- ' . Number of query types.

Query types and fnquandes. S
‘Frequency ME!!! Selection component * | fole

200  conj. (1) 7 {2349678] ° 16E5
- 50. conj. 23  [45) 001 ~
50 conj. (234 - 187 S L0B-B T
a5 conj. (23 n 345678] 001
25 conj. 2y @ ™’ 0 ool
10 conj. [3 &) ' 56] 001
10. conf. 3y - qrewyc T v 01
10 - conj. [34) (678) o 001
10 - conj. gy 0 ey 10ES
8 conj. 6] e . 20E-4
5 con, . [234) T py 0 10es
5 conj. . 24) (61 | 1.0E-4
5 eonj. [l Comey 0 10E5
.4 _conj. - [48) [ 23) o 5.0E-4
3 conj, a8} SRR ¥4 ) 5.0E-4
S conj. (8] . " [45 6] 8.0E-5
S conj. 61 [45) 20E-4.
1 “eonj. a1 - [56) A
1 con,  [4) ey I T
35 disj, 2 ’ [3456783 . 101E-3
11 disj. {138) € "~ 1.00891E-2
20 disj. [2 63 BN . 11998042E-3
8 . disj "[23) - [45) ‘ 1.0990001E-2
3  disj. 567) . [78)y. . ,, 5.2487477€-3
3 ~ disj. e . 45] . 2.4999678E-4
2 disj. - [34) .. (678 . ,10899998
2 disj. 67 8) ona . 3.2997131E-4
2 disp . [48] . [a} .10449998
2 disj. [126) eey - 1.2097954€-3
1 disi . [45] Mmoo 10449998
1 disj. mna2 "[126) " 1.0099932E-3

Figure 2 Query type table. -
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iterated’ for 4 szeps

CAl the parmiemng heuristics have been prwgm : A hnguage
MDL ['261 Th"m’mﬂf, : R g Mmﬁmm pairwise
grouping heuristic resulted. m&em P" n a:mm Bm mpmveiy and
| rcqulrcd the ﬁle costutkmtindumd 93
“As it turns out, P’ Mmq&u&hmmw diffegs from the

" optimal partition by a Wm The Wu enumezatios pmm\m (also
programmed in MDL), found. mmi pmv' of m&m trying all 4140

poss:ble parmions “The exuwnm A

time to gemrate all pmmmm mmmmnm to arrive at the
optimal pamuon, this is 23 m:f magnitede Hower thas. m P wr'ln grouping

m seconds of CPU

heuristic. ' ; | ‘

+ Comparing P of Flgure 4and P* of Figure 5, we see (hat in the near optimal
partition P3, attril;ute 3 i grwped \mh lttriw 'l while in Mquuml partition P%,
a(tribute 3 is grouped with am'lb\m s ana m ‘the single. attribute -
degroubing-regrouping heuristjc’ vm tmd on P' (f!gun 8),. n gmduoed the optimal
partmm P* in two steps and ma' the evatuation d’ 24 partikions.. (’f‘he second step being
»the tesﬂ to see if the heuristic mki i{q:fon upon P‘J ‘As may hlﬁferved from partitions

ané P* . none of the other degraupmg heumﬂu :gpm to i*'a eould have resulted in

C({{1,2,3,4,5,6, 7, 8}})-18812&6 pages

Figure 2N W&mﬁmm cost.
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Step  Partition | S "'t st in pages
o PP = ({1, {2}, 13), {4}, (5} 6}, (7], (B} o) - 286004
1 Pl o (1), 42}, 3}, (4,53, 16}, 73, (85} = olPH=277870
2 PPl (2 B, 7) (5L (6L @) O -272087
3 P ash LG P -2niee
4 noimprovemem . SRR

Figure 4 The resukts of the pairwie groupin hmmc
© and the fast pairwite grouping heuristic.

st Pamwen riion cost in pa
O PP={{1,4,5}(2) {3 7) (6}, (8]} . oP% = 271840
.l' P* = {{1,4,5), {2), {3, 8}, {6}, (7} o,(#"t-»znsmv
2 2 no ‘improvunel;u’t - o B

Figure 5 The resu!t of the single lmibuu dqrouplng-regrouplng heuristic.
4 is the opmml parutlon fouuéby m« entumeration

P4

- The .si"ngle attribute degrouping heuristic, the dowble-attribate grouping heuristic, and’ the

double  attribute ' degrouping-regrouping heuristic all’ p?eﬂuoed partitions with higher
performance cost; than P3.

We also tried other grouping heuristics starting from P°. The triplewise grouping
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heuristic resulted in a partition far less optimal than P9 . Themom am'acun{gﬂrmse
: ’ - »#M:M‘Ways been the case
be. M»M k-pm pairwise
| gf°“9*"£ hturisuc with t-a “’*”M*mm pﬂ it fownd the

) grbuping heuﬂstic fovmdlw aptmlmﬂml’" ith

. that thns heunstic woukl find the w

optimal partitim after cont ‘svaluating 120 pertition MM than the 67 partition

| evamauons required by the mmum of the gs M heuristic and the

| single attribute degrouping-regrouping heuristic. For files with & hm m of attributes,

the disparity in search-cost (between tiése (0 heuriiehs) Bwther A

The single attribute ungrouping heuristic was able 40 praduce the aptimal partition
PY when started from the ane-file partition. The converging soquance 18 shown in Figure 6.
This is in accord with our geod experience with ﬂnm ey ?Whﬂﬂm

S——-ﬂtQ ‘ m

0o Pe(1,2,3,4,567,8) .. o 1881286
1 P'={{1,3,4,5,867,8), 2 | ol - sozss:
2 P(LAASLELRLER . P earen
3 P-y01,3,4,8,7) (2, (6} (8]  OP% = 306233
4 PO (00,3, 4,5, 20 6 70 (8 oP*) = 283959

5 - PP={{L, 4,5} (2).03, 8L {6}, (7]} - o CPY= 271814
6 no improvement

 Figure 6 The result of the single attribute ungrouping heuristic.



‘Chapter8 | © -19-  An Exampleof Attribute Partitioning

The single attribute uugrouqug heuruuc nquifod a mt uf 32 seoonds of CPU time and

",h

termlnated aner comidcring ] pnnmom.

In the umpmahove.nmuntmw partition - P° in Figure 4 has

:a surpﬂslngjy tow ptt‘omm when: compured wﬂhm”ﬁk partition of Figure 3.
I fact, the trivisl partition in ot exasepies tuems mwhmy moptlmul,«ond for
~of the triviad pumauu -be mmMﬁ ﬂli prsformante cost of the one-file
partition.: - In the course: of our: m it was-alo: m that the relative
optimatity nf the mmtm m asthie: number of ithe! witributes in the relation
increased. ‘We offer the MWM&M MWM of the trivial

(a) Most queries access only a few of the auﬂbuus. For ev«y query that accesses a group

L of attributes. there are usual!y other queﬂes that acoess a subset of thls group of
attributes (plus poulbly other attrlbutes) and hence cause the group to break apart Gle.
the subset of attribum becomes less attnctlve to tbe rest of the group) For example if
one query ‘accesses attributes 1 and 2 and another quory accesses attrlbutes 2 and 3,
and beth have thn mme: frequuacy thiew® an ‘on the Mﬂtm of the queries) it -
is most ﬁkelrmzt trivial. mw;wm l.*!,lnd ! is-more cost effective

-than a one-file or. a-two-subfile partitioss of them.




(b)

{c)

| dommance of the m'mktive queﬂu.

- Chapter 6. - - : . m_ An ﬁwd"mh',lill" ing.

In order that two aﬁrlbom be gmm w in m m mﬁ they luve to be
accessed in the same query. The mare Mve the quen &.e. m mﬂer the number of -
tuples that satisfy the querys prdm), m greater. &e adv nuf grooptng tbe

attributes I the query u very m gmm mm m mlaee the number

of page accesses uhwﬂuwmmw wifﬁn mributes |
were not grm mman mwsﬁamwym ery attractive
to oneamemf Conversely; wam&mmmm@ame
gained. by gmmmm hm wmwﬁwmnman
it requires all the pages of lﬁ mmw uumammm wiil

incur no fore page acaesses. than sepueating them iute sevesat subfiles (which include
no other attritiwtes); < Tieraiore, 2 ltough  gresping -eituibutes hecomes  more: desirable

attributes which has bm~ induced by the Mnm On the other hand, selective

queries incur fewer page ncceses ch&n wuhcme m -md the pzribrmnu cost of a

i s

partmon is determimd toa gruur m by Mc qunﬂu. Thus for a uuge

pattern where selective and m\ectm quma m rqmmud wuh me same frequmcy. |
B2 1

the oPtImal partmon wm be chu w the trtvhl pafmim m order w reﬂect the

[ ]

An ‘attribute that, is resolved by sequentinkisensching or- by Iiukhs from-a TID list
which contains a large &md ‘ﬂB&(mme the: setal niamber of mp!es

in the relation) will manifest a mﬂn ‘atractivity o the-otiher m of the file. In

-contrast, an atmbute that is indexed ‘wiu have a nhtively Mglm attractivity measure to
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 the other.éttripbt_e: of tbekﬂ.li_ ‘Thlsv‘u‘ beuuse vwﬁ_q;;,,‘an( aaitrl_m.lte is resolved by
sequential séarching or‘by linking from a large TID lm.allthevalues for that attribute
will have to be ietr!_éved in th'c;lr: entirety. _A_n’y attribute that.mayvco-exlst with this
.attr'ibutve ln.the same subfile will 'also‘ have to be Wd in its entirety, even if this
attribute Is not requeuad in the query that requau the unindexed attribute. Hence (as
we have ‘noted in Section 5.7), providing indices on uttrlbum wlll contribute to the
clustering of the attributes. In the, experiments we have conducted (and ‘aIs/o_ in most
real databases), only a few of the files attributes were lr;dgged:and.nm:, attributes did
not have an Ih_dex. Thefefore fpl",such,ques, the trivial pirtltion will be relatively
- optimal, since .the attributes that are not indexod will be uﬁattfactlve or shc;w ‘little
, Aattractiv,lty to the rest of the attributes of the ﬂle.' and the »o;.)}timal partition will be

‘composed of a large number of subfiles, each subfile containing only a few attributes.

The merit of the trivial partition has ndt been overlooked .in practical database
design. A variant of the trivial partition in a non-flat file implementation of a database is a
file orgamzauon where the main file consists of reoords of pointers, in which each pointer
points to the actual attribute value stored in a seoondary data area [25) The secondary data
area is separate from the main file, and values of dlfferent attrlbutes are stored separately. In
this mann_ef, the attributes are separated from one another into their own exclusive areas in‘a
way that ‘resemble.sl a trlyial partition. Accessing one attribute will therefore not br!r.:g in any
values of other attribufes (except for the pointers which are relatively shb_rt), but will cause
one extra page access. since tl;e bolnter has to be followed to the act_bal data. In such file

organizations, data compaction technlques (like eliminating redundant copies of the same
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attribute value) becomes possible, and are often employed to reduce storage (and also access)

requirements (but at the expense of computing time).
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CHAPTER 7

~In this repert we have outhined & selbaduptive  relational database management
system that. perferms mmpmmmm ‘databased We have atso
devebped 2 num of compatationally fensibiv attribute mngwmm ‘that select a
'-mr optimal. - partition -fer wmm e wﬁwwmg ‘onthe piiging
‘performance of the database. In unmtm.wm ‘saggestions for eiteu@ing~"tﬁe
undeﬂyln\ga mvlmnmam inorder aoaoivr m»smm m ptrtﬂuﬂng problems,
withwt lmm}h need fwmmmm mﬁamm Thereaftet, we
conclude: this. report- mw for: amm seope’ of attribute partitioning to
wider problems, along: m a dim of the relationship: between  database attribute

partitioning and other physical databasev design issues.

1. Exfen '

There are numerous. imm and parmm that ‘have 't be consldered when

- optimizing the phyml»d&dgn of a daubae ina mﬂlplex RETONTO
have addr thc attr Duste P‘m PM in'the Wxt ora moﬂcl of the database

";"\t. In this report we

'managemem system that- incofporiites & Aumber of those parhﬁeom ﬁiit- ‘we feel are more
important and whose consideration is reqaired in ordér to have a mm,,gm‘ model ‘of

_practical database usage. Two of these parameters are atiribute selectivity and the blocking
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of tuples into discrete pagm mmer it umwwmm model of the

database manw mww ww;; ' m mmsmg ‘the

comptex:ty of - the attribute parﬁtt«mt pmbm. and m Mmdm the need for
revampmg the heumtm we have shiown t0 be W # ‘our turrent model. In t:he-

_extensions to our curient wodel s Wi o bellere Mwmin grouping

heuristic will still hethem visble: Wﬂ*ﬂm# néar -optinality as
demonstrated in the course af-our werk. Out-hakief 46 dutok wpeethe fesisht of our program
of experimentation with the. hewristic, showing Thit the Partition predisced by the. pairwise
grouping heuristic is mﬁm within. mw uwm m where the
optimal_partition could w-~»ummﬂaﬁw W’i fourst for- that

proh!em) ‘Howeves, it. &5 Mh that.in- mwm mm musm of a
pair_of blocks wili-not bc the. mm mm&mmw o the
ext siep (is. violating, sonditon Bl ths prodiing The appliention;of she: k. pairiee

grouping heuristic. Loeneisprdsoohog e

| One parameter that would beduk&bkgoim?demmmhtheomhad cost
"of accessing a subfﬂe When a queryt ;ﬂf&;‘: éat;:s;::m b ;:u:ﬂy a degree of
overhead associated with :M m:h &hﬂh 'l'h ovar

¢ mmmm&t ﬂnmnmm umr |
areas in primary memory. for ih! &bﬂ’t

model by having thc file cost. m M&M nrerhend-

and closing the subfile, initializin

whenever a subfile is accessed by the method of a.quesy. ..

One other way we may extend our curremt modet it to Gifferentiate Between the cost
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of accessing different subﬂies and to dlfferenthte between the atorage cost for: different
f .submes It is possible to store subfiles on a variety of :tonge devices with dlfrerlng storage
and access costs, in order to further reduce the databue performance cost. For example, a
subfile that is not frequentiy aeceued and that requires a slgniﬂcant amount of ttorage may
'.be stored on a secondary stonge device, other ttun a disk. that has higher access cost but
lower storage cost. Differentiation between tln costs of mbﬁles has been the main concern of
some previous studies that- have viewud the Mgm pwbiem in- terms of
allocating attributu to primuy tmt secondary Mhu (lenmr {4), Hoffer b8y, Eisner and
-Severance {14}, and March-and é&miiﬁl)*%mr incorporate differentiated subfiles in
our modei by mlking the: file cost mm«m the number o?pnge accesses to a subfile
by a factorthat rﬁmmmuwmﬁmngmemadmm with resPect to
the other subfiles. Differentiated wongemvm subfiles may also be included in our model
: by adding up dwsmagewmfwuehwmmmg on e kind of device the subfile is

stored on during the time interval beweenfnpimmlng points.

lt would be desirable to have the system autornaticaily and opumally determine the

repartitioning points. Cmnputing the repartmonlng poims thould be based upon the
: consideration that too frequent invocation of the partitioning heuristics will result in
expending 4 significant amount of compuutloml resouroet on the search for a marginally
better attribute partition. while Infrequent invocation of the heuristics may result in degraded
. database performance in the interveﬂlng time betmen repurtitimhg points. Shneiderman
(33) and Yao et al. [38] have investigated ‘the problem of optimally determining

reorganiution points for the purpose oi‘ elimtmttng overﬂom in files that are due to tuple
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insertion and deletion. Tbcy a&so M 2 nm Of I!Chmh' M purpose We foel
that their techmques could hc W m ﬂn pm ﬁ'm:qﬂmﬂ nparmtomng

g e T
Saghieny s t :

- Even- though our.. mm&mﬁmmaum;m moare
‘comprehensive than preariou swadies, e hutw m the: m wﬁWhg
problem within the. comeni of t«ﬂn&hm mmm m«m relution
_is-accessed tbrough a mm&md mmmmmmmwm - Fo
;fully realue the ﬂulbﬂm of & mhtm mieit:
| "envtmnmem together w-kh kmm mmm MWW
with arbitrary join. mhm Mm mnmm m Abo, ®is

‘ m& m . mkm&mn

necessary to consider queries that hwe mmm Wﬁa mmmm of

conjunctions and. disjum:tiom) in their qutitﬁatm ptrt. taé in whk:h the ptedicates of the
G e e w e ot oy sy St cwih B
boolean expressmn contain omer comparison opm hatdes ewaluy eonékim& (Arbimry
g,-*é-*{ #% 4,' »v;;:if;g{;, b it v ey

boolean expresstom in queﬁu have been dlﬂihmd in m muki mmﬂy bmuse of the

COESLATIEY '“‘“fz“
comphcations that arise in the enluatlon of a«:h weﬂu fm' & pamttoned database Mso
At £ CEATMEYEE W e T
the consideration of comparim openton other m eqmﬁty condukm makes the probkm :
ﬂ\ JEiE “z & a;ig;! g‘,;:‘gm“
of estimating the numbef of mpies that sausfy a m mudmb!y more cnmplax though‘
oy e ’i;a:,: _;;q,;”;‘ 4% w Y ’imﬂt?{ S -

not mfeasible) To our knowiadge. thc auﬁme pmmmg puwm for a muni-remm

.,-.z‘jir, gL n "R s g1

database with. genetanzed querm has nat yet‘been addmsed

[ Oy R

We -have assumed a flat file ’physictl implementation of a relation in eur attribute
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'partitioning' system ln moat practical dmbasu. nonﬁat me inplementation of data is
assumed for two reasona I- For the purpoee of data contpaction, in order to reduce the
'amount of storage required to store the data. Data oompaction rnay ‘be accomplished by
repiaclng attribute vaiues with pointera that point to a comrnon but smaiier pool ot‘ the actual
: attribute vaiuea (data encodhg). by uting gointm that point to the end of a variabie iength
. attribute value (ao that the maximum smnge doee not have to be allocated for each of

out the aame attribute vaiue from any

the variabie iength attribute:). or by “f
.number of tupies that contain the attribute vaiue. in order to eiiminate its repetition in more
than one tuple (as in hierarchical organintimt) 2- For the purpoae ot‘ acoess enhancement
Access enhancement in 2 nonﬂat implemtation may be aecompushed by the eiimination of

Join operations (ie searchea) on mbfiie: by haviq tupiu that satisfy a frequent join

‘operation expiicitiy Iinited to one another by poinm We hdieve that the development of
B attribute partitioning heuristics for nmflat ﬂle hplunentatiom wiii not be an easy task; this
| difficuity is compounded by the complexity of query evaiuation in such me organizations and
by the probiems of deriving an. accurate ooat Md of such 2 database management
environment. Babad [2] and Benner [ﬂ have addreued * Iimited i‘orm of the attribute
partttioning probiem in 2 nonﬂat file implementation oi‘ a rehtion SPecifically. they consider -
the probiem of attribute partttioning t‘ot i‘iie organiutions that aiiow attribute values with
variable iengths, and where not all subtupiea are of equal Iength Schkoinick 3n considers a
hierarchicai file organization where each node in the tree is an attribute.. Page access is
minimized by partitioning the nodes oi‘ the hierarchic ﬁie awording to the frequency of
attribute requests by queries and according to the position ofk the ‘attribute within the

" hierarchy.
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We have cowﬁmd our attention to pmblml of mrm paﬂﬂenhg Atmbutc _ l
clustering, as the logwut exmm of attribute pankm an m ™ mﬁdmbie access

(and storage) cost reduction over mapb pnum At o amap& where atmbute-

. mgMy attractivetobom o m “»g, but m ig m Q~mmmmalve ln

such a situation it isdeiirwlew edunda m " mmmwmm wma 2y

and in the other summ 0. mm*m‘mmmmmgm |

paradoxnta“y result m the reduction of Ww ;i!fs«nt of wm of a rehuon is

reproduced ina wamortmmmmm.m mammmam suhﬁh

e e g

are funcumany dependrm on these mpm mﬁmw ™ Mn m repm.
r"unking as an access path’ wwamm»mwamw set of
| -attrlbutes !n other wwdt, Mt m ubuple, mmnwww m a :ubme

the equi-join of mpw In the subRle uAmsm“uw gmu m on the set of
reproduced attribute!. m the set of Wmma key aar the subﬁh
the result of_the equi-join I & single subtuple W m )i the e w«m gim subtuple.

The consequence ofcﬁnﬂmﬁngth! umum mmmmw«m aap'y-
 of the attributes may be caupm by Mam; af w m la certain cases this
will result in considerable reewcry af QII'% wuﬁm m 06 ﬂn subfile- beeamu

umque But there are more dmct udmiqlm fa mhg W M a m emodmg) that

are better for this purposnm mmm Tmm dummg should be -

PRREES e 1 LE ARt NS

| pnmarﬂy considered for m purpm uf m w mmmm Om &9] muders a
special case of attribute d:mmng ina W nlﬂen am mvirdnmem Where ‘the

primary key of the refation s reproduced in each of the subfiles. The original relauon my
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_ then be recomtructed from the equi join of the collectlon of the wbmes on the primary key.
Thls model may be conm'ued as a varlnnt of lttﬂbutc plrﬂuonlng whgre the linking access

ucing the prlmry key all

path -is. replaced by the equi join openuon. sime by
-subtupks become umque. uch wbﬂk hu n subtuplu. and a wbtup!e has a unique
o-subtuple in each of the other subme:. Hoﬂ‘er [l&] also addrmeg the problem of attribute

clusterlng in a flat ﬂle lmpbmentluon of . m and c er programming

an ln X

formuhtion of the problem together with L] branch aud bouqd algogitbm for its solution

A problem related w*- tr

pmummg iuﬂi‘%” bute cﬁ:’s'tiriﬁg is their dual:

tuple: partitioning ‘(or hotitontal partitioning, whefe the file’is partifioned horizontally by

‘actual apphications it has been freqently obierved thit the fbpk request distribution follows

the "80-20% rule of thumb I7} “This rule sités that 80% of the queries deal with the most

active 20% of afile. “Therefore considerable ‘sétess’ ehhiiicemen may be accompllshedby

clustering the Trequently accessed tuples togethér,” separite from the infrequently accessed
tuples. In its simplest form, tuple partitioning is accomplished in o' flat ﬂle implementation by
grouping tuples that are accessed together into horizontal siubfiles. - The reason such a subfile
is called a horizontal subfﬂfe”u*‘;bedﬂselt'he"uﬂi' repfuenthgﬂn file 'li"ﬁeing partitioned
horizontally by its raws. fSlmlhr"l’y & subftle of ah°attribute partmon ‘may be viewed as a
- vertical subfile) In tuple partitiomﬂg. in order tﬁat the aecus cost of two similarly accessed
tuples be redueed the mphs hwe to be pbeul ' the same page. Tuple partltionlng may
thus be viewed as' shu!'mng the mpiés among the pages of the' ﬂle placing similarly accessed

_ tuples in the same page. 50 that total access cost' 13 minimized. ' We feel that the attribute
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| parutionlng heuristics w in this uput m h Wy Wuﬁbb tf ever
appﬁed to the mphpmmbmdmmwoprm invelved In |
practical databam.thcm:mﬁtrdmﬁ mmM aswgeu 10%, Far |
“the same reason, awmmmamm hﬂtﬂmc t&mt
cunslders each mdiﬂdaﬂmﬂemhwwmw:othe tuple
partitionmg problem. Anetiet mdm ﬂ&amm pmbhm s that a
subfile in a mpnmhm mwﬁa mu.m 'rmmm we
have developed mmmmm f it
 Knuth (223 and Rivast (30} each describe & heunis

to their access frequencies. mm Mmcaf MMMMKW&IW a query
is refocated to the top of the file m mmmwmmmmnu searched
by the next query. In the hmrw: of Rlvug,; wh,ﬂm thM with-the
immednately preceding tuph. m Wm khy ;mspopcm they assume no

blocking of tuples into pages and they assme mmmmymmm s 9eagched is by |

sequential search. The heumtia abo have tbg dum M M are; vary sensitive 1o the

. o mwmmm@
~ database can drastically change mbeguerm:run mmmm

'order the quenes are made o the database, and thz .

We believe that the tuple partitioning, problems showkd, be solved using cluster

analysis techniques that coaﬂder buath the astribute Yl%h the mple.and tie occurence of

attribute values in queﬂes szmmcs gathered for. the' PUrpose f tuple pattitioning: must

- record not only the attributes mumed by the gue:m m m m dauhue but also the
attribute values in the equality condition predicates. ethg query, 30 that similarly acm;ed

tuples may be identified.
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A slight generaliutlon of the tuple pcrtitioning problem Is to tlre case where tuples

are stored in pages that need not be completely ftlled but may be partly empty. This
‘ variation of tuple. partitioning is even more dlmcult to solve. but may result in enhanced
access performance at the cost of an increue in stonge rqumment. Tuple partitioning may
- be rurther generalized into tuple clustering where tuplu ‘may be redundnntly stored in

several pages. in order to reduce page accesses (while ncreasin Mge requirement.s).

A further genenliaﬁon of the plnitloning pwblem 1s 'the Irybrid clustering
(parttttoning) problem. ‘where attribute cluderlﬂg (paftitiontng) and’’ “tuple clustering
‘(partitioning) are carried out simultaneously. “n !’M! pﬂiblén, a e is ptrt!tioned both by its
attributes and by its tuples siich that each subfile has a subset of the attributes and a subset
of the tuoles. The subfiles of a hybrid partition need not all be of the same size either in the
number.of attributes or in the number of tuples. One way to picture a flat file partitioned in
a hybrid manner is as a composition of rectangular mosaics, with varying lengths and widths,
placed ad jacent to one another such that the wlioie file is covered. The liybrid data clustering
(partitioning) problem is mucli larger tlun either the lttr,lbute clustering or the tuple
.clustermg problems. For this reason, its solutlon requires more poweri‘ul heuristics than any
we have considered. A computationally feuible yet not neceuarily optlmal or near optimal,
approach would be to perform attribute clustering (partitlonlng) a.nd tuple clustering
(partitioning) alternately. in order to reach a hybrid cluster that has a locally minimum

performance cost.

Another direction of extending attribute partitioning is to consider attribute

: p_artitioning simultaneously with selecting other file access structures, wh_ere. the choice -of the
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access structufe dwdt o0 mmﬁm mm ﬂlﬂ m versa. Fm’ zxample
we may consider chonﬂng mdices for the am :d'; plﬂ;m ﬂk In our currem ’
model, we have assumed mmdmaummmhmm md
consequently thgf&smdhuuam”im !tmmm ofﬂﬁxed
induces is removed, the overall perm d' lhe Mﬂe mt 3yszem mght |
improve when aﬁﬂbmﬂm»d m Mmm msl’y One
plausible strategy here is mmamty mm M“W selection in a
# 5y Clan 71, S she-aptismat sefection

' stépwise minimization fashion. The heunistic pe
of indices, is parwhrlyw&m;m L
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