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ABSTRACT

An analysis of the incomprehensibility of large, complex computer systems is made.
The thesis is that there Is strong relationship between system incomprehensibility
and the necessity to trust computer systems. A cogent definition of Incomprehensi
bility In computer systems Is established, with common themes drawn from Interdis-
ciplinary literature dealing with computers and soclety. Reasons for the creation of
incomprehensible computer systems are explored, as well as the consequences
(both technical and social) of using and relying on them. The relationship between
the real and perceived purposes of computer systems and the appropriateness of.
trusting these systems is analyzed. Approaches for dealing with the existence of
vital computer systems which are functionally incomprehensible are evaluated, and
positive suggestions are made.
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Chapter 1: Introduction

The technological society contains many parts and specialized
activities within a myriad of interconnections. . The totality of
such interconnections - the relationships of the parts to each
other and the parts to the whole - s something which is no
longer comprehensible to anyone. In the complexity of this
world, people are confronted with: axtreordinary events  and
functions that are literally unintelliigible to them. They are
unable to give an. adaquate explanation -of man made
phenomena in their immediate experience. They are unable to
form a coherent, rational picture. of the whole. -Under these cir-
cumstances, all persons do and, indeed, must accept a great
number of things on faith.  They:are -aware that the major com-
ponents of complex systems usually work, that other specialists
know what they -are doing, and -that. somehow .the whole fits
together in relatively good adjustment. Their way of under-
standing, however, is basically religious rather. than sclentific;
only a small portion of one’s everyday experience in the tech-
nolagical society can be made salentific, For therest, everyone
is forced to depend upon and have faith in matters about which
that Elul describes as the soqrce of the modern versions of
mystery, magic, and the sacred. R e

Langdon Winner

In recent years, the computer sciéncé commut;llty \has‘ begun to racoghﬁé
comprehensibility as an important diménislon ovf‘ éomputer prodfdms. Much earlier,
thoughtful observers of‘ the growlngﬁv preemlnence of fechw in mo&efn cuitures
worried about fhe diminishing ability of pe&::;i; to undérstand and copé with the
technoldgical system with which they were so deaply Invol\)ed. Today, Dr. Robert
Johnson, Vlcé-Presldent for Ehglnee'rln'g- of Burroughs Corporation, is not alone In his
belief that the most serlous‘ broﬁlem ‘facvlélg( ihe ‘cdmputer Vlndustry Is the
incomprehensibility of large computer systéfns.z Savéral factbrs comblhe to make

computer system incomprehensibility an issue of ﬁnniedlate c'o'h'cem‘ to any soclety

1Langdon Winner, Autonomous Technology ’(Cambrﬁﬁé; MA: The MIT Press,
1977), p. 284.

2Hearsay.
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as committed to technology as our own: notably, the rapid rate of proliferation of
new systems, the strong social and economic incentives to use them, and the rising
level of dependance on computer systems that Mvc vital, nonreversibie impacts on
our lives. If widespread unintended ‘consequoncas -of udag computer systems that
| cannot be understood are to be avoided the problem of lucomprehenslbmty must be
analyzed and deait with now. Thls thesls is about the incomprehensibility of many
computer systems we prasently usp and on which we depend heavily.

The exlsttng- notlon of Incomprohenslb‘llity,: as documented in the computer
science literature as well as in writings from. niovaat mtmhnlcd fieilds (such as
sociology and polltlcal sclence), is mghly ambiguous; therefose, my first objective,
pursued in Chapter 2, Is to aharpen this nadon ancl to ln'lve at a dcfmitlon from
which one may more: usafully proceed. Some eompimr sciem have a tendency
to become so involved with the detalls of the mtt metbads of rendering com-
puter programs understandable (for example, the technique of structured program-
ming or the avoldance of goto statements) fhat they .seen; to forg§t about more
general, higher Ievél issues. Conversely, crltlcs of ttechnology's soclal role,
although they may appreciate the wldespread eﬂ‘ects of technologlcal innovatlon,
are often hampered by the inability to understand spectﬁc technical applications.
The study of computer syst_em lncomprehenslbnity thus demands an Interdisclplinary
approach, based on an understanding of bbth compufors fhemse!ves aﬁd the‘tech-
nological system of which they are aﬁonﬁ the foremost .representatives.
Throughout thl; thesis, | refer to ‘the ohséwatbn# of dlv§mé groups of
people - computer scientists, philosophers, Apsychokv:él;fs,' sbélolog!sts. It is not
expected. that the reqder will be femllia,r with a,l!‘t‘h:e, relqunt digclplines; thefefbre,
| have provided a "list of characters” - a collection of short blograpﬁlés of most of

the people on whose ideas | have drawn - following the body of the thesls
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In discussing computer comprehensibllity, it Is useful to first _consige,r’
comprehension in a broad context as, for example, in communication between peo-
ple. This need not be a spacialized andeavor; most people have.a strong intuitive
sense of what it means to understand someone.eise, and It is this Informally
learned knowiedge that one projects onto gng’;l interactions ‘\ggvth computers. Shar-
pening the general concept of comprehension, as it Is np__plicablq to human communi-
cation, in order to arrive at Its much more specific. form, namely as it appears in the
context of computers, requires competence in. computer sclence. Insights about
comprehension, when applied to problem evaluation, system design, programmi.r.ug,
etc. (all fundamentally human activities), can:.help establish what it means to
comprehend a computer system and the.behavior. of computer_systems.

incomprehenalbility is not a property of a computer. system (in the sense
that color is a property of an orange); rather, it is a darived attribute which is
dependant: upon the context in which a system is used .and the criterla according
to which it is judged. An altline reservation system might be crystal clear to the
reservation clerks who -use it every day, but. largely mysterious to the systems‘
analysts. who attempt to modify it. lnn.ddwon,incomgrehanslbmty takes on a
different meaning in relation to the "front end” of a system (analysis of a problem
and design of a system) than it doas to the "back.end" (utilization and mainte-
nance of a system once it has been implemented). Difficuities are bound to arise
either when a system is designed in a haphazard, ad hoc fashion (surprisingly com-
mon outside the restricted domain of research systems) ar n‘wper_\l‘us/er_s are forced
to communicate with a system without some knowledge of the theory on which its
‘design was based. Indeed, incomprehensible systems often turn out to be those
which are based on no well formed theory at.all. .

It is important at this point to stress the fact that | ‘am_concerned with the

Chapter 1: Introduction 9.



incomprehensibility that arises from systems; that is, coliections of Interrelated and
intercommunicating activities, of which computers and cunﬁuter programs are impor-
tant, but not exclusive, components. By the term “computer system“ | wish to
refer to not just computers themseives, but aiso the béoph‘who choose to design,
maintain, and use them. Computer systems bring into question much more than just
computers and the programs that run on them; for instance, the nature of the prob-
lems that we deem sultable for computerized solutions, and the poorly understood
processes of problem analysis, system specification and design, and programming.

The kind of incomprehensibitity 1 m;n interested in does not derive solely, or
even mainly, from any easily identiflable errors (such as coding errors or obscure
programming), but from more elusive probiems with-the way we think about and deal
with technology in general, and computers in particular. if we apply computer tech-
nolog)} inappropriately or indiscriminately (for Ina‘tance, It we are more motivated by
aﬁ eagerness to make use of computers than by the actual effectiveness of apply-
ing computers in a given application), we may end up having dificuity understanding
the relationshlp between the original problem and the comiputer system constructed
in response to it. in some cases, "problems" are artificlally created or tatiored to
make them better suited for ’appﬁcaﬁons of current technology. Computer systems
that arise from such situations can be functionally incomprehensible - incomprehen-
sible in relation to the problem that a system’s users befleve it is “solving.”

Already In the present discussion, | have turned to the guestion of how does
incomprehensibility arise in a computer system. in Chapter .3, | examine factors
which can lead to the generation of incomprehensible Gomputer systems. Concerns
about the process of programming are relevant ‘here: Gerald Weinberg has re-
minded us that programming is a human activity: with a ‘psychological component

which is often ignored, but which significantly affects the quality of programs which
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are written. The activity of programming a large computer system is plagued by
what some people have described as problems. of communication. Interactions
between the diverse groups of people who are touched by computers can be
stified by the elitist belief, held by some specialists, that nen-technical knowledge
Is not very relevant in the design of a'cmhtar aystem; or that outsiders should
not question the appropriateness of applicatians of techmology. Professional isola-
tionism helps distort the knowledge that -coders, system designers, users, and
everyone in-between can have of a system (by coders, | refer to people who carry
out fairly routine programming job# which are handed over to them by other people
who are more Invoived with higher level jobs like the deaign of:a system). Blzare
stereotypes of ‘programmers as solitary individuais who- are datached from: other
-people are reinforced by the informal .attiudinal- treining :of software workers, which
tends to discourage curiosity beyond the level of specifin, unconnacted . program-
ming tasks. : : T

‘In addition to relatively low level problems which may be. jnherent In the pro-
gramming process, there are broader, societal lssues which have important. impacts
on our relationship to computation; these issues are discussed in Chapter 4. As |
mentioned before, a thorough consideration of the..problems -entrained by
lr_tcomprehensible computer systems requires -both an understanding of computers
and a high degree of sensitivity to the social contexts in which computers play an
important role. In the modem world, ore ought not talkk about: social “problems"
without talking about technology, nor discuss technology . without taking Into
account its' social context.

The present organization of society is such that:there is an ajir of inevitabil-
ity about the role of technology. Our abllity to critically evaluate social problems

and. proposed computer solutions to these problems is strono!y influenced by what
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appears to some as our acceptance of the autonomy of technology at the axpense
of our own human autonomy. The perception of technology as an irresistible force
leads to a situation where the usefuiness of the computer is often assumed, even
when a given application of computer technology is by many criteria inappropriate;
where the widespread use of computers is accepted in spite of the fears and mis-
givings of many people; where the surface appeal of quick technological fixes for
pressing problems often causes a redefinition of our problams to make them more
amenable to computerized solutions. Present day soclety uncritically accepts a
way of lifa:founded ‘on technical necessity and shaped primarily by what Langdon
Winiief cafis’ the technical (rational, artificlal, productive) made. of activity and
thought.3 Our love affair with technology has always been characterized by biind-
ness; and the so-calied computer:revolution is only the most recent example of this
technological preoccupation.

Chapter 5 of this thesis is a discussion of the results of the use of
incomprehensible computer systems and of the social system in which they are
embedded. Some technical resuits are the inability to cm§ adequate reliabllity
for many large, complex computer systems, and the resistance of of these systems
to even minor modifications.: Other consequences are extsnsions of points | raise. in
my discussion of potential sources of incomprehensibliity; for instance, the obhscura-
tion of the root of a problem as a result of over-rationalizing the processes of
evaluating problems and of planning solutions :to them. - If a computer application is
viewed solely in information processing terms, there may be a gap sensed between
the problem and the computer system which was MQnCd 1o solve it, but which in

actuality attacks only those symptoms of the problem which were aasy to translate

Swinner, p. 127.
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into the form of a computer program. The size of this gap reflacts the importance
of those aspects of the problem which could not be expressed according to. reduc-
tionist criterla, and hence were never rackoned into the design of the computer
system. Technological elitism, which | citad earlier as a source of incomprehensibi-
ity, Is strengthened by the existence of computer systems which only a few tech
nically trained people can plausibly claim.to undetétn,nq,g:,p_e able to maintain. In
Kenneth Laudon’s words, we are experienciag * . . . a legitimization of technological
‘axperts’ at the expense of poets."4 ,

On a still broader level, an attempt to calculate the costs of living In a tech-
nologically based soclaty. must include some estimate of the personal price that is
pald - tha human suffering. There has been a. gradual adaptation of human needs,
desires, and thought processes to that.which. contemporary. technology can explain
and satisfy. What happens to the self image of peopla when "all the business of
life, from work and amusement to love and death, is sgen from the technical point
of view"?5 As a result of society’s continuing quest for the perfection of the
machine, some people now serlously question whether we. will.be able to keep pace
with our computers. | will examine these and. other unintended, but perhaps un-
avoldable byproducts of the computer “revolution.”

Perhaps the most sarious effect of the widespread use of computer systems
is our gréwing dependance on computer systams that we do not understand. The
use of computer systems that are:not comprehansible. can result in the loss of our

control over the processes that computers monitor, as we become Increasingly

4Kanneth Laudon, review of The Conquest of WIII Information Processing in
Human Affairs, by Abbe Mowshowitz, Science, 183 (September, 1076), 1111.

: 5.Ja'cqucs Ellul, The Technological Seciety (New York: Vintage Books, 1964),
p. 117.
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dependant on the information, and even the decisions, which are the output of the
computers: In actual apphi¢ations involving large, complex computer systems, peo-
ple using ‘such systems’ output often céwne to rely on "what the machine says.”
They are effectively in a position of elther havlngtoab the work the computer is
supposed to be doing, or of ‘having to uncritically accept the output of the com-
puter. The Inherent complexity of many systems makes it aimest impossible to ade-
‘Quatety explain, predict, or trace their ‘operations. ‘Nevertheless, in using these
computer systems, one must cross a threshold from  reliance to unjustified trust.
Trust is deeply embedded with human valués, ard It is ‘not at-aif clear that the pro-
jection of thesd vaiues onto man-machine interactions is appropriate or desirable.

An unwiliinghess to depend on computers to-ald in:important decision making
may be deemed evidenceé of an *antitechnological™ attftude. Nowadays, an attitude
of technological optimisim and trust appears ot 0 rised justification, white techno-
Toglcal distrust is often grasted with hostiity. “ This soblal pressure against eriticism
‘of technology s not irretevant to my discussioh of incomprehensibMity. "

' 1 believe that there Is a correspondenee Detweéen our trust in computer sys-
tems and the purposés of the systems {both our uhderstanding of these purposes
and how well the systems actually fulfif thé); thit’ there i3 a discrepancy
betwsen the resl and the perceivéd purposes ol meny comptter systems, and that
there Is a strong relationship between our comprehension of these:purposes and
the appropriateness of trusting the systems. It is ouf’ trust in computer systems
which makes us so vuinerable to their effects.

One direct and dangerous effect of trustlng lncomprohans!ble eystems is-the
responsible for modern computer systems: that heve' Ihoraly.,ovdv_ad; !nto \thelr

present forms and that simply cannot be said to have authors? Already, some
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people are suggesting that the computer be responsibie for its share of the dech
slon making load, but it Is. far from clear what possibie meaning computer responsi-
bility could have for the people affected by machine made decisions. Some advo-
cate the idea that systems retain control over ongoing processes. In pracﬁce,
incomprehensible systems become autonomous, unchalisngeable authorities to whom
a soclety of users abdicate responsibility. According “to Joseph Welzenbaum,
= ... responsibility has attogether evaporated. No huihan is any longer responsible
for ‘what the machine says.’ Thus there can be neifﬁ"er right“vnor wrong, no ques-
tion of justice, no theory with which one can agree or disagree, and finally no basis
on which one can challenge ‘what the machine says.”°

Certainly | do not wish to leave the reader with nothing but dismal pro-
nouncements about the Imposslblﬂty of individua! action against an autonomous
technology. In Chapter 6, 1 discuss alternate courses of action In the face of
incomprehensible computer systems. First, | consider various technical “solutions.”
These include verification proofs, reliabllity studies, and modern programming prac-
tices like structured programming. In the course of analyzing these and other
means of injecting understandability into computer systems, it becomes clear that,
for the most part, they attack only the incomprehensibility of computer programs.
However, the enforcement of structure on the product (the program) does not
necessarily enforce structure or compulehensiblllty on the process which created it
(the design of a system), and it is the larger computer system that Is the concern
of this thesis.

| believe that system incomprehensibility is fundamentally not a problem in

the engineering sense of that word, and that Vthe most interesting kinds of

6..loseph Weizenbaum, "On the impact of thé Computer on Society,” Science,
176 (May 12, 1972), 813.
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incomprehensibility are notto be dealt with by technical means. Rather, we. must
make a conscious effort to.widen our perspective beyond a nnrrowptofasslonal
one. The soclal consequences of using incomprehensible computer systems have
direct impacts on the meaning of responsibiiity, the ethical and moral burdens. of
computer scientists, and the self image of all pecpje. It is necessary to reckon not
only the technical, but also the human costs of the technological system; In Lewis
Mumford’s words, to ask “aot what is good for.sclence or techaclogy, ... , but
what is good for man . , . "7 :

~ There ara. positive steps which can be: taken .to avoid the potentlally
dangerous effects of the existence of vital computer -systems that are functionally
incomprehensible. . As Vice-Admiral H. G, Rickover has pointed gut, a good. beginning
may be made by reflecting on whether or not averything hailed as progress actually
contributes to happiness (or whatever else the.reader belleves sustains human cul-

ture), and remembaering that we alone are responsible for our tqqhqohgy.e

7 owis Mumford, “Authoritarian ‘and Democratic Technics,” in Technology and
Culture, ed. by Melvin Kranzberg and Willlam H. Davenport (Now York: Schocken

Books, 1872), p. 58

8. a. Rickover, "A Humanistic Technology,” in Technology and Society, ed
by Noe! deNevers {USA: ‘Addison-Wesley Publishing Gompany, 1Q72), :m 22-23
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Chapter 2: Understanding Computer Systems

There can be no total understanding and .no ebsolutely reliable
test of understandlng.
: _ Joseph Weizenbaum .

- understandzt : R
ELIZA

it ls acknowledged wlthln the computer sclence communlty that. the
mcomprehensrblllty of computer systems is a mejor problem assoclated ‘with the
rapid proliferation of large scale computer appllcetlons Nevertheless; incomprehen-

sibility has proved to be a most difficult concept for both computer scientists and
S E el TR A

social sclentlsts (working from technical and non-technlcsl perspectlves) to deflne .
(:omputer speclsllsts hint st the Issue of incomprehenslblllty when they dlscuss the

ugoftware probiem,” which Is really a whole collection of probloms that make com-

i T 25

puter programs, psrtlculerly lerge ones, Intracteble There seems to be somethlng ,
lnherent ln |arge computer systems, perhaps lt ls the complexlty of such systems,
whlch fosters lncomprehenslblllty A large computer system ls worked on by 80’

many people over such a long perlod of tlme thst there ls flnelly no group of people '

«'k_.

‘ who can be sald to be lts suthors or who understend lt ln any useful sense, “for

A " gk

exemple, well enough to guerantee lts rellablllty

lt ls probably premsture to Jump rlght lnto a discusslon of computer‘
werrs 1T

lncomprehenslbllity before saying somethmg sbout comprehenslon ln the context in

which we ere most femlllar wlth lt - thet of lnterpersonsl oommunlcatlon Our feel—x

s hae ol

lngs of understendlng another person and of belng understood by others are not‘

1.loseph Welzenbaum, Computer Power and Humon Reason From Judgmenga,to_

Calcu/ation (New York: W, H. Free,gnan, 1976), p. 183, .
A L A :

2A computer program, publlshed in 19686, which mskes posslblewce;rtaln klnds
of naturel language conversation between man and computer.
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formally learned, but ere lnsteed the results of lntuitlon SOme aspects of this
intuitive knowledge seem to be shsred emong sll people by means of unspoken
channels; communication is by defiiition an act:of shsﬂng Tbe sssunptlons which
make human communication work (to the extent thet ltdoes work) most often
remain unstated. The incomprehensibility of computer systelns»ls such an elusive
notion because our sense of what It meens to understand ls not externalized when

we change our freme of reference from thet of people to thet of machines, and

begin to talk about understandlng computers

2.1: interpersonal Understanding

As a result of our interactions with other people, we arrive at an informal
definition of understsndlng, eccordlnd to which understsnetng is a function not only
of words that are spoken .(or thoughts that are communlceted in other ways), but
most importantly of the spesker snd the Ilstener. who bnng somethlng of them-
seolves to any- exchenge with enother person. prrehenelon as implicitly defined
in human relationships, Is to a large - extent founded on shered experiences end:
values. Interactions between people nearly elwsys requtre some element of faith,
based on our trust that the other person will 'know whst i mean.” Thls trust‘ is
justified only because "all people have some common fonnsﬂve experlences ceed
There Is consequently some besls of understsndng hetween sny two humans simply
because they are human. 4 We find that our tmst ls best rewerded by peopls who

see the world as we do, and in particular by those psople who heve hed expeﬂ-

8The Oxford English Dictionary (Oxford: Oxford Unlvers!ty Press,‘ 1833),
p. 600. ’ ' ‘

4\O\halzenbsum, Computer Power and Humm neesem From Judgmem to Cafcu-
lation, pp. 192-1983.
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ences similar to ones that we have had and that were important to us. An under-
standing between peopie is not something carelassly acknowledged. It is only
when we feel that someone eise’s interpretation of the world is sympathetic to our
own that we -are ready to believe that that person:can understand us.

One of the most important observations that can be made about human
 understanding Is that there are insurmountable limits to the level of communication
that can be: achieved.

Since, in the last analysis, each of our lives is unique, there is

a limit to what we can bring another person to understand.

There is an ultimate privacy about each of us that-absaolutely -

precludes full communication of any of our ideas to the universe

olitside ourseives:aid which thus isclates:each:ene of us from

every other noetic object in the world .

“ Yo Wnévw - with: certainty mn&wm understood what

has been said to him is to perceive his entire belief str ture

and that is equivalent to sharing his entirs dife-axpbrence. ™
Attempts to communicate with other people are largely acts of falth, substantiated
in part, though never entirely, by a common. languags, .social background, environ-
ment, experiences, etc. | wish to stress this potnt- the: significance. of a common
humanity in human -understanding - because’ it is - precisely this common humanity
that 1s not part of our "relationships™ with computers; and-thus cannot play any role

in an understanding between man and machine.

2.2: Comprehending Computers
An emphasis on the human element of Interpersonal coﬁimmﬁcatlon leads

directly to the belief that understanding must take on.a vnry diﬁerent meaning in

relation to lnteractiona betweon men md mcbinas thun in relaﬁon ho interactions

between people. Just what it is that chmetarlhs thla dimranco Is not immedi

Sipid., p. 193.
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ately apparent, since there are a number of things that we can mean when we say
we understand a computer system.. The nature of our understanding of computers
depends on ths context in which we make use of them {which may be as a naeutral
storehouse of information or as a decision-maker on which we depend heavily) and
varies in relation to the many different eiements that combine to form a computer
system (from computers themselves and cemputer programs to the human beings

who Interact with them, and even the stated and the percelved.goais of & systam).

2.2.1: Program Ou'tput

The simplest Inturpretatbn of understnnm ln tho emtext of computers is
that of understanding the: output ot a eompum Onc mm of nchlevlng this level
of comprehension would be tracing the opmtlons of a conputaf program(s) that
generates particular output that we are Iinterested .in qnd_.wlsh to understand.
Unfortunately, there are strong pressures that can effectively praclude such direct
Involvement in computer applications.

There are numerous social factors which subtly encourage the use of com-
puters and discourage any serious criticism of them. One aspect of the “American
way" of life Is the use of the latest technologioal "braskthroughs®; Norbert Wiener
gives a compelling discussion of what he terms “"gadget worshiping":

Of the devoted priests of power, there are many who tegard
with impatience the limitations of mankind, and in particular the

limitation consisting in man’s undependability - and unpredicta-
bility . . ..

" . in addition to the motive which: the gadget worshiper finds
for his admiration of the machine in its freedom from the human

" Himitations of speed and accuracy, there-ia ane-motive which it
is harder to establish in any concrete case, but which must play

. 'a very conslderable role neverthelass. (It is the. desire to avaold
the personal responsibility for a dangerous or disastrous decl
sion by placing the responsibility elsewhere: on chance, on
human superiors and their policies which one cannot question, or
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on a mechanical device which one cannot fully understand but
which has a presumed objectivity .

Once such a master becomes a\nre that some of the sup-
pasedly human functions of his slaves may be transferred to
machines, he Is delighted. At last he has found the new
subordinate - efficient, subservient, dependable in his action,
never takking back, swg't and not demanding a singte thought of
personal conslderation.
Today, gadget worshiping is often implicit in the use of large computerlzed informa-
tion systems. in the minds of many people and perhaps of soclety as a whole, an
unwllllngness to make use of current technology bespeaks a backwards attitude
and even a lack of support for good old Amerlcan lngenulty People who suggest
checking up on computers (which surprisingly many people still think of as the
machines that never make mlstakes) are thought of as slmply not keeping up with
the times, and because of th|s they may not be deemed sultable for professlonal
advancement. Few people can be expected to stend up to the soclal pressures
exerted by the workplace (in the form of professlonal recognltlon) and by a soclety
in whlch the omnlpresence of technology is almost completely accepted
Wholly apart from the ways ln whlch a computer system may dlrectly and
tanglbly benefit a company, computerlzlng one s buslness operatlon ls a status
enhancing act; computers are lmage builders. lt ls not dlfflcult to flnd serlous busl-
nessmen (and even more frighteningly, serlous computer sclence researchers) who
use computers at least to some extent simply because everyone else uses them.
even though this justification for employing computers reduces to nothing more than
the age old syndrome of "keeping up with the Joneses." In a recent public talk, a

bank executlve admltted that some of the portfollo counselors In hls department

display oanputerouwtprimarllytolmpms ellentsvby enhag\clngthelmaoeof the

6Mor‘bert Whmer, God and Golem, Inc. (Cambridge, VMA: The MIT Press, 1964),
pp. 63-5665.
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bank.7 In some cases, it is not much more than such insubstantial reasons that
underiies the large investments of time and menoy nQoM :to buMa computerized
business system. Given the predoﬂnontly socu rdo th;t oone oyotoms fulfill, it is
not surprising that understandabmty morlts a low prbrlty iﬂ thqao sltuat.lons

in addition to soclal considerations, there are strong economic factors that
have a major Inﬂuence on a buslnesss use of computers The pressures of
economic competition can create a situation :tﬁat ls ‘ra{ niore oenoerou; therf me‘re
westefulnessv suggests fhe real donger ’tle's: in the fact that oonsﬂelhte' of’:tiule
and money prevent most users of computer generoted output from verlfy!ng the
correctness of the output that they must often depend upon in maklna declsions
John Kemeny, presldent of Dartmouth College, remarks that "It is a simple economlc
calculation that a man who earns 325 000 a year cannot aﬂ‘ord to spend a week
doing by hand something that a computer can do In ﬂve“minutos_."8 Unfortunately,
rthe oppoelte‘ may be true. Particularly in clroumstanoes where vital decisions are
being made (e.g., military command and control eppﬂcotlons),what we cannot afford
is an unjustified dependarnce on information and declsions outputby a computer.
Nevertheless, given the. existing emphosts on ‘coat-etfe‘ctlvvenees in the buslnesa
world, understanding computer systems by dlrectty monitoring their output is fre-

quently not feasible.

7Laurence Reineman (Vice-Presldent Firot National Bank, Boston, Mos-
sachusetis), *Computers and the Workplace," lscture sponsored by: MiT Program: for
Science, Technology, and Society, March 7, 1978.

BJohn Kemeny, Mon and the Computer (New York Charles Scrlbner’s Sons,
1972), p. 107.
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2.2.2: Theory of Behavior

A more realistic way of satisfying ou,rserlves thet we yngeretend a computer
system (and the same way In which psychologists often satisfy themseives that
they understand some aspect of human belnoe) le:tq have a t,heoryk of the behavior
of the system, to which we can turn in order to explain and to verify the output of
the system. Such a theory can prove extremely v_u,setulvln_‘ gpderegendlng the opera-
tion of a computer system eng not just thelndlvldue! pg;ogrem‘s‘ ghat comprlee it.
This higher level of explanation is more economical than a detailed account of com-
puter programs (perhaps in the form of commented program code or Iength'y‘ decu-
mentation), and it allows us to predict the output of epmgfgmtﬁetls the implemen-
tation of the theory and to establish when that program malifunctions. 1t will Astiblll be
possible for a sufficiently ,pempl’,ex system to surprise gﬁg,ﬁpg;ifthleneed_not invali-
date our theory; rather, non-standard system behavior may act .88 a test of the
validity of a theory, and the theory itself can serve as a'c'hec,k of the correctness
of the system.

There are certain trade-offs exacted in raturn for the convenience and the
security of having a well founded theoretical explanation of a computer system. In
defining our understanding of a computer system by our ynderstanding of the theory
behind the system, we are enforcing same digtance batween _the system and its
users. People who make use of a computer system may come to think of it more in
terms of the theory that constitutes a behavioral ebstrectlon of the system than of
the underlylng hardware and software Thus, eithough the existence of a theoreti—
cal foundat!on may make clear when a cOmputer sys‘tem Mes somethlm wrong, it
will require a shift in perspective to knovi how to me&fy the underrying ‘code to
prevent future occurrences of the aberrant behavlbf of the system The code

itself may be largely incomprehensib!e, so that modifications may very well demtvb
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system reliability. In any case where a system "I-.Aug'Ig ia Biscovered, but either its
source persists in being elusive or the costs of modifying“the system are too great,
users of the system are left with a cholce of abandohirig the system or adapting
their behavior to the system’s quirks. All too ofter;, people ‘come to depend on a
computer system too much to ‘consider working without it and’ reverting to older,
pre-computer ways of doing things. Thus, It Is not uhusial to see an adjustment of
human needs so that they may better correspond to that with which existing com-
puter systems can rellably (which is to say, without much intervention on our part)
provide us.

When a computer system is described In terms of a ‘theory of its use, the
problem of comprehending the system can be viewed as a collection of problems
that Involves understanding first the theory Itself arid thén the relationship
between the theory and the system.’® The most easily comprehended systems are
those that deal with some widely understood, unambiguous subject matter. An
example of a system that is extremely large and compiex, but nevertheless under-
standable in these terms, is the MACSYMA computer system for solving problems in
the integral calculus. The mathematical theory on which this system is based is
sufficiently well defined that It is not open to much dispute nor subject to major

modifications. If MACSYMA makes a "mistake,” the user should be able to detect

9An unwanted and unlntended property of a prognm

1°In other words, the system is a model of the thoory . . . if we view the
theory we Incorporate into a ram as an uninterprated theory, we are free to
view the computer’s behavior as anthfylng one Interpretation of the theory, so that
any programmed. computer. can be viewed as b ting (an one Interpretation)
the theory incorporated in its program The tokens of eonputer behavior that on
ona interpretation ars uttered descriptions of mmm of some other entity In-
stantiating the theory, can on another interpretation be viewed as themselves in-
stances - of . behavior . predicted - Ly . the .theory.” . .Daniel C. . Dennett,
Brainstorms - Phllosophlcal Essays on Mind and Psychology (USA: Bradford Books,
1978), p. 184a. L _
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the error by referring to this underlying theory. Computer system users need some
knowledge of the theory according to which a system has been constructed in
order to avoid a situation where a system is set up as an unquestionable authority
and to justify the trust that is implicit in many interactions between computers and
people.

Once we have accepted the validity of a theory, there is another aspect of
understanding a computer system: we must convince ourselves that the system is
a valid implemenfation of the theory. lIdeally (if our understanding of the theory is
nearly complete), we can subject a system to a number of samﬁle cases designed
to exhaustively test it. If a system fails to crack under the stress of extensive,
worst-case testing (assuming we can always implement such testing), our
confidence in it will be at least partially established. None of this, however,
touches the question of when is it appropriate for us to rely on a cémputer system.
The appropriateness of trusting a system in a given application depends on much
more than even the most thorough testing; | will have more to say about this issue
later in this paper.

The reason most often given to justify the need for computers is the com-
plexity of present day society - the immense quantity of information that must be
processed and the variety of connections between data that must be stored and
analyzed. If a theory captures the essential means and ends of a problem we set
out to solve with the aid of computers, then expanding our view of a computer sys-
tem from the level of its actual components (such as physical devices and
software) to that of the theory on which It is based can be a great aid in coping
with the complexity of many modern systems. Enormously large, complicated sys-
tems like MACSYMA deal with complexity by giving up local understanding of the

details of the system, while maintaining a more global understanding of the goals of
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the system and how it goes about achieving them.

We may not be able to guarantee hlgh level understanding of a system if it
Is not founded on robust theories, however, the exlstence of a well founded
"theory of use" can enable us to comprehend a large computer system wlthout hav-
Ing to keep track of the numerous detalls of its operatlon Most of MACSYMA’
users can understand the system well enough for thelr purposes without belng
aware of the software that Interprets and carrles out their requests. We may
relmqursh dlrect understanding of many detalls of a computer system to accompllsh
very large or complex tasks that are better understood ln terms of a conclse
theoretlcal explanation than in terms of a series of cornputer programs Some com-
.puter appllcatlons are simply too large ln scope to be usefully understood in detail
by anyone lt Is important to note that the diﬂlculties raised by the complexity of
such applicatlons are surmounted more by our own understandlng of the problem
domain (whlch msy be In the form of a well constructed theory) than by the partlc-

ular computer system that may lmplement a solution to the problem

2,2,3: Criteria and Context of Use

Our understanding of any corhputer system depends on the context in which
we make use of it and the criteria according to which we judge it. We may
comprehend a particular system well enough to feel confldent of its reliabillty in
normal usage, but not well enough to risk making chanoes to lt It seems reason- -
able to expect the computer systems we use to demonstrate high standardsof
rellability, malntalnabllity, llexibllity modlflablllty etc Many systems sattsfy some
of these criteria, but it Is questionable how many systems achieve enough of them
to really satisfy their users or to ]ustlfy thelr continued use. o

It is the job of system designers to decide which characteristics will be
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most vital to the operation of a given syétem, and to make clear the extent to
which certain criteria will be satisfied by the system. It is then up to a system’s
users to be aware of the strengths and weakness of the system (just as we
accept limitations in people), and not to attempt to interact with the system In
ways that are contrary to its "character.” In other words, people who deal in any
context with ;omputer systems should consclously decide In what imys' it Is
appropriate for them to Interact with a computer. For instance, it seems obvious
that a system that is not designed to reliably support modifications (such as the
federal social security computer system) should ﬁtﬁbibiy ndt be modified once it is
in opératlon.

. Unfortunateiy,‘ simplistic guidelines jike the one mentioned above are not

likely to be of much use in the ;:omplica’téd' environment that surrounds a large com-
puter system. To beglh wlth; 'modma‘billfy and other linpdftant properties of any
computer system are in g'eneral not "bullt Into® a system in the process of sY"Stem
design or lmblemantatioh.‘ Yin practice, the major influences on the design of a
- computer system often turn out to be the cost of the system and externally
imposed deadlines for its completion. Co'mp’ute{ professionals must at times settle
for getting a systém up and running with the smallest resi;ect'ablé amount of test-
ing and documentation. Attributes like reliability may no“l"ﬁb'.e investigated until a sys-
tem Is ‘Inusé?and,ﬁevéﬁ"&:)rs‘e, t;ntll peopieﬁava bedun’ topdepe"’ha on It;""‘"’li‘t*thf's ’
point, it may prove necessary to make changes to a systeim whose rellability In the
face of modlﬁcatl;)ns is highly questionable.

It is often the case that the extent to which a computer system exhibits

1 1An important exception to this statement is the following: programmers
and system designers often isave "hooks™ intheir programs; so that foreseen ex-
tensions can be made more easily and more reliably in the future. However, one’s
vislon of what hooks should be left is often severely. limited."
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and that our understendlng of s system Is formed by means of "experiments" over
the course of time SInce the conssquences of computer systems can be both non-
trivial and irreversible, It Is of the utmost importance for us to consider who are the
real experlmentsl ‘animals. Cleerly, lt Is not slwsys possible or advlsable to deter—
mine a systep?s,:correctness or resistance to cp_:sngei by, for !nstsnce, l_mptementlng
some crucial modifications and wstching the results of the chsnges on the actust
operation of the system (as opposed to a test run) B | -

The program code of commerclsl systems can easlly develop Into a patch—
work of quick fixes for unforeseen dlfﬁcultles. Clever but obscure technlcal
patches may be hastily applied to the original programs in response to pressures
from corporate management for minimal productlo_ntlme end'eys‘te-m cost, and from -
users for minimal system down ) t_lme_. " Tracking down s difficuit "bug" can lead to
insights which, If perceived before t_!)e . system f“'ﬂi,‘ﬂ‘ﬂ'?'!'?ﬁted: would _have
resulted in a different system orgsnlzstlon than "‘99?“‘:’@"&8’39; Howeyer, once a
system_’ is in oper_etlon (in fact, once its lmplementstlon ls:unde;r:_way‘),_restructuring
it_according to new knowledge Is usuelly not fesslblo Besldes the obvlous
economic factors whlch eﬂ’ectively preclude serious reorgsnlzstlon there ere
psychobgicsl influences: efter the interesting, chellenglng work of loceting a bug ls
finished, the job of restructuﬂng a system mey sppesr comperetively tedlous.
Thus, even if there is no pressure to work qulckly! the temptstlon to pstch up a
system, rather than to attempt to restructure lt, is stror_rgm Unfortunetely, itis fre-
quently Imposslble to predict the behsvior of a computer system that conslsts of a
collaction of patched-together programs.

Pertlculsﬂy In the .case of systems udth ueolesr aer potentlelly dangerous,

nonreversible consequences, issues like reﬁebmty should bo enslyzed wel before
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the system Is put together. Such an analysis should be made from a non-technical
viewpoint as well as from the standard technical viewpoint acchlng to which some
computer systems are aiready judged. A given reiiabiiity factor may warrant the
use of one system In an academic agpjlcqggn, but not the uﬁsa‘of q?nqthqrAsystbem
as an air traffic t_:ontrollq, and the methods of making these jucjgmqnts are not
axclusively those of a formal technlcal study \

The most thorough analysis of a computet system would have to take Into
account subtle issues, such as the degree to which users of a system are likely to
depend on It and the possible consequences of this dependence. Issyes like these,
which bring Into play the people who use, depend oon, and are otherwise affected
by computers, are likely _tovb{ej more 503?".!“@{9 than computer sy_st_em# Vthomsel\qes.
Although there has baen recent eyldencq wlthln vaycaydeﬂmlgl qlrc)eg of ggnsltlvlty to
the "human factors" of computer 'syst‘qmrs.’., few critical, non-technical sentiments
have fiitered through enough aconomic and soclal channeis to be evident in the
design and use of existing computef sy,stew; |

Our knowledge of the extent to which g»_gcgmpute‘yfsystem measures up to
certain important s_i;andgrdg (vu‘ft'l“!chkwm’ In all pggba‘gi’lﬂlityﬁtgze t_gsted at some point in
the course of its lifetime) is a major factor in our underg{gndihg of that system. A
Iapk of attention to criteria such as those | havg talked about here wlll‘ saeverely
limit the ways in which we can reliably, cownp{ghgnglbly iqtergct with computer sys-
tems. Shallow levels of understanding _far'e hardly apgqgh tq iwarrant the high
degree of trust that many people place in gomputers_. The gzdvlsabmty of exprclsj
ing great caution in constructlng and using blgger and better computer systems
seems obvious (particularly In_the - unexanphd. poorly undqratood araas of some
current computer sclence research), but some of the most hwx,rupectod .com-

puter scientists proceed in their work largely by employment of the method of trial
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and error, without much consideration of the ramifications of their work.

As a result of the previous discussion, we can see that the Giiteria by which
we Judoe a computer system are closely related to the context in which we use It.
Different, and probably less stringent chiteria’ woiild be appropriate In’ the considera-
tion of an airline reservation system than of a mlﬂtnrycommana and control sy‘steﬁl;
Context and criterla of use help determine the risks ‘and benefits of using a com-
puter system - what might be called ti:e*s"ysétem‘s"degfoe ofvttaflty" - on wﬁlcﬁ
mstoly, a computer systems degrea of vltsﬂty depands on thé ways In which the
system may affect people. o oo o

' Flnally. tha context of our use of a computsr systom i\as somethlng to do
wlth our perceptlon of the relationship between ‘the syst’ém snd the problem it pur
ports to solve - the extent to which a computor system attacks the problam we
actually want it to solve. As | will discuss later Inthlsthesls, 'couiﬁutér"syste'ins
&oslgoed to solve social "pfobl'sms' (foraxampie.fhsfaﬂurs of ‘most modern school
systems to educate or to motivate their si:udenfs)Joften ‘miss thelr mark. Many
times, this is so not because of poor programlng,butbecaus‘o we do not under-
s;taridv the nature of the problemlnapplylngcomputeréﬁia relatlveiysuparﬂclal
symptom (such as the current shortage of teachm) of a psrslstont soclal problem,
rather than coming to grips with the real source of the d!fﬁcul‘ty (which may or may
not be “canputable"'z). we are taking the easy way out of the problem. We may
understand how our system deals with the probiem symptoms on which we have

concentrated our attention, but we lell probnblynot undcrstsndwhythe system

128y *computable,” | do not mean to refer to any technical definition of
what can and what cannot be represented by a -computer algorithm, but rather to &
more Intuitive sense of the klnds of prob!ems to whlch a oomputer systom may ap-
propriately be applied.
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does not solve the original problem (and it is likely that it will not solve 1t), since
we never acknowledged the root of the problem the human sourcee of the
difficulty - in the first place The utlllzatlon of cbmputers as "patch" solutlons to
poorly understood problems can be the source of a subtle klnd of lncomprehenslbll- E
ity that is extremely difficult to detect The lncomprehenslblllty of such systems’
" derives from the absence of a well thought out explanation of the dlfllculty at
hand precedlng the design of a computer system to resolve that aﬂlculty When a
system ls constructed to model or otherwlse refer to a human actlvlty, lm deslgn'
should reflect first and foremost an understanding of.that actlvtty and' not just an

-attempt to operatlonelly replicate it.

2.2.4: Front End Versus Back End

in dlscusslng computer systems, we must make clear whether our vlewpolnt
is that of the deslgners of a system or of lts users Understandlng takes on a
different meanlng with respect to the deslgn and genereuon of a computer system
(what | will refer to as the ufront end” of the system) thm it does with respect to
the use of a system (the "back end").

A system’s front end comes into belng before the system Is even built, with
the basic decision to use computers to deal wlth a partlcular problem Before the‘.
technlcal design of the system can begln, an understanding of the problem must be
arrived at. Often, the people who have the most complete knowledge of the prob-
lem domain are not the same people who set up a computer system in that domaln
Thus, In additlon to dlﬁcultles inherent in the problem belng analyzed there ls likely
to be another stumbllng block that of communlcatlon between the technlcal spe—
clalists who set up the computer system and the non-technlcal workers ‘who provlde

input into the speclﬁcatlons of the system and who wlll eventually make use of it.
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An obvious way of dealing with this communlcation predlcament is to include
both computer engineers and system users In the design of a system Unfor-fj
tunately, there Is often considerabie dIfIicuIty In bridglng the gap between different‘
perspectives of a computer system (that of the englneers and that of the users,
for Instance) This difﬂculty cannot necessariiy be resoived technicaiiy (for exam—ﬁ
ple, by developing a suiiiclentiy high IeveI programmlng ianguace! th‘at serves the’
needs of the various groups of people who use a computer system), slnce it arises,i
at Ieast in part from discrepancles In the ways In whichrdifferent people interacty
wlth and think about computers ‘ } . 7 :

Besides difficuities with communicatlon there are other difﬂculties that can'
preclude a well organized front end of a system. Consider theifact that computers
are often introduced into situations which have neve; been overtly organized aiong

" « i f

rational lines. With the suggestion of computerized operatio:s, an‘ existing, Informal
system must be converted into a form that Is suItabIe for representation by com
puter programs. in appIIcatIons outside the reaIm of academic research (I.e appli-
cations that are often characterized to a Iarger extent by "sIoppyll human Interac-
tions than by well defined rules), the task of rationaiizing the work often proceeds
in a haphazard, ad hoc fashion Moreover, it Is often the case that the work itself
is redeﬁned In terms of the tools (in the present discussion computers) that are
available

One case study which exempIIers the dmicuity of convertlng pre-computer
activlties into computerized systems Is the deslgn and Implementation of the Bank
of America computer system in the Iate 1950’ .7 The designers of this system
quickly discovered that there was no organized system of ruies and reguiations
that completely governed the activity of banklng Despite the Iarge scale and the

-obvious complexity of this system, transactions that were not strictly routme were
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" often handled informaily, many on a case-by-case basis. In this way, bank person-

nel were able to take into account unusual aspects of a client’s sttuation and, to

some extent, personalize their decisions. As the banking systemygrew‘ to large pro- . -

portions, no formel policy was ever necessary beceese the system worked.
Because life gives feedback, contradictions can be tesolved informally (sometlmes
we call this leniehcy). |

it may not always be in the best interests of a system to formailze its deci
sion making processes. In the case of the Bank of Meﬂce system, the decision to
utilize a computer system neeessltated the establishment of a systein of rules that
explained banking procedures. as a result, the banklng system was changed. Per-
sonalized declslon making was discouraged as a resu!t of the introduction of compu-
terized banking. Contrary to Vice-Admiral H G Rlckover‘s claim that "ot technology
it can be truly said that it is not ‘either qood or bad, but thinking makes it so/"13
the computer did not remain neutral with respect to the ectlvlty of banking. The
presence of the tool substantively changed the activity that was computerlzed,

even though this was not the original lntentlon | '

Haphazardness in the organization of the front end of a computer system is
bound to propagate to the back end, as a result, a systems users will experience
varying degrees of dimculty and confusion In utmzing the system. When a com-
puter system is introduced to replace an activity that makes significant use of non-
standardized channels of communication, lmportant cheracteﬂstlcs of that activity
are liable to be lost in the process of converting it Into a computeble form. Users .

may find that different decisions are being msde then hsd prevlously been the -

18yjce-Admiral H. G. Rickover, "A Humanistic Technology," in Techaology and
Society, ed. by Noel de Nevers (USA: AddisonWesiey Publishing Company, 1872),
p. 21.
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case, that seemlngly small mistakes can heve nontrlvlal unforeseen congsequences,
and that exceptlons are no longer as eosy to handle es they once were. More
slgnlﬂcantly, users may be led to depend on a computer syetem thet acts according
to a patched-together theory of thelr work thet ls entlrely unclear to them. If
there Is no well formed theory of use behlnd e computer system, then the operetlon )
of the system is Ilttle better than experlmentel; in such ceses,r dependence on a

computer system seems highly irresponsible.

2. 2 5: Systems

Before golng any further in this dlscusslon, 1 should sey eomethlng about the:.
important dlstlnctlon between computer procroms and computer systems. Much of'
the lncomprehenslblllty on which concerned computer sclenﬂsts end up focuslng ls
thet of computer progrems end to a smeller extent, of the processes of problem
enalysls deslgn, end proarammlng ltself whlch culmlnete in the generetlon of pro-\
grem code We ere exerclslng extremely nerrow vlslon In restrlctlng our vlew of
computer system lncomprehenslblllty to the lncomprehenslblllty of one part (olbelt.
the most loglcel and well understood pert) of computer syetems computer pro-
grams. ‘ '

‘ ~Butler Lampson, a senlor research fellow of the Xerox Corporation, has
stated his bellef that “it Is the source text thet completely deﬂnes the [computer]
system u14 n ls not surprlslng thet hls ldees ebeut mel:lng computer systems more
comprehenslble Involve schemes for thlngs llke bulldlng structure lnto progrem code
(through greeter ettentlon to program hlererchy ond lnterfeces between progrems)

Lampson claims that by making explicit all chenges to code (for lnstence, by

- Vgutier Lampson, "Building Programs,” MlT boberetory for Computer Sclence
Dletlnouhhed Lecturer Serles, May 1, 1878. - ,
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keeping track of the editor in some well defined way), ﬁ[ﬁ will be able to explicitly
capture "the nature of the changes," and thus figure out what is going on.
Lampson’s concerns about the dynamic nqture of progr.am ovolution are valid ones.
However, his persistence in keeping averythtng but computerprograms themselves
out of his treatment of incomprehensibility ignores the fact that a complete system
is more than Just computers Qnd the other machinery gssoglated wlth thelr opera-
tion.

Even assuming that there existed unambiguous, organized methods of making
computer programs understandable (and this in itself presupposes that we know
and agree upon what it means to und,arstand a computer program), a computer sys-
tem cannot be rendered comprehensible simply by “buiiding” understandablility into
" its software. For instance, | have already mentioned the importance of taking into
account the context of use of a computer system in any discussion of the system.

... most large systems actually in use today and on which
people depend ... simply are not logically deterministic sys-
tems In any useful sense of the term. It no longer makes sense
to speak of such systems as having a state at a particular
time, or of their programs as if these were concrete texts hav-
ing an existence lndfgandent of the detailed circumstances in
which they are used.

T. D. Sterling, writing in a recent article on the social impacts of computing,
expresses my own desire for a wide view of computer systems; he repeats Kling
and ScacchPs definition of a computerized "package": "not only devices (e.g.,
hardware, software, and systems protocols), but aiso a diverse set of skills, organi-
zational units to supply and maintain computer baséd services and data, and sets

of belief of what computing Is good for and how it may be used eﬂk:acn'msly.“16

_15Joseph Weizenbaum, "Human Choice In the Interstices of the
Megamachine;" pp. 12-13. Lecture-presented at the IFIPS Confersnce on “Human
Choice and Computers,* Vienna, Austria, in June, 1979. ’

161 p. Sterling, "Consumer Difficulties with Computerized Transactions: An
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Like these people, by referring to computer systems | mean to suggest something
with many dimensions, sdme of which have found no place In bu‘rely ;technlc'ai dis-
cussions of computer incomprehensibifity. The :ii{-'éncombaéalnd ‘nature of computar
systems Is what makes It so difficult to d"e'mé'ihd;to deal with thé Incomprehenst
bility tha'tl derives from them, but the frequent tendency to shy away from con-
sideration of the socletal :he;péétsf" " of.“églﬁbﬁtii'éﬁfiﬁ& helpéd entrench the

Rk ISR THTO

incomprehensibliity of some systems.

Emplrical Investigation," Communications of .the ACM, 22 (May, 1978), 284.
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Chapter 3: Sources of _Incqmprohcnslblllty

Evidently technological accomplishment has become a tempta-
tion that no person can reasonably be expected to resist. The
fact that something is ta’éﬁn‘e“aﬁy . swieet 18 -endagh to warrant
placing the world in jeopardy.
© Langdon Winner
It is hard to realistically deny the pervasiveness of incomprehensible com-
puter systems In modern society. Most of the computer sclentists. with whom 1
have spoken have ready examples of their pet incomprehensible systems (large
operating systqms are favorite choices). In discussing incomprehensibility, many of
these people smile knowingly at me as they remark that it certainly jsn’t difficult to
find instances of baffing computer systeds. What | find ‘particularly upsetting
about these conversations is the fact that the comments-are made from a profe&
sional Viewpoint; that is, the systems to which ‘these peopie refer are falt to be
incomprehensible to computer specialists. ‘What, then, is’ the position of all the
non-technical 'peop!é who meke use of and are otherwise affected by large sys-
tems; how are these people to understand & emuttr system that the "experts®
have called incomprehensible? If the sericusness of the probtem of incomprehenst
bility is acknowledged by‘con'l’puter scloﬂtlsts; w‘hyls _It that incomprehensible sys-
tems are so widely used‘ ‘today and that muny aystéms eurrently being constructed
are likely to emerge lncomprehdhs!bl& in some sense. of the word?
in this chapter, | consider the question of how docshbomwohénsiblllty arise
in a computer system. Like most questions- that involve ‘human interactions and
needs (and those dealing with computer systems do), this one does not tyz_we a sin-

gle, well defined answer. Rather, .computer system incomprehensibility is a problem

1Lemgdon Winner, Autonomous Technology (Cambridge, MA: The MIT Press,
1977), p. 73.
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that brings together a host of different issues. The “reasons" that we may come
up with to explain tﬁe existence .of ';ﬁcémpréhehslble systems ‘cv;!epend on our point
of view - that of a rmuchax, programmer, designer, businessman or other user,
soclal critic, etc. For -the  pupoOsSes of thls di&cus:lon Incwprehansibmty is best

considered from all these perspectives.

3.1: The Programming Process

Computer programs are among the mast cbvious components of computer
systems, so we may begin an analysis of the sowrces of incomprehensibllity at the
lavel of computer programming. | have previously dhcuggjdﬁgm?@mblamvof com-
munication that beset many largs programming. projects. Mest software workers
are aware that there .are a varety of difficuities with virtually every stage of the
construction of a computer system; and that thesa difficulties confound program-
mers working both individually. and as part of a.larger endeavor. -

On a personal level, programmers are viewed by much of soclety as rather
pecullar people. Computer sclentisis must oope with unproductive stersotypes that
emphasize what might be- calied the "hacking mentality."

. the hacker is “without definite pwposa”: he cannot set

befora himself a clearly defined long term goal and a plan for
achieving it, for-he has only teehnique, pot. knc jge...Ha_has
nothing he can analyze or synthesize; in short, he has nothing
to form theories: about. His .akill. is: therefore. aimiess, even
disembodied. It Is simply not connected with ?ythlng other
than the instrument on which It may. be.exercised.”

Programmers are sometimes percelved as having:littie purpose other than to spend
time with computers; they may be seen as solitary. individuals whose strong attach-
ment to machines is proportional to their detachment. from and lack of experience

2Joseph Weizenbaum, Computer Power and Human Roason- From Judgment to
Calculation (New York: W. H. Freeman, 18786), p. 118, .
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with other people.

Professional isolationism Is encouraged through the training of software work-
ers, which slngle-mlndedty emﬁhasizes techhlcal akms Lnnﬁdoh Winner l;ot§$ that
engineer# typlcaliy regard themselves as "meraiy b|;>jrob|em solvdrs"‘: |

“Tell us the problem,” they demand. "We will find a solution.

That's our job. But you may: not presume to.question the: nature

of our solution. You are not a member of a technical profession

and, therefore, know nothing of .relewance.if yey Insiet.an rale- -

ing quegtlpps abopt the approprlatms of the means an dev-

ise, we can only tonclude that you-are antit L2 -
The personal identification of programmérs with their programs, which occurs in
many existing set-ups, does not: support productive communication between work-
ers. In addition, workers. in technological fields are subtly. -teught. to accept seg
mentation in the work structure that surrounds:them.. Programmers are discouraged
from asking questions or exploring issues beyond their assigned tasks; they are
»deprived of all but the most narrow  skills- . and of ap-understanding of how their
work fits into the work process acea'whoh.ﬂ Codera may be forbidden to use any
programming techniques but a few rigidly defined ones, 8o that their program code
emerges as little more than “a standardized product made In in a standardized way
by people who do the same limited tasks over and ever without knowing how they
fit into a larger undarmdng.“s

Even on a more organized leve! (e.g., that of the management of a software
project), the activity of programming is often wviewed in an impersonal way. In his
book, The Psychology of Computer Programming (which is, incidentally, one of the

most widely read books about computer pws),:,mﬂd:;?llalnbergcomments

3 Winner, p. 11.

4ppiip Kraft, Programmers and Menagers: The Reutinization of Computer
Programming in the United States (New York: Springer-Verlag, 1977), p. 83.

S/bia., p. 69.
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on the widespread lack of attention devoted to the informal, interpersonal (as
opposed to formal, orgamzatlonal) structure of softwere projects and to the soc‘:lal‘
(as opposed to physlcel) environment that supports the work of programmlnq The
fact that Weinberg ﬂnds lt necessary to stress the human element of progremmlng
is indicative of a general lack of understanding of end eoncern for programmers and
the lnteraeﬁons between them, that ls not uneemm in mmgedel circles. Phillp
Kraft, too, has much to ny about: the artlﬂcldly mlntdned dstmce between pro-
grammers and managers, end its negative oﬂem on. the production of : computer
systems;6

in addition to psychological factors -that play a significant role in the pro-
gramming process, there are other, even more tangible pressures that affect the
quality of computer programs, often by ceutrh:tirw to their inacrutability. The most
obvious of these pressures are caused by short range economic constraints on all
programming projects. These constraints discourage the writing of thorough docu-
mentation or of well commented, understandable code. - it is a common folkiore
among people who are not terribly familiar with computer programming that good
code is likely to be more expensive to run then code that consists of program
“hacks,"’ but this notion is not supported by practical experience. What is cer
tainly true is that obscure code is in the long run costier to maintain than well writ-
ten code. Unfortunately, the non-monetary costs of using poorly coded programs
(which are bound to be unreliable and incomprehensible) are not reckoned into the
budgets of the projects that produce them. .

Economic requirements transiate into time limitations that tend to pressure

6Kreft, op. cit.

7A vernacular term used to denote quick, clever pieces of work that are
generally not very well structured or documented. :
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softwaro engineers Into accepting inadequate solutions to problems that they are
asked to solve. Weinberg voices the opinion of everyone who has ever done any
serious programming when he states that "we must be realhtlc and acknowledge
that probably no perfect 4progrn>m was ever written. E\rery really large and
significant program has Just one more. bug .8 Nevorthelm, -adequate time for care-
ful program deslgn, metlculous codlng, ' extensive ‘ testing, and completa
documentatlon - all of whlch are neceasary I we are evon to attempt’ to produce
Mgh quallty, understandable code - is considerad a 1uxury ln most non-academlc
programmlng situatlons In general it Is only the short tarm achlevement of a sys
tem that runs whlch is tangibly rewardod Becauso the !ong torm, global view is
A not usually taken, !mportant conslderatlons may bo ovorlooked. For lnst_ance, once
‘a ‘gI\ren comouter’ System lo declared operational and is put into use, many of the
programmars who were Involved ln making that syatem run begln worklng ‘on other
systems; thus, ‘the people who help deslgn and implement a hrge system are not
usually around when problems with the system arise. o Y |
Another factor that contributes to program incomprehensibility is the gen-
erally low level of professionalism that characterizes the activity of programmfng.
We think of an acﬂv&y as being profésslorrai Mlon the mombars themselves deter-
mine the criteria for membership, crrooso who is to be a member and who Is not,
and have the power to remove someone from the profession If he does not adhere
to certain oollectlvely set technical and ethﬁ:al oioﬁdords. The Council of the
Assoclation for Computing Machinery has adopted a Qot of ‘guidelines for profes-
sional conduct in Information processing, but computor programmlng is not really

governed by anything like a code .of ethlcs, the fact 4s that . there Is no

8(:ierald WGinberg, The Psychology of Computer Provramlng {New York:
van Nostrand Reinhold Company, 1971), p. 18.
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professional standing for programmers (the ACM primarily serves academics and

other co_mPut_er science researchen;g

) thet ls__,'peoplewho _rrguke up a small portion
of all people who work wlth computers) . _ | |
Current writings that deal wtth the tralnlng of programmers Indlcate that
software workers are taught not to questlon the constrelnts that are Imposed on
their work, even though these constraints may be Imposed by people who have hed

few d8§|!!!9,8, with computere;,_they are teught to stress _t_.:oroorete proﬁtabillty and

and can ‘be ‘deper_rded upon; ln short they are teught everythlng but a sense of
professlonal ethlcs Furthermore. _they are subjected to continually changlng
speclﬂcations from computer users; these, comblned with the comlng and going of
people Inyo!ved in a computer »projeﬁct as the dealgh oi; ﬂ,‘“ system progreoses,-
ensure steady modiﬂcatlon thet_ fundemeh‘taﬂy’wohehgee a ‘ oomouteri syetem In

unpredictable ways.

3.2: Complexity

Some _ed\rocetes ,of‘ lncreaglry_g tho use of comoutere would heve us betleve
that oomputers are hoth necessary arrd beheﬂom to ‘e eoclety ee compllceted hus‘
our own. They argue, on the one. hand, thet l‘wlthout such lntellectuel alds, our
complex modern society may well fell apart under lts own welght of c:omplextty."10

and, on the other hand, that better (/.e, computeﬂ;ed) means for handiing and -

9Thrs can easily be verified by a casual survey of the eﬂliatlons of the au-
thors of the articles and lgtters in ACM publications. . - = .

10pobert Fano, "The Computer Utility and the Community," IEEE International
Convention Record, Part 12, 32. .
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disseminating information will result in an lncroase in lntellectual freedom and In
diversity of Ilfestytes These arguments form tha basis for much of present day
computer use; yet, as | intend to show, they do not stand up to crltlcal examlna— :
tion. -

" The value of the computer in dealing Mth really complex problems, and par-
ticularly with human dlﬁcuﬂ!es. ls hlghly questlonable. In some casea, the complex-
ity of computer appﬁcatlom daﬂvcs not from tﬁl pmb!; Mn, but from the use
of computers. it Is actually thc case that some- mpatcr systm merate com-
plexity and render problm more - Iumrdmlﬂe umt umnamaeabh -than they
were origlﬁally Fer lnstcnce, Edwin Puxson :ttempts to justify muteﬂzed mili-
tary defense systems by stating that "thore ls uttie quastion that sedous -systems
analysis wlthout the oomputer is mulble"‘ m guos on to. undarudne his own argu-
ment by unknowing!y naming tha eomputer ltsd! as. the mne of the com;’lexlty
with which it is associated: "As compuﬁng peww hu mmd, 80 abo has the
‘complexity of the analyses it fosters. «11 [onpbul&e :m] 'zsmhriy, John Kemeny
first praises Dartmouth Coueges oomputer%zcé bookkeoplne systcm for maintaining
many thousands of accounts accurately, and m a@kmhdgea that it is also &
. by-product of the system: that we have such a vast complexity of information . .
that human beings cannot cope with It without the aid: of the computer.* 12 in the
light of what these people and others have sald, the argament that computers are
necessitated by the complexity of modern soclety Is hardly tenable.

The alieged benefits of co'mplexrcomputedad information systems are even

1 1Edwln W. Paxson, “Computers and Natlonal Securlty," Chapter 3 in COm-
puters and the Problems of Society, ed. by Harold Sackman and Harold Borko (New
Jersey: AFIPS Press, 1972), p. 77.

12,0hn G. Kemeny, Man -and the computer (Naw York. Chaﬂes Scribner’s
Sons, 1972), p. 104.
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easler to dismiss than the preceding "argument from necesslty “ Aocordlng to one
view, computers, by virtue of their Informetlon processlng capabllitles, are pert of
the foundatlon of a new golden age However, it is not difﬂcult to see that exlstlng
computer systems do not provlde any evldence of the comlng of thls prosperous
future, and there is no compelling reason to believe that twice as many, or even
ten trmes as many systems ever MII; ~

The record of how technology has actually been used in the
‘modern world::does act support [thia] supposition. In principle, .
transportation and communication might have been expected to
contribute to- a broadening of "bummfﬂxeeﬂom-and.ﬁgreater
tolerance for different customs and bellefs . . - The ability to

'tr.mmsmamammmmtemm
great distances has not led to increased understanding or great
compassion. There is no evidence. to suggest that international
tensions have been lowered as a oonsoquence of increased
information flow .

The problems of human interactlon cannot be ‘reduced to
information flow, nor can the shortcomings -of existing soclal
arrangements be attributed to imperfections In our instruments
of communication. Is there any reasen to bslieve that a two-
way terminal in the home would materially aiter an individuals
response to television breedcasts showing scenes of violence
or human mercy? The mere fact of having access to informa-
tion does not create the .disposition to act appropriately-. ...
It is purely wishful thinking to suppose that improved information

" flow will ‘result in ‘spentaneous efforts to rescivegonflict and
create more responsive social environments. Th? historical evh
dence points to further conceatration of power."

Mowshowitz ‘drives home the point that although Information is necessary for
rational decision making, it is not sufficient for harmonious soclal interaction. |

in discussing complexity, | do not mean to refer to the formal definitions of
complexity utilized by computer science researchers, but ntherito a more intuitive
definition. A complex computer system is one that is composed of marny parts that

are interrelated in complicated ways, so that it may very well be impossible for us

13Abbe Mowshowitz, The Conquest of Will: Informetlon Processing in Human
Afairs (USA: Addison-Wasley Publishing Company, 1976), pp; 164-65.
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to keep track of all the systems’ componenta and the relationships between them.
In reference to truly complex computer applications, | have already discussed the
importance of .a well understood theoretical foundation; ’a computer model (or arly
model, for that matter) is only as good as the theory behindlt The point here is
that .complexity is not a mandate for lncomwehemlbuhy:' 'wltnees theVM_AC'SYMA
system (mentioned in Chapter 2) and tlre 'DEN’DRALV’s;rs't'em. which rlmp'lemerii:s a
theory -of mass spectrometry. ... .' incompreuemlbmty is not a pecessew pro-
perty of even huge computer systems. The secret of thelr comprehensibliity lies in
that these systems are models of very robust theoﬂee.““‘

Most computer systems In use today "don’t deal with complexity at axi_ - nor
are they designed to - they deal with sheer megmﬂde.51.6 This is offen »the case
with the huge lnformatlon banks utilized by so many buslneases Ihﬁthese applica-
tions, computers heve become necessary only in the sense that certaln services
could not be rendered in their present form without the computer. However, the
present form of these functbns has been dtcteted in |arge part by the evallablﬁty
of and early dependance on computers Thls stete of widespreed computer use
end'dependance. wh!ch now appears Irlevttable end lneecnpable is in reality man
made. Apparent complexlty may be deceMng and does not elways werrant the use
of computers, whlch may only conceul less techndoglcef perheps more perspice-‘
clous ways of solving certain problems. | 7 | e

| have mentloned complexlty In my discussion of incomprehenslble computer

ie

aystems because it Is one qua!lty that Is neerly elweys essoclated wlth computers

14.Joseph Welzenbaum, "Human Choice In the Interstices of the
Megamachine,” p. 13. Lecture presented. st . the IFIPS Conference . mf *Human
Cholce and Computers,®. w.nne. Austria, in June, 1979 : ,

18,544, p. 7.
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end thet ﬂguree largely in their Incomprehenslblllty Sheuow underetendlnq of a
complex problem may resuit in a system that is unnecessarily opaque Unfm
tunately, our eseumptlon that computer systeme are too oomplex for the averege :
person to understand hes helped prevent the expoeure of much exlstlng system
|ncomprehenslbmty in dealing with oomputer systema, itis weu to conslder both the
eeslly forgotten fact that enormously compllcated tesks were successfully carried

out before the advent of computers, and the easily obscured fact thet the modem

megemechine16 has not heralded an age 01‘ humen hepplness

3.3: Evolutlonery Systems

One of the reasons thet aven computer’ sclentlets are worrled about
incomprehensible systems is the current reality of eomputer systems that have
grown to a point where they are no longer under the oontrol of the people who con-
ceived and created them A large system Is worked on by 80 meny people over
such a Iong perlod of time thet by the time it Is oomp!eted there ls no person or
small group of people who can be said to understand it. .

One of the most disturbing facts ebout large oomputer systeme Is that there
is no group of people who can be identified as the euthors of the system, in other
words, no one is ultimately responelble for the operatlon of the syetem Vh'tuelly all
large computer systems are far too difficuit to comprehend for anyone to be able to
modify them \vlthout risklna unpredlcteble oonsequencee, certalnly thls Is elweys _
the case wlth syetems of whose evolutlon we cennot keep treck Once they are

put into operation, these systems are, for the most part, lmmune to change - they

1°A term used by Lewis Mumford to' déscribe assive orgenlzatione intended
to carry out tasks whose magnitude places ‘them beyond the eepebmties ‘of amall
groups of people.
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can only grow.

Herbert Simon, a leading computer specialist, describes a computer program
as a strategy of action whose states and lnﬁuts ne;d not be envisioned in
advance by the programmmer.17 Such an aﬁltude &oes not support the security
" derived from-the commonly held view that computers do only what they are toid to
do. in a fearfully real sense, SImon is descﬁblng systems whose present form aﬁd
" mode of operation were neither planbed not foreseen when the system was
designed. These are systems that have evolved into wﬁg’t they Are now, in ways
that no one has kept track of or really undrerstﬂaknda.r

When a program grows in power by an evolution of partially
understood patches -and ‘fixes; the programmer ‘begins to'lose
track of Internal details, loses his ability to predict what will
happen,  bagins to -hope ‘instead ' of know, and “watches: the
results as though the program were an individua! whose range
of behavior is uncertain: R I '

This is already true in some blg programs . .. it will soon

. be much more acute ... iarge heuristic: programs will be
developed and modified by several programmers, each testing
them on differsnt: exampiee Trom dierant consoles and inserting
advice Independently. The program will grow In effectiveness,

this wor't always bé suceedsful - Whe:intersotipns: might make it

worse, and nho one ‘might be able 1t M W!);i:m~m see

the real trouble with state sments ke "It onty dues wha figspro-

grammer ‘told it to do.*  Tliere isn't afy one programmer.”
Professor Minsky mlghtr well have said that there are no individual programmers at
all. Gerald Weinberg has emphasized the team programening o::om:e;‘n:;v19 the sur-

vival of the team throughotit all-phases of a computer system, from design through

17'Herbert A. Simon, "What Computer§ Mﬁan for Mavn:‘and Society," Science,
195 (March 18, 1977), 1187.

18parvin Minsky, "Why Programming is a Good Medium for Expressing Poorly
Understood and Sloppily Fomufnfed'ﬁo‘u;%éﬁ Design and. Planning, H, ed. by M.
Krampen and P. Seeitz (Neéw York: Hastitgs House, 1867), p. 121. Guoted in
Waelzenbatiin, Compiter Power: and - Human Res&son: From Judgment to Calcuiation,
p. 236. ‘ ’ ’ cor e : '

19Welnberg, op. cit.
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maintenance, encourages the bellef that there is a group of people who continually
maintain control over the system. However. the compoeltlon of a team Uoh'anges 80
often that the team that maintains a system and muet deel wlth problems that arise
in the course of uslng itis fundamentelly dlfferent from the team thet made the Inl-
tial deslgn decisions. Thus, in addltlon to the fact that large computer systems
adapt as they operate, the group of people thet ls suppoeedly in control of the
system continually changes. it may be hnposslble to rellably predlct the final
results of a computer system for quite some tlt’ne. after it has been put into opera-
tion and after people have begun dependlng on it !t mey eleo be impossible to rell-
ably predict how well a programmlng team understands a system at a given “time.
Much of the lnounwehemlbmty that dnnszedm these evomtionary com

puter syetems deriwes from the omuuzatiee of the prog:emmlng of the
system - the hlghly segmented hlerarchlcal sttuemro ef \ e large computer
project - and from the programm themelves - tbo oenstent#y cheaalna nature of
the group of people who sreete end then qdatela Py MW 'rstem

Most of the muﬂmaedhdmmdm;mw tasks

of producing: progreme are_left to:2n-a00ny@ous . army of peaple

mmmmm:mqmmmmmmmt

they -tdo- and lese of why they:are-doing it A%:Jeast up until

now, the computer has intensified, not: reduced,: the . sepanﬂg

between those who think and thoee who do everyth!ng else.

[y emphasin] | : e , .

Although such systems may not be smart enough for us to imagine depending

on them a great deal, Marvin Minsky.. worries that."uafortunately, there are too

many ways a dumb system with a huge data base can be useful."2! Just as one

20y raft, p. 29.

in The .Computer he: A Im-)!ear Wam . 0diby Wndd. Bertnuzo; and. Joel
Moses (Cambridge;, MA: The MIT Press, ja.press).. Quoted in.Joseph Walzenbaum,
"Once More: The Computer Revolution,” in Michael L. Dertouzos and Joel Moses, ed.,

op. cit.

48. ’ Chapter 3: Sources of incomprehensibility




cannot talk usefully about a computer program without also talking about the tech-
nological system in which it is embedded, one cannot talk usefully about a computer
program without considering the database on which it draws for Information. It is
often the case that one cannot distinguish very easily between the program and
the database system. Modern databases are often dynamic, introducing yet
another source of unpredictability into a computer system.

It is not &Iﬂlcult to find people who seriously worry whether we can maintain
control of our.computer systons - whether people can kécp up with their machines.
it is harder, however, to md someone who recognizes the ubaurdl!:y of needing to
ask such questions. |

But we must win our technological race with competing nations

first and then do the best we can with the realignment problem.

Remember, the readjustment &obhm is common to al

technologically-advancing nations.
What Thompson euphemistically calis the "realignment probiem® s reaily what
Joseph Weizenbaum describes as "the feeling bof powerlessness so ubiquitous
among Individuais in our society . .. the widespread allenation of people from one
another and from theilr work . . . the perception of ordinary people that they are liv-
ing In the interstices of a gigantic system.'za Computer systems usually replace
older, less technological ways of doing things, and once a workplace is organized
around computers, they quickly become indispensable to the functioning of that
workplace. If no one is willing to assume raesponsibliity for a system, why are we

willing to trust that system in non-trivial areas of our lives?

22Howard Thompson, Joint Man/Machine Decisions (Cleveland, Ohlo: Sys-
tems Procedures Assoc., 1866), p. 67. .

23Welzen!mum. “Human Cholce in the Interstices of the Megamachine,” p. 1.
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Chapter 4: The Technological Society

Of all the things Inappropriate to the man-made environment of
the modern age, none is so INAPPrOPIH te: as .man himseif. ‘He
must adapt himself,’ Ellul comments, ‘as though tl;o world were
new, to a universe for which he was not created.’

_ Llncdon Mnner
Quietly and complacently, it was sinking into de,;;gdon?, and
progress had come to mean the progress of the Machine.™
' S E. M. Forster
| have already noted that computer programs should m‘)t‘ be considered
independently of the clrcumstmcei in which they ’are used; smérly. computer sys-
tems and system incomprehensibility should be examined from a broad perspective
that emphasizes the technological soclety In whlchwa live. Danlel Bell writes that
“ .. technology is not a ‘reifled thing’ or some abstract ‘logical imperative’ but is
embedded in a soclal support system, and it is the support systém, not the iechnol-
ogy, that determines its use."s : o
There are many‘ aspects of society’s ‘attltude toward technology that can
lead difectly to incomprehensibility in cdmpute_r sysfem's; Our td&hndbdlcal soclety
operates in uperformance ‘mode,” whereby lasm not dh'ectty related to the
economic value of a system are likely. to be suppressed. Questjons such as
whether or not we need a particular systam or whether a system Is safe (in a

broader sense than that exemplified by whether a system Is harmless to its

1Lah;‘;don Winner, Autonomous Technology (Cambridge, MA: The MIT Press,
1977), p. 216. Quoting Jacques Elul, The Technological Society, trans. by John
Wilkinson (New York: Alfréd A. Knopf, 1904), p. 83E.- " o T L

2E. M. Forster, "The Machine Stops," in E. M. Forster, The Eternal Machine
and Other Stories (New York: Harcourt Brace Jovanovich, 1928), p. 286. Quoted in
Abbe Mowshowitz, The Conquest of Will: Inf ation Protedsing’ in ' Human Affairs
(USA: Addison-Wesley Publishing Company, 1976), p. 318, =5 0o e

3paniel Bell, "Hard Questions and Soft Minds: A Reply to ‘Wéizahbaum,“
Chapter 21 in The Computer Age: A Twenty-Year View, ed. by Michael L. Dertouzos
and Joel Moses (Cambridge, MA: The MIT Press, in press).
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operators, for example) may be subdued by questions ke “will it work?"

There Is wldesp&eid'-presst‘sre*lg‘ehs't ‘eritics of computer systems, which
encourages dependance on these systems Thls often tekes the form of peer
pressure; counter critics ctte the observeble fect M “eVoryone alse’ seems to
be using computers.

And so we conclude that on-line decisions have to be made
rapidly in some systems because of the advance in technology,;
. and have to be’ made rapidly in: business to mest the compett-
tion createf by learning to make those vital, rapid decisions
elsewhere.
The above reasons - bdsiness competitlon and advances in technology - are typi-

cal but not extremely compemng justlﬂcatlons for the often uncrltical expanslon of

Iarge scale computer eppllcations and for the dlscouregement of critlcism ’

4.1: Autonomous Technology
The organization of modern society Is founded on whet many people perceive

as technologlcel necesslty - a widespreed sense of technobglcel Inev(tebmty that
Langdon WInner has called "autonomous technology"

Autonomous technology is the part of our being thet has been

transferred, transformed, and sepatated fromi living ‘needs and

creative intelligence. Any effort to reclaim this p of human

life must at first seem Impractical and even absurd. :
Several writers have distinguished ‘batween ttehﬂoﬁ.ylﬁd— the broader connote-
tions of technique - a iimitless way of ofganizing the ‘world; an alkencompassing
arrangement of-which human society is but one segment. My Intent throughout this

chapter Is to examine the presence of tecimlque in todey‘s soclety Most of us

; 4l-lomard Thompson, Joint MM/Mechlne Declslons (Clevelend. Ohio: Systems
Procedures Assoc., 1986), p. 40. , o

. Swianer, p. 3a33.

62. Chapter 4: The Technological Society




are governed to a larger extent than we consciously uekmwiedoe by a technologh
cal mentality, according to which technlque uaum the characteristics of an
irresistible force and not of just a tool Our sense of lnner directednoss has been
superseded by a sense of what we belleve our highly orgamzed environment
"wants" us to do or will allow us to do.

The technological soclety Is, to a iarge extent, a dangerously uncritical one.
We have altowed our virtues to become technicat ones; the spirit of the day is that
of maximum productivity. Technique “clarifies, arranges, and rationalizes; it does in
the realm of the abstract what the machine did in the domain of labor."® Technique
specifies attitudes that are valid once and for ail.

Winner exhorts us to consider "instances in which things have become
senselessly or Inappropriately efficient, speedy,; rationalized, measured, -or techni
cally reﬁned."7 | have encountered numerous axnmplus ~ gt a--thoughtiess accep-
tance of technological virtues; t will mentioit: only: a féw of them. ‘Howard Thompson
{in Joint Man/Machine Declsions) implicitly -assumas-the desirability of -complexity
and competitiveness; on-the basis of this assumption, he does not bother to justify
the use of computer systems In’his: discussion of decision making.® The titie of
Sheridan and Ferreifs book, Masni-Machine Systems: ifermation, Control, and Deci-
sion Models of Human Performance, would seem to indicate an emphasis on ‘the
human element of man-machine Interactions. However, the authors:inform us that
their consideration of human performance is necessarily Ilmlted to that whlch their

models can describe:

8 jacques Ellul, The Technological Society (New York: Vintage Books, 1964),
p. 5. ‘ ‘ D ‘

Twinner, p. 230.
8Thompe:on, op. cit.

Section 4.1: Autonomous Technology 63.




People may show grace, imagination, creativity, or feeling even
in narrowly. gonatrained tasks; but these. qualities are too fine
for the nets we cast in modeling and experiment. We have to
‘be content te desgribe and prediat st a .mugh more mundane
level. Our frequent use of terms such as operator and perfor-

mance instead of persen.or: bebavior. js.meant. to. emphasize. the

~ engineering context and the re gvcly narrow range of human

- experience which it encompasaes. :
Sheridan and Ferrell certainly deserve credit for recegnizing and bringing to our
attention some .of the dlsﬁnc’dons between the human and the mechanical elements
of the interactions that they oonsider. Still, when we are led to believe that we
must be content with a narrow . range of human experience because technique
requires this limitation, then. our lives are. beiag.viewed too much in the “engineer-
ing context. “... to dwell on these impressive.atatistics which tell us what peo-
ple do, without. attention to how they feel/ sbeut what they do is to miss a pro-
foundly important-dimension. of humen experience - that |s, the meaning that peo-

ple attribute to their behavior.® 10 - |

~in one article, Harvey. Whseler. attempts to expiain. why we should use com-
puters to aid us in making decigians: ; He.states that we do not expect perfection
from either-men or machines, but that:all we want is a way to make decisions more
systomatically.!! Again, 1 cell attention to-the:unquestioned sssumptions - in this
ase, that systematicity -es such. simply and obwicusly justifies itseif and is always
to be preferred over less formal criteria. Why naot go beyond the queaﬂonof
whether or not we can systematize the way.in Mﬂcbm make decisions -and ask

"Svhomas B. Sheridan and Wiillam R. Ferréil, Man-Machine Systems: Informa-
tion, Control, and Decision Models of Hmmn Performance (Ccmbrldge, MA The MIT
press, 1874).

10, jian Bresiow Rubin, Worlds of Pain/Life in the Worklng-Class Family
(New York: Basic Books, Inc., 1678), p. 136" :

1 1Harvey Wheeler, “Artificial Reasoning Machines and Soclety,"” Chlpter 138
in Computers and the Problems of Society, ed. by Harold Sackman and Harold Borko
(new Jersey: AFIPS Press, 1972), p. 480. . ,
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whether or not we really want or ought to do 8s0?
The use of computers is sometimes justified by the argumont that at least
. computers are no worse than people (e.g., automated declslon maklng can hardly be
worse than decision maklng by executives in a complex bureaucracy), and that the
computers ratlonallty frequently makeas them pmfnrabh to pooplo in some applica-
tions. 12 Often, there Is evidence of a pre-dotormw lppfovd of the use of com-
puter technology that may cause us to ignore many. undulrabh aspects of applica-
tions that computer systems efficlently cover up - aapoets that cannot be
effectively dealt with by a computer system. For axample, the ELIZA computer pro-
gram. (mentloned in Chapter 2) was hailed by some people us the precursor of a
psychotherapy machine that would deal with much of the neuroticlsm of modern
soclety better than human theraplsts are able to do. Pooplo who made this judg-
ment tended to lose sight of the nature of human psychologlcal problm amidst
their raptures over the computer. “ELIZA had less to do with showing how much a
computer can do than with reveallng'howxcoﬂnmv;w mdmwy ampty some
forms of human interaction canbe . .. "13
in our society, there is a strong temptation to suhnemo -ona’s own autonomy
in the megamachine; to give way to "a consclous and uneonsclous response to
whatever situation arises. This response strongly and automatlcally repuses any
alternative mode of action ... it neutralizes a!tematlves by making them seem

unnatural, impractical, or simply Imposslble."14 In minimizing the role of human

12€~}eweral writers have argued that, althoush oomsutor system may . not
perform as well as superior human beings, the systems are better than most peo-
ple. See Kenneth Colby, "Computer Psychotherapists,” UCLA Departmont of Psychi-
atry, Algorithmic Laboratory of Higher Mental Functions Memo ALHMF-14.

137heodore Roszak, *The Computer - A Little’ Lower “Than the An.ela * The
Nation, 222 (May 1, 1978), 634. Review of c‘omputer vaar and Humu Reason:
From Judgment to Calculation, by Joseph Weizenbaum. ~ ~

14WInner, p. 1286.
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beings in controlling their technlcal creatlons (be thay computer systems or other
technlcal systems), autonomous technology enables us to convlnce ourselves that
the system progresses lndependently of our actlons and thereby to deny personal
responslblllty for our actlons |

it disturbs me to be told that technology "demands" an actlon
the speaker: favours, that: "yeu Caffiet’ sthp progress.” it trow-
bles me that we are so easily pressured by purveyors of tech-
nology ‘Into -paiwitting ‘so-cdlléd’ “prograss® o after-olr livw
without attempting to control it - as if technology were an
“irreprassible  forés: of -nature ‘ta which weé must maekly asubmit. -
If we reflected, we might discover that not everything hailed as
progress: tontributes tofmlnbsﬁ?t oW is not:diways -
better nor the old elways outdated

Finelly, ln a soclety In whlch technobgy has become an autonomous force,

the only rullng prlnclple eppears to be that the technologlcel system must be

B ,rf ~ ERNGE )

expended st whatever cost Human agents are permltted to mske declslons only

accordlng to crlterla releted to maxlmlzlng technoloqlcel efllclency, but thls Is not

real cholce 16
To maxlmlze energy, speed, or automation, without reference to
- the -complex - conditions that-sustain ‘ovganic life; have become
ends in themseilves .... Under the pretext of saving labor, ,
the uitimate end of this technics is to displace #fe; or-rather, to
transfer the attributes of life to the machine and the mechant
cal collective, : allonvirg me?;mmﬁmm
as may be controlled and manlpulated

Mumford uses the phrase "the new Megatechnlcs" to descrlbe the modem system

whose chlef purpose Is control over the physlcal world and ultlmately over man

hlmself.

15Vlce-Admlrsl H. G. Rickover, “A Humanistic Technology,* in Technology and

Society, ed. ey Noel de: nem (usA momuey Pmm cmy 1972),
p.23.

18, p 0.

17 owis . Mumford,.. "Autherltarlan and. De;mocntlc Iechnlcs," In Technology
and- Culture, ed.. by .Melvin . Krenzberg and William . H. Davenport (New York:
Schocken Books, 1972), p 58..
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4.2: The Computer Rovolutlou
Computers are porhnps the most powerful ploythlnga ooneratod by modern

technology. Unfortunately, computer systems are ofton usod slmply bocause they
ara there. We are too frequenﬂy gulded by tho technoloc!cal maxlm that any new
technology that is possible must nocossorlly bo utmzod, whcthnr or not it Is needed
or desired. ' R | |

if a machine can yield a gl\)en rosu& it muet beusod 'to capa- |

city, and it is censiderad criminal :and..antisaqiel. Aot 10 -do -so.

Technical automatism may not be judged or questioned; immedtH

ate use muot.&o found for the mast recent, efficient, end techn-

ical process.
\Thus, Butler Lampson explains that "v}lo vulll s.& ihoroaaingiy larga computer pro-
grams In the future, because of the avallabmty of more and bettar computer
hardw.nmre.‘,,9 and’ Benjamin M Rosen, an GWM& mdyst, says that
Americans will lndned ﬂnd a need for- oommm ﬂ& m QOOW technologlcal
are being made so rnm onct cusoom thotf tbe sopwty o# taohnologlcol advance-
ment is encouraged by tha a pﬂorl penooptbnaf &Jﬁpbtgknm for the fruits of
this advancement; thua. ths uﬂaute size. a# this. mu& alrm h axpoaed What is
technically feasible is cuownd to hnapen wlthotn rmd to omequencos.

We have already seen tm ;aoomnlq me ooold ;a;gcsures com-

bine to demand the use of computer systems. This sjtuation has reached a point

where any answer. generated by a-computer is -often-acgeptable 1o us because of

1841, p. 80. : sy

19Butler Lampson, "Bullding Programs," MIT Laboratory for Computer Science
Distinguished Lacturer Series, May 1, 1871.

20ptchell Lynch, *A Computer Error: Trying to , Use: One I Your Home," Wall
Street Journal (May 14, 1979), 33.
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its automatic component. The worst charge of a technological soclety is that of

the impedance of technical automatism. In a very real sense, we cannot afford to

doubt our computers. |

The so-called computer "revolution" consists Iargely of computer appllcetlons
that are primarily guided by an lmpllclt bel!ef thet computers shouid be used. Th!s
assumption is evident in many writlngs on the use of computers In paychotherapy,
education, and military situations. Verters eppear to start wlth the unjustified
assumption that computers ought to be used to solve a glven problem, and proceed
to select for further oonslderetion only those aapecu ef the problem that appear
computable (refer to the following section for a: dmelon of how "the problem” is
chosen in the first place). The problem itself almost appears to merit a. status,
secondary to that of the computer

Data models are tools. They do not conteln in themselves
the “true™ structure of informatien ... .. He {a user] has to
learn how to use it. We generally presume that this learning is
required only because of the complexity of the tool. - Dificulties
are .Initially percelved as a fal!we to fully understand the
theory; there Is &n expeactation that peresverance will lead to a
marvelous insight into how the theory fits the problem. in fact,
much of ‘hs “leaming™ is really a struggls to contrive some way.
ofﬂtttnghlaproblemtothetool cheaglngtheweyhethlnks
‘about his “information, “expetiwenting ‘with ~different -ways
representing It, and perhaps even abandoning some parts of hts
intended appfication bavcauss the tool won't hendle It. Much of
this “learning™ process is really a conditioning of his percep-
tions, so that he learns to- accept 88 fact those sssumptions’
needed to make the theory work, and lgnore or reject as
triviel those cases whero the theory fails. ~

The question of whether a computer system is the best solution, or even -an
appropriate solution, to a problem, and the question of whether we should direct our

efforts elsewhere instead of forging ahead with another compuyter _sygten. are not -

21Wlmem Kent, Data and Reality (New York: North-Hollend Publlsmng ‘Com-
pany, 1878), pp. 184-186.

—
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always asked when they shouid be.

The usefuiness of the computer is often assumed perhaps because of the
awe with which our soclety generally regards science and. technology. In our
‘eagerness to find solutions to . perpetual problema, we turn to Whet'vwa, belleve we
do best; in modern society; this is determined by the producﬂon of solid resuits.
" .. in the West at laast. the test Is not so much what. do you know? or how
elegant Is your interpretation of . worldly phonemm? hut rnther what can you actu-
ally do?"z2 Thus, we assume that a theory of .any interpersonal actlvlty can be
expressed in the form of a computer program; that lmproved” means will triumph
over carelessly considered ends; and tbet what ;ppoers tq the average person as
the formal eloquenco of the computer and the. systom behlnd it. hu the power to
transmute errors into truths.

It is in the realm of soclal difficulties that‘ the computer revolution Is particu-
larly inapproprlate One computer sclentlst has descrlbed a not-too-distant future in
which we will have access to a general purposa computlng language that can
describe any system that can be imaglned 23 In this way, we are encouraged to
believe that a more fully computerized world will eliminate _exlatlng soclai problems,
" ... to delude [ourselves] that gigantic instruments can take the place of no
ideas at all.“24 What we are not encouraged to do Is to come to gripe with the
human sources of these problems, to consider how subjective, interoereonal factors
may be computed, or to*exramlne crlterle accordirlg to which soclal problems may be

considered "solved.”

22Winner, p. 26.
23Lampson, op. cit.

2“‘.loseph Weizenbaum, "Human Choice in the Interstices of . the
Megamachine," p. 14. Lecture presented at the IFIPS Conference on “Human
Choice and Computers,”" Vienna, Austria, in June, 1979.
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Norbert Wiener points out some of the important ways: in which social activi-
tias differ from the activities of computers:

. . learning machines must act according to seme norm of good
performance. in the case of game-playing machines, where the
" permissible moves are arbitrarily established :in.advence, and
the object of the game is to win by a series of permissible
rules according to ‘a strict convention that: determines. winning
‘or losing, this norm creates no problem. However, there are
many activities ‘that we should - ke ‘to improve by :iesrning
processes in which the success of the activity Is itself to be
judged by a criterien Hivolving -humen beings, and:in which. the
problem of tgo reduction of this criterion to formal rules is far
from- ea‘s’y. [l would add that such reduction is usually not
possible at all]

To assign what purports fo l»e preolse values to such

essentially vague quantities is’ neither useful nor honest,: end

any pretense of applying precise formulae to these 2wos

" defined quantittes is a sham and:a waste of time.“": [my

emphasis]
Abbe Mowshowltz criticizes "automated common sense" - the substltutlon of formel
processes for the intultive decision making of an experlenced manager. It Is slmply
not always the case that ali - or enough of thls lntultlve knowledge can be mede
expllclt' more often then not, valuable lnformatlon is lost ln the translation to the

language of the computer.

4,3: Defining the Problem

A notlceeble effect of the computer revolution ls the frequent trensformatlon
of human dllllcultles into a form that is emeneblo to a oomputerlzed remedy By
omitting the step of convincing ourselves that a glven problem reelly is technologl |

cally based, we are committing ourselves to forcing some problems into a

26p00mert Wiener, God and Golem, Inc. (Cambridge, MA: The MIT Press,
1984), pp. 76-77. -

26,p4d., p. O1.
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mold - that of a computer system - in which they may not fit. The nature of such
problems can easily be‘su'bdued by thé method of aphroaéh and the techniques
employed.

Many writers have remarked that the fechnoioglcal society is one in which
our needs and desires are Inevitably formul;ted as tééhnological problems. it is
the solution, e.g., the compufer, that defines th§ pré:blem. : ». .

If the technique in question is not éxacﬂy adapted to a pro-

posed human end, and if an individual pretends that he is adapt-

mg the technique to the end, it is generally quickly evliept that

it is the end which is being modified,.nqt: the technique.”"
Writing about a more specific domain, Philip Kraft comments on the attempt to for-
malize the activity of programming by increasing the use .of pre-tested software
routines: "In effect, the use of canned programs represents a joint decision by
software sellers. and software buyers to make the problams fit the .solutions._ at .
hand.“28 Note Kraft's perception of the fact that the existing situation ls the
result of decisions that have been-made by people... ..

The area in which the computer shows up most glaringly as a solution looking
for a problem. is -that of .social.prablems, In. which thera is most often no perceived
need for. computation. (for. example, the "problems”. that characterize .our educa-
tional or Jegsl systems). Quick technological fixes for.soclal preblems have.a way.
of affecting and changing the probloms. n unforaseen, ways, . Furtheamace, just 8s.

the appligation - of - patches . to . .computer - programs. compounds . their

2Te, p. 141,

28%“9 Kraft, Programmers and Managers: The: Routinization of Computer
Programming in the United States (New York: Springer-Verlag, 1877), p. 35. Note

that this  difficuity. is-- commen : to - all ' situations: .in anhich:. standardized .~ pot - -

personalized - solutions are applied to problems. | believe that_Kraft is primarily
concerned with canned databases, management Information systems, etc., apd not
with relatively ~harmiess (and = genuiniely 'fiportant) “thiigs ~sich ‘as  canned
mathematical routines. T
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Incomprehenslblllty, so the use of an entlre computer syetem as a patch solutlon to
a deep human difficuity can set in motion a dangerous propaoatlon of lncomprehensl- )
bility.

in considering the application of computers to soclal prob!ems, we should
ﬂrst contemplate our perception of human dmk:ultles as "problems Joseph
Weizenbaum has pointed out that problems such as a serles of mathemqtlcnl equa- .‘ 7
tions have permanent solutlons, but that this is not the - case wlth lnterpersonal
difficulties. These problems lnvolve conﬂcts of Intereet bet\veen people and can-

not be understood soleiy In information processhg»toms- m prcblemscannot be

understood ‘Without #irst- understanding peopie. Himan problems (for instance; sys-

tem Incomprehensibility) are not *solved™ in- thé- computationad sense of the word;
what would constitute a solution to a soclal problem? Rather, they are transformed
into other problems that may be easier to live with than those they 'rephoeszo e

We fail into a ‘mode of problem- solving when we redfize, at some subcons-

cious level, that in the realm of soétal difficultias; tfie subjective nature of problem -

definition renders problems not just complex, but extraordinarily: difficult to deal
with. - Cofiiputer systems are comparatively easy to deal with. Thiis; 'we doncen- -
trate our énergy on Improving’ military Gommarid- ahd-control  systems instead of -
questioning the héed for ever more coimpliéx énd advinced forms ot destrisction; we
extol the virtiies of computerized psychotherapy  witheiit @xiining the:.reasons °
why Increasingly large ntiimbors of people seek psychotherapeutic help, #nd 'we try
to introduce computers into schools on a massive scale without .ever ch!nd the
raatlty of -what is heppenlnn in kmerlcen eeboolt Inothw M lnformetlon !ﬁeoreti-

cal Aterms ‘We can convlnea ourselveo th-t eomputera can solve eur ﬂ:oblems as

ngoseph WQizenbaum, "The La,st Drngm, Tﬁe Conference Board Magazlne, i
Xiv, No 7 (July, 1977). 41,

62. Chapter 4: The Technologl_cal Soclety



well as or better than people only by substituting mechanical gadgetry for human
attention and by practicing interpersonal activities in inhumane ways. “The world
becomes computerized when ali human problems are reduced to technological prob-

lems."'30

4.4: The Reduction of Humen Experience

Perhaps the most regrettable effect of the technologlcel structurlng of
_present day society is the reduction of people to Information processlng organlsms
Intelligence, once thought to be the excluslve domaln of human beings, is now
often defined operationally, so that we may speak of lntelllgent machlnes At the
1977 International Joint Conferences on Artlﬂclal Intelllgence, Al researcher Edward
Fredkin stated that the achievement of a “thlnklng machlne" requlres a comblnetlon
of only englneerlng and sclenc:e.31 Simon and Newell’s General Problem Solver com-
puter program Is an attempt to lmplement thelr bellef that the elementary
-processes underlymg human thlnklng are analogous to the lnformatlon processlng of
a computer. 32 Dartmouth presldent John Kemeny sees no good _reason for not
assuming the iIntelligence of computers, because they manlfest lntelllgence in a
scientifically testable (which is to say, extremely llmlted) sense. Kemeny equates
apparent randomness (what we might call incomprehensibility) in' a computer system‘
with intuition and creativity lrfi"people,‘:iandleplleis,: that random ,comp‘uter behavior is

as desirable as creative human acts.83

3o.loseph Weizenbaum, Apollo Agonlstes," lecture presented at SUNY in
Albany, New York, April 20, 1879. - ;

31 arael ‘Shenker, "Man and Machine Metch Mlnda at mT " New York
Times, August 27, 1877, p. 8, quoting Fredkin, T :

32Herbert A. Simon, "What Computers Mean for Man and Society," Sclence,
195 (March 18, 1977), 1186.

33John G. Kemeny, Man and the Computer (New York: Charles Scribner's

Section 4.4: The Reduction of Human Experience . 63.




What | object to in such observatlons is their Impilcit reduction of people
and of human experience, their Identiﬂcstion of “the scientiﬂc conceptlon of ‘valid -
experiance with the whole of existence w34 Roszek notes thet In equeting people
with machmes, we can either relse mechlnes up to our ievel or Iower ourselves, he
laments that we have done the latter - that we have reduced all human culture to :
the machine’s limited capabilities. 35 Roszak is hardly alone In percelvlng the gre-

S

dual adaptation of human needs, desires, and thought processes eccording to the

demands of technique, for Instence, WInner writes of the shsplng of h.uma‘n”con-
sciousness within narrow technical chennels 86 B o
In technoiogicel terms, an Individuel’e social worth is proportlonel to his "pro-
ductive capaclty in a competitlve lsbor market "37 The production norms dicteted _
by the goai ‘of profltebiiity often confiict with sponteneity end personel creativity |
individual particlpation in the technologicel society ls tolerated only eccording to
the degree of an lndivlduai‘s subordinetion to the seerch for eﬂiciency, only that -
- which is controileble ls aliowed to remain in men Kemeny suggests thet we may ”

e

have to accommodate the computer systems that wili pley an increaslngly mejor

,,,,,

I have alresdy mentioned thet life in modern society Is formuleted as a suc-

Sons, 1972), pp. 11, 18.

34Abl:ie Mowshowitz, The Conquest of Will: Information Processing In Human
Affairs (USA: Addison-Wesley Publishing Com;mny, 1076), p. 276.

asRoszek, p. 533.
36Wlnner, p. 127.

87Mowshowltz, p. 250. In reference to the emphesls on the economic. value
of people, consider the following: "But where human lives are at stake, and pnrticu-
larly when these people have paid for their transportatidh, & emiderabiy higher
degree of safety is required.” Thompson, p. 87.

a8i(emeny!, op.cit.
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cesslon of problems to be solved. Humans are viewed as problem solvers only, and
are encouraged to resist sloppy human reason and intuition in favor of the artificial
reasoning of machines. Mazlish urges us to see man's nature as being continuous
with his tools and machlnes.39 People become interchangeable as they grow
increasingly alienated from their work and from other people. Technological reduc-
tionism can have nothing but an erosive effect on the self image of people.

It is not only the human being, but the entire human experience which is
viewed from a reductionist viewpoint. Ethical and moral traditions that are not cost
effective become obsolete; beauty becomes that which is well adapted to use.
"The virtues.of slow information processing and labor done at a leisurely pace have
long since been sacrificed to the norms of work appropriate to the electronic exem-
plar. The idea that a task is something to be pondered or even savored Is entirely .
foreign to this mode of actlvlty."‘o

In order to accept a perception of life limited by technique, “humanity . ..
has or will soon have transferred all its attention to one aspect of its being - it
has sacrificed emotion for rational 1:hou9ht."4'1 Thus, Herbert Simon identifies our
most challenging problem, “the scientific problem of our age - how to understand
ourselves more deeply.“42 In identifying interpersonal understanding as a sclentific
problem, Simon is severely limiting the role of human beings In thé most human

endeavor of all - understanding ourselves. As Ellul wrote, "men do not need to

398ruce Mazlish, "The Fourth Discontinuity," in J. Mack Adams and Douglas
H. Haden, Soclal Effects of Computer Use and Misuse (New York: John Wiley &
Sons, 19786).

40winner, p. 206.

41 C. C. Gottlieb and A. Borodin, Social Issues In Computing (New York:
Academic Press, 1973), p. 266,

428henker, quoting Simon.
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understand each other in order to carry out the most important endeavors of our

times."a'3

43g iy, p. 132.
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Chapter 5: Results of lncomprehenslble Systems

. . . technique, as a result of the perfection of means which it
has placed at the disposal of modern man, has effectively
suppressed the respite of time indiepenssble to the rhythm of
life; between desire and the satisfaction of desire there is no
longer the duration which is necessary- for real cheice and
examination. There is no longer respite for reflacting or choos-
ing or adapting oneself, or for acting or wishing or pulling one-
self together. The rule of life is: No sooner said than done.

Life has become a racecourse composed of instantaneous varia-
tions of the universe, a succession of objective events which

drag us along and lead us astray without anywhere affording us
the rossibmty of standing apart, taking stock, and ceaslng to
aet - Jacques EIIuI
 The use of computer systems, many of which are incomprehensible to the:
people who work with them, is firmly established in today's soclety, so It is not
surprising that these systems have had signiﬂcaht Impacts on our socletyk of users.
t have already examlned' a'varlety of factors; thct help explain why, in many cases,
- these impacts are undeslrahle and unanhclpated. For example, conslder‘the follow-
ing points: first, our motivations for uslng computerlsystems are often not related to
the nature of the problem at hand, and second, our perception of problems is fre-
quently distorted by a pre-determined bias in favof of technological solutions. |
In the previous chapter, i discussed sonie chafecteristics of a technological
soclety; In this chapter, | wlll narrow that dlscusslon to a conslderatlon of some of
the effects of the widespread presence of large computer systems SOme of these
effeacts have already been explored in my discusslon of the sources of
incomprehensible systems, this Is approprlate because technologlcal systems often‘

nurture attitudes and create conditions which support thelr contlnued use and

axpansion. Thus, certain issues | have previousiy 'eécamined - for Instance,

1.Jacques Ellul, The Technological Society (New York: Vintage Books, 1964),
pp. 3298-330.
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autonomous technology pro-technology bleses, and the melntenance of what Is
often only an illusion of complexlty ln computer systems - are factors which both
lead to the genenmon and use ot oemputor oyi!omo omi result‘#em our contlnued

utilization of snd dependence on’ theoe system ln c eoélety domlneted by a

h

myriad of teohnologfes computers occupy e unlquely ewe—lnsplrlng posmon This

chapter is an exemlnetlon of seme mm queotlonsmedbyw Mg use of

e

computer syeterns wﬁlolt w de not mm ‘mong twem, wesﬂtms about

dependance on eutomum gemntud edutput M rispondblllw for declslons

L

made wlth the ald of computers

8.1: Betlonellty ; -
L : R

Scientific explanetlons derlve both thelr power and thelr llmltedness from the
method of abstraction and slmpllﬁcatlon by whlch sclence proceeds The sclentlflc
method Is tremendously useful but ln llmlted weys, only lnformatlon whlch ls ln

Kemeny’s words, "sclentlﬂcally testuble,"2 can be utlllzed ln the constructlon of

-‘4: F

sclentlﬂc experiments, models and theories Such lnformetlon constltutes only one

r
|

small aspect - the sclentlﬂcally quantl‘l'lable espect - of the world Real llfe sltua-

St H

tions are cheracterlzed by an extreme rlchness of knowledge, much of . whlch ls

-1

"unsclentlflc“ and hence essentially unsulted for technlcel menlpuletlon Just as

A

the feech for techndoglcal omnlpotence contlnues to requlre the reductlon of_
human belngs to that whlch technology can expleln end control 80 the manlfesta-

tlon of power that we ettrlbute to computer technology hes necesslteted the

1
i

reduction of problems to those with whlch a computer can deel

k=3

One key to the seemlngly unlversal eppllceblllty of computer systems as

B SN

2.lohn Kemeny, Man and the Computer (New York Charles Scribner's Sons,
1972), p. 11.
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solutions to problems Is that before the application of computers, the problem
domain is limited by being “rationalized." Problems must be made sufficiently expii
cit for Interpretation by a computer system; to computerize cftevn‘ means first to
rationalize. In many cases, it Is this initial organizational effort, and not any com-
puter system at ali, that serves as the sdutlon to the prcblem. Moreover; If the
large expenditures of time, effort, and mcney needed to set up a large computer
system result in a colossal failure, this fallure is usually not linked to vth‘e question-
able appropriateness of using computers in the first place; instead, a new problem
is formed - that of the insufficiency of the Iog&cd composition of the problem area
(this new "problem " jn turn, may be deemed sulteble for computerlzetion) - For
instance, in writing of existing failures in the use ofrcomputers in conjun_ctlon with
medical practice, Abbe Mowshowltz states that "the promise is enormous, but much
depends on rationallzing the organizatlon of health-care servlces n3 The successful
computerization of health care servlces depends more directly on the human effort
of organizlng the fleld than on the secondary step of bringlng'ln computers.

The dangers of excessive ratlonallzatlon derive from the Iack of consldera-
tion for values which do not seem qunntlflable, and the conaequent loss of informa-
tion in a purely rational planning or declsion maklng process The |imlting rationality -
that computer systems demand encouraaes us to dlsregard the most difficult - that
is, non-computnble esyeets of a preblem Welzmbaum emphastzes the fact that
computers process only informatlon, not meanlngs 4 Technlque requlres that certain

aspacts of problems be ignored, and even more significantly, determines which

3powshowitz, The Conquest of Will: Information Processing in Human Affairs
(USA Addison-Wesley Publishing Company, 1876); p: 128. '

Aweizenbaum, “Once More: The Computer Revolution,” In The Computer Age:
A Twenty-Year View, ed. by Michaef'L. Dertouzos ‘and Jost: Moses (Cambﬁdge MA:
The MIT Press, in press). -
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problems are to be seriously consldered. v ... We heve permitted technoloolcel
metaphors to so thoroughly lnvede our thought processes that we have ﬂnelly ebdl-

cated to technology the very duty to formulate questlons "6

§.2: Believing Computers
Our inabiiity to comprehend many exlstlng computer systems means that we
must rely on the correctness of the systems, we heve allowed such systems to
become indispensable to us.
We can’t count on making such complex computetlons manually
when we know that an enemy will ‘use a computer. ‘8o we must
rely on a computer for speed, which makes our decisions totally
dependant upon both “the avaltability and the esouracy -of the
computer when repld declslons have to be mede
The obvious risk is that of the lncreesed lmpect of system errors as we lncreese
our dependance on computer systems | | \
Today, the populetlon in general does not understend technologlcsl forces,
but is kept submissive and content with the wlde range of servlces oﬂered
Different groups, such as buslness mensgers, must depend on the output of compu-
terized information systems, although they do not heve the tlme to supervlse the
collection of data or to satisfy themselves as to the relleblllty of thelr computer
systems (nor are they encouraged to do so) |
. how utterly dependant we have become on our electronic

super-tools ‘how essential we hiwwrulttedmemtobecome,
not that they were needed In the !lrst plece

» 5Welzenbeum. “On the lmpact of the Computer on Society," Sclence, 1786
(May 12, 1972), p. 622.

- Oxoward Thompson, Joint: Man/Machine Decisions (Clevelsod. omo sys-
tems Procedures Assoc., 18885), p: 40. , 5

Tweizenbaum, "Humen Cheice In the interstices of the. Mmmchm- Lec-
ture pressented at the IFIPS Conference on "Human Cheice and Computers." Vlenm,
Austria, In June, 1879. ; . :
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The issue of dependance takes on a special meaning in relation to
incomprehensibllity. We have already seen that large computer systems are too
complicated for anyone to. directly monitor their operation. Thus, our day-to-day
contact with computers must proceed largely on the basis of our belief in their
correctness.  When the computer systems we use are not ‘,;unkderst,andable to us,
this belief reduces to faith in a technology that we t‘rnva'.baoirr taught Is too compl-
cated for anyone but a specialist to understand. We abdicate the responslbility for
our decision making to a technology that frequently is not comprehensible, while at
the same time attempting to maintain a feeling of control. Thus, we assure our
selves that “these versatile machines have become the galiey slaves of capital
ism."8 The real situation, however, is that our sense of control is largely illusory,
and that we have been and continue to be largely unjustlﬂgd in transferring respon-
sibility to computer systems. This was made abundantly clear during the Vietnam
era, when the Chairman of the Joint Chiefs of Staff regretted that "It is unfortunate
that we have bacome slaves to these dqmned c;;:rmp:utere:.“k9

Many people are now making decisions to some axtent on the basis of
potentially unreliable computer generated output, and some of these decisions can
have vital, nonreversible impacts. In some cases, " . .. computers can provjde not
only the information on which decisions are made but can themselves make deci-
sions."10 At the very least, we must ask what kinds of decisions, if any, computers
ought to make, we must decide whether the increased risk of error Is worth the

alleged gain in precision and rationality, if we depend more and more heavily on

8"The Computer Society," Time, Vol. 11, No. 8 (Februqry 20, 1978), p. 50.
Oypid., p. 46, quoting Admiral Thomas Moorer. o

1()Herl'sert Simon, What Computers Mean for Man and Society," Science, 185 .
(March 18, 1977), p. 1187.
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computers; and we must worry that the goalsyrof a computer system on which we
rely may not be our own goals-

A goal-seeking mechanism wili not necossarﬂy seek our goals

unless we design it for that purpose, &nd in that designing we '

must foresee all steps of the process for which it is designed,

instead of exercising a tentative foresight which goes up to a

certain point, and can be continued from that on as new

difficutties arise. The punalfiés Tor ériors of foresijht, gréat as

they are now, will bq enormously lncromd as automlzatlon

comes into its fuft use.) ! '
Langdon Winner warns of “the distinct possibliity’ of going adrift in a vast see of

unintended consequérice&""z a

85.9: Technique and 'lo’rallty13

It is to a large extent the common perception of coitiputers, which may not
have much relation to actual computer systems, that has detarmined the ‘degree of -
our reflance on computer systems and the extent to whith we have transferred
human responsibllity to automatic systeins. The Issue of responsibility can refer to
different things in relation to computer systems; for instance, the responsibiiity- of '
people for the propagation of new systems. M conslidering the concept of auto-
nomous technology, we saw that oftén new systems afe constructed without exph-
- elt or conscious human approval. Not only do we havom colhprehadvdlng the
systems we use, but it is often mnhruitommmmmﬂnym'

cmted.

1norbert Wiener, God  and Golem, Inc (Cambridge, MA: The MIT Press.
1977), p. 63 : . .

12Langdon Winner, Autonomous Technology (Cambridge, MA The MIT Preas,
1977), p. 89. 7

13u7gchnique never observes the distinction batween moral and immoral
use. It tends, on the contrary, to oreste a complately: indapendent:technical morall-
ty.® Ell, p. 97.
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Moira is at work here - a fate that ‘employs the free act‘o‘r of
men to bring about ends that carry an aroma of necessity.

The modern emphasis on a scientific analysis of behavior undermines personal
autonomy by placing control of human actions in me_gnvlronmant. Responsibility for
the unbounded Increase in our use of computer systems seams. to fall only-on a
technology that is, or so it is claimed, value free. .
~ Technological elitism is at the root of much of the ygldefap{gadvavoidance of
responsibility for computer systems. We are taught that only the exparts can
know what is best for us; in Kenneth Laudon’s words, there _has_been “a denigra-
tion of faith in the wisdom of ordinary citiza;'.n_as,."15 ‘,u;qpeggg;:lv_ﬁg)en,tﬁgg!{lzgﬂph, which
frequently results from the introduction of a computer . system, formalizes and
rigidifies the prominence of those people who can claim_to understand computers, '
In Social Issues in Computing, Gottlieb an;i Borodin comment .on the political power
of technocrats: because politicians themselves usyally have no technical expertise,
it is the technologists who define the alternatives.for ali of us16
- The people who appear to be most directly accountable for complex com-
puter systems - computer sclentists and the resesrchers whodete!mine the state
of the art - do not always manifest attitudes that are as cautious or as humble as
thélr positions seem to dictate. Joshua Lederberg, for example, has said. that there
is no difference between the thinﬁs computer should not do and the things people

should not do; the only important thing is to be sure the machines do not get out of

14WInner, p. 71.

16Kenneth C. Laudon, review of The Conquest of Will: iaformation Process-
-Ing in Human Affairs, by Abbe Mowshowitz, in Science, 103'(Septamber,‘_1976),
p. 1111, e

16c. c. Gottlieb and A. Borodin, Soclal lssues in Computing (New York:
Academic Press, 1973), p. 223. ; S o

Section 6.3: Technique and Morality 73.




control.17 It is not clear whose control Lederberg belleygs computers are presently
subject to; many other people belleve that computers have already grown beyond
the limits of our control. Still others believe that some programs themseives are
already exercising control: Herbert Simon says of automatic process control sys-
tems that “their programs retain control over the ong(ilng"pn::'t':"'ess.""a When ques-
tioned about how far artificial intelligence systems could go, Simon, with apparent
disregard for issues of re'sponslblllt&,lncompréh%!bﬁty, refiability, appropriateness
of use, etc.,v replied only that "we’ll know that when we're’ ddm‘a‘.“‘?

'Since, as we have seen, a large system has n6 identifiable group of authors,
there Is usually no one who feels directly responsible for the output of the systems
and for decisions which make use of that output. Currently, accountablifity for the
reliability of computer systems is so vaguely defined and so well “distributed” that
it Is fundamentally nonexistent. This is so daspite the fact that many people are
concerned about our tendency to aliow computer systems to become ultimate
authorities which require little justification.

If the activiies carried out by computers cannot be readily
monitored and guided by people, and if human processing of
information cannot be easlly intermixed with computer process-
ing, co%uters tend to bacome unchaliengeable author-
ites .

Recall the discussion of theory of behavior in Chapter 2, where | noted that

comprehensible systems are llikely to be founded on weil understood theoretical

17Lee Dembart, "Experts Argue Whether Computers Could Reason, and ] 8
They Should,” New York Times, May 8, 1877, p. 34.

18Herbert Simon, "What Computers Mean for Man and Soclety," Sclence, o
196 (March 18, 1977), p. 1187

19,q.

2ol’mbert Fano, “On the Soclal Role of Computer Communications,® Proceed-
ings of the IEEE, 80, No. 11 (November, 1972), p. 1261. :
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bases, so that they serve as modeis of a theory and not as unquestionable authori-
ties. 'In the case of incomprehensible systems, we have noted that there is fre-
quently no well based theory of use; the system itself is the theory of its use.

- Thus, whoever doubts the system finds himself in confiict not with a theory but with

an enormous, incomprehensible programming patchwork. Nevertheless, some people -

have gone to the extreme of advocating that computers be held responsible for
themselves; Howard Thompson believes in letting the machine be responsible for its
share of the decision making load in joint man/machine declsloms.21 The question |
must- ask is what meaning could machine responsibility possibly have in a human

world?

The habit of speech, and it surely reflects a habit of thought,
that makes instruments responsible for events, leads directly to
speaking and thinking of science and technology as autonomous
forces and to the idea of technological inevitability. it leads
finally to the proposition that man is, after all, impotent to strug-
gle with powerful impersonal agencies of his own making over
‘which he has lost control, and that he is therefore justl%d in
abdicating responsibility for the consequences of his acts.

21Thompson, pp. 27-28.

22Joseph Weizenbaum, "Controversies and Responsibilities,* Datamation (No-
vember 15, 1979), p. 173.
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Chapter 6: What to Do About incomprehensible Systems

We must return to the human center. We must challenge this
authoritarian system that has given to an underdimensioned
ideology and technology the authority that be to the human
personality. | repeat: life cannot be delegated.

e Lewis Mumford

| would like to end my discussion of incomprahanslble computer systems on a
relatively positive note; in this final chapter, | consider suggested means of dealing
_with the existence of incomprehensible systems. The chapter begins with a dis-
cussion of program verification techniques that is more technical than that encoun-
tered in the rest of this thesis. Even in this area of formal study, many of the
difficult problems are not technical ones and cannot be solved solely by studying
computer programs: for example, the problem of how to specify what a program is
supposed to do. This chapter, like previous ones, expands from a program-oriented
viewpoint (which in this instance verification studies exemplify) to one. concerned
primarily with systems (both technical and secial).

It should be noted that tha following discussjon pertains even to comprehen-

sible computer systems; in fact, to all modern technological systems. Examination

of well understood systems will. generally reveal that many of the programming.

techniques described below were used, perhaps In.medified forms, in the construc-

tion of the systems. However, evidence of the. sthical "techniques" which are dis-

cussed In the latter part of this chapter (criticism of technology, acceptance of -

individua! responsibility, and humanization of technological .gystems) Is harder to
find, even in systems that we might not label technically incomprehensible. Deal

ings with systems that are incomprehensible do raise unique ethical problems,

1.Lewls Mumford, "Authoritarian and Democratic Technics," In Technology and
Culture, ed. by Melvin Kranzberg and William H. Davenport (New York: Schocken
Books, 1972), p. 68
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because it Is In these Interactions that the necessity of trusting computers is impli-
cit, and our vulnerabilfty is greatesf. N | . | -

We aiready know that incomprahensibmty in com;mtor system can be mani-
fested in many ways. A soclal form cf technologlcal incomprehantlblmy is reflected
by the pervasive sense that most people have of not occupying a meaningful posi-
tion In modern technological society. For the most part, we do not understand how
our technological systems operate - we do not know how to eﬁﬂé&é technology,
how to judge the extent to which we should dapénd on It, etc. It Is especially
because of these social effects of incomprehensibility that we feel no control over
the use and expansion of computer. ;echnol‘ogy and are unwilling to assume respon-
sibility for It; it is these issues that are ‘addressed in the second haif of this

chapter.

6.1: Program Verification

Verification hés proved to be a difficuit term to satisfactorlly define, largely : -
because of the human ‘féctors Involved, first in the creation of the programs which
are to be verified (programs carry with thém their programimérs’ intentions, which
are often unclear), and then in*thh?merm of ‘the ‘proof of correctness (we"
want to be able to ‘trust prog’fnms, but we edch have different criteria for bellev-
ing a correctness proof). One suggested définttion is the following: program
verification is that branch of computer sciencé whose goal Is to establish "whether
a [given] program performs . its intended task.*® What remain unanswered are the

questions of what does it mean to talk about the intentions of a programming task,

2Barbara H. Liskov and Valdis Berzins, "An Appraisal of Program
Specifications,* MIT Laboratory for Computer ‘Sclence CSG Memo 141 (July, 1976),
p. 2. ,
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and what does the assurance offered by a verification proof buy us?

The need for a discipline like program verification springs from two conditions
that have existed for some time: (1) professionai dislike for flaws in finished pro-
ducts (in this case, computer programs), and (2) increased dependance on pro-

..grams that can have extremely destructive effects. On ithé one hand, there is a
desire for certainty that has led us to mathemhtléai formillsm fof»a certification of
. program correctness. On the other hand (and more importantly), now that we have
created coniputer systems that affect vital areas of our livé#, we are beginning to
‘wonder how we can depend upon the Information that we get from computers.

Because "even minor errors [let alone grossly misconcelved "designs”] can have

~ serlous consequences and be costly to fix," the role of verification in increasing

6ur fruSt in computer systems is both methodologlcaﬁy and éthlcally important. In
terms of bbth physical and social costs, we éanm;f afford to trust unreliable com-
puter software.

It is important that the rsader recognlzé the Inherent limitations of the
verification approach to computer systems, 'béfore launching into ~the following dis-
cussion. Verification studies are directed toward computer pfodramé. Verification
researchers are committed to elimlnatirié the 'féldii\)ely low level, technical form of
i‘ncomhretien‘s:ibiilty ‘that is characieﬂzed by program errors. Recall from the first
pages of this thesis that it Is the incomprehensibility of systems with which | am
primarily concerned; this Is a much more subtle difficuity, than,thqi addressed by
work in the field of program yeriﬁéation (.in‘ fat:t, as | have trléd. to 'explain, it is not

a technical issue at all). Although there is a significant role that verification proofs

3Susan L. Gerhart and Lawrence Yelowitz, “Observations of Fallibility in Ap-
plications of Modern Programming Methodologles,” /EEE Transactions on Software En-
gineering, Vol. SE-2, No. 3 (September, 1976), p. 196.
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can fulfil, extrapoletlon from a proof of correctness to a meanlngful statement
about the comprehenslblllty of a system (and hence about the approprlateness of

trusting that system) is, at best, unjustified.

6.1.1: Automatlc Verlfleatlon

The most widespread basls for verlfylng programs ls the method of intermedl-
ate assertions Tags are placed at key points throughout a program (eg loops),
lndicatlng the state that the program Is supposed to be ln whenever it passes
each point at executl_on time. The central idea is tha_t_all loops_ln__a{{ program?must
be "broken"' I e lt must not be posslble to do a loop lteratlon wlthout golng
through a tag The lntermedlate aasertbns may relate values of program varlables
at lntermedlate points to lnltlal values or to ultlmate values The program

PE O

speclﬂcatlons for the lnltlal state form the flrst assertlon and the deslred output

conditions form the final assertion. A proof of program correctness ls dlvlded into a
number of smaller proofs that a program comlng from assertlon n wlll always satlsfy
the conditlons_of assertion n+-1 The comblnatlon of these lntermedlate proofs

establlshes the partial correctness of the entlre program o

u>.

Automatlc methods of program veriﬂcatlon center around the mechanlzatlon
of ‘the above approach (which might be called the lnformal assertlon appmach)
through the use of automatlc theorenrprovlng programs o

The inductive assertion method reduces program correctness to
‘a Thité set of finite paths. A progitini: gath stirté with an’inital
assertion, continues with executable code, and terminates with
‘a fnal assérton. For éach m alpatﬁ theﬁe’% u loglcaffof«-
mula called a veriﬂcation conditlon e 7 , o

The first quest is for a system that would automatlcally generate the wverification

“Ben Wegbreit, "Constructive Methods ‘in Program - ‘Verification,” ‘Xerox Palo
Alto Research Center (December, 1976), P 8.
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conditions. Once that is done, the proof of the correctness of a program reduces
to a proof of a theorem in the ﬂrst-order predicate caiculus (higher-order systems
are also being examined, but less effort Is being devoted to them). The theorem

establishes the partial correctness of'a pfdémm,’ so a 'separate'termination proof is

. required (in most discussions of program verification, it is deemed easier to divide a

total correctness proof into two proofs. one of partiai correctness or correctness
assuming termination - and ‘one of termination)‘. A‘c‘eo‘iang “to this view, a
verification system consists of a verification condition generator and a theorem
prover. In practice, the step of proving that the veriﬂcation conditions are true
has constltuted the bulk of work in this area. :The preliminary step ‘of finding
appropriate intermediate assertlons Is stiil too iittio understood to be automated

There are a variety of problems, both technical and social facing ‘research-
ers in the field of automatic program verification. some of ‘the technical difficulties
may only require further study to be overcome, but "some of the constraints
imposed by Iess formal problems may; representinherent ‘”obstacies to thesuccess
of verification proofs in Increasing our trust in computer programs Signiﬁcant
difficulties that are currently being addressed inciude the foﬂowing \

e |t is the hope of verification researchers that the veriﬁcation of a compu-
tation is much easler than the origmal computation However, time constraints place
a heavy burden on any veriﬂcation system Aithough a glven system may be able
to verify a large class of programs, "we are more interested In what the theorem-

prover can do in ‘reasonable’ time."8 Thué., even a complete verification system

would not necessariiy satisfy the practical time limits that it would have to be sub-

ject to. Contemporary systems tend te ﬁounder en eompiex programs which are

5Bernard Elspas, et. al., "An Assessment of Techniques for Proving Programs
Correct," Computing Surveys, Vol. 4, No. 2 (June, 1972), p. 127.
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founded on deep theorems, because the search space ls lncreased to a polnt
where a proof cannot be generated ln a tolerable length of tlme (and, even when it
is generated, it is prohlbltlvely long and complicated) "We slmply do not yet see
how to prove programs are corre_ctlln”any reasonably sho_rt -manner at Tthe present
e, ..6 . , v, “ ,‘ _ v

® Until now, verlﬂcatlon proofs have dealt wlth relatlvely slmple cases (hlghly
restricted programmlng languages and ldeal machlnes), and are not yet up to ther
Ievel of compllcated programs, where they would be useful Some relevant technl—
cal lssues that are acknowledged as problems but have not been satlsfactorlly
solved yet are lndetermlnacy, parallellsm, exceptlon errors (e. g - overllow and‘
underflow), and slde-eﬁects of a glven programmlna language

In addltlon, there ls the dlﬂlculty of run-tlme errors and of speclfylng "the'
behavlor of a program when an error ls detected durlng executlon 7 Researchers
in program rellablllty attempt to antlclpate a range of posslble executlon errors
ahead of executlon tlme, so that error-handllng measures can be lncluded In the orl-L

YRS 3>

glnal design of the program. Accordlng to the phllosophy underlylng rellablllty work,
aerrors are not necessarlly ellmlnated but they are antlclpated and dealt wlth in
understandable, acceptable, rellable ways. | ’ A ,‘ - ,
) 0 Some computer sclentlsts are concemed about the bellevabllity of proofs,k
a crlterion that would not be well satlsﬁed by a system that recelves a program

whose correctness itis to establlsh as lnput and outputs a huge proof that ls even

less comprehenslble than was the orlglnal program A verlﬂcatlon systems

6.lames Joyce, "Human Factors in SOftwareEnglneerlng," in The First West
- Coast. Computer Feirec-Conference. Proosedings;. 8d. by Johu.C. Warren, Jr. (Palo
Alto, CA: Computer Falre, 1977), p. 61.

"Liskov and Berzins, p. 18.
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response of "QED" is not very meaningful If programmers have no reason to trust
the system. One primary function of a proof of correctness Is “to dramatically
increase one's confidence In the correct functionlng of a pertlc‘uler piece of
software,"® but before this can be eccom;»_'lrisned.ﬁeenﬂdence'iln the proof process
itself must be established. - At. worst, a compllceteo verification system could con
- stitute an additionai layer of. Incomprehensloiltt‘yv Béf@éeh :e oornputer progrem and
its users. | | | -

DeMillo, et. al., convincingly argue that methemetloel proofs come to be
believed because of the. existence of a social network In ‘which proofs are-Mdeiy
read, refereed, published, revlewedv,“ dlseﬁseeo, and ﬁnel!y, " internalized, para-
phrased, and used.® Although the motivations behind mathematical proofs and pro-
gram verification proofs are dlfferent the concept of bellevebillty is related similarly
to both. Even a "correct" proof wlll not be used it Is not belleved (bellef here is
defined in the social sense that DeMillo, et. al., dlscuss), end DeMmo et. al. do not
believe that a soclel process in computer sclence enelogous to that in mathematlcs
is yet well developed They elso remlnd us thet l'the declslon to conslder a proof
- in detail is often lnﬂuenced by some ellghtly lrretionel concem how does the
problem feel?’"") and urge us to strive for the slmpllclty thet characterlzes the
most Important mathemeticel theoreme and proofe Flnelly, slnce any proof no
metter how formel, can be interpreted In diﬁerent ways by dlﬁerent people, we

should be aware that ln e prectlcal senee, "‘e derivation of e theorem or a

8icherd A. DeMillo, Richard S. Lipton, and Alan J. Periis,’ "Social Processes
and Proofs of Theorems and Programs," Yala Unlvereuy of COmputer Sclence
Research Report. #82 (1976), p. 1, e e

8,bid., pp. 6-9.
10,p44., p. 10.
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\gerlﬂcatlon of a proof [ﬁcan have] only vprobablllstl(c\ valldlty."'1 1 The classical view
of judging thlngs in a strlctly duallstlc fashlon ls not appllcable to verlﬂcatlon
proofs of computer programs. We must bo wlse enough to recognlze the margln of
error in any assessment of program correctness. and to require “another view of
‘reliable deslgn . that more fully explolts the social mochanlsms"12 to comple-
ment the view taken by verification studles R

o Computer systems are dynamic entltles that may be vaguely speclﬂed
The foundations of modern “software systems are large programs wlth
speciﬂcatlons and related documentation much larger than thelr code More lmpor
tantly, when speclfylng a system lt is often lmposslble to state preclsely what ls to
_be done Typlcally some claims are made about what must happen and others
describe desirable but less cruclal behavlor "13 ln practlce, speclﬂcatlons change
and grow as a programmlng project progresses, reflectlng a restruoturlng of the orl-
ginal purpose of the ,system/ andthe orlqlnal peroeptlon ‘,’f;“‘h‘ pro‘blem. oomaln. The
evolution of a system to meet the new crlterla ls usually not well controlled "The
lncompleteness and Impreclslon of the specl!lcatlons for systems makes rlgorous
verification difficult and the lmpermanence of the speclﬂcatlons reduces the
rewards of produclng such a verlllcatlon “14 ' o

¢ The lnterface between an automatlc varlﬁcatlon system and a programmer

must remain lnformal What cannot be completely formallzed ln thls lnterface Is the

purpose of the program, an lnformal often unatated crlterlon ".. it becomes

E+2

11gamart and Yelowitz, p. 206.
21510, p. 197. .

13(:harles Rlcﬁ Howard E. Shrobe, and Rlohard C.. Waters, "Computer Aided
Evolutionary Design for Software Englneerlng," M.LT. Artificlai lntelllyence Laborato-
ry A. . Memo 508 (January, 1878), p.

14,410.
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possible to formally prove .consistency of programs with ... formal specifications.
However, the complimentary step of verifying that a program specification imple-
ments the underlying concept must necessarily remain infm'mal.':"'6 We are faced
with the problem of whether or not our specifications are strong enough to express
our intentions. The most responsible attitude Qe can take is that "we can never be
sure that the specifications are correct.""s With such an attitude, we cannot be
cértain that a program that has been verified to be correct (assuming we achieve
such results some day) will do what We want it to do, unless we are sure that our
intentions have been accurately and completely codified in the program
specifications.

In verifying a program, the system assures us that the program

satisfies the specifications we have provided. It cannot deter-

mine, however, whether those specifications accurately reflect

the intentions of the programmer. The intentions, after all, exist

only in the mind of the programmer, and are inaccessible to a

program verification. system.. If he has made an error in

expressing sh?em, the system has no way of detecting the

discrepancy. » . -
Some of the most promising current research. in verification deals with ways in
which a system could detect the kind of discrepancy mentioned above.t8 However,
at least for the time being and particularly In the case .of programs. with vital

consequences, an awareness of this ‘discrepancy’ should play a crucial role in our

1670har Manna and Richard Waldinger, “An Appraisal of Program
Specifications," Stanford Al Lab memo ‘AIM-ZQ{S (Augqst,_ 1977), p. 24.

18piq.
17(ierhart and Yelowitz, p. 205.

18Ft)r example, the notion of a "programmer's apprentice,” which is “a com-
puter alded design tool which can help a programmer deal with program evolution
from the initial design phase right through the continuing maintenance phase."
Here, the effort is to provide "support during the process of developing code good
enough to warrant the effort of certification." See Rich, Shrobe, and Waters, "Com-
puter Aided Evolutionary Design for Software Engineering” (quotations are from
pp. 1-2).
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qeclslon to depend on a pertlcular computer program.

6.1.2: Informal ll.rl‘lleeﬂon ‘

7 What ls urged throughout the ﬂeld of progrem verlﬂcetion ls the reallzetlon
that "formallsm should eupplement deﬂnitely not repleee, common sense end ;:ro-
grammlng experlence '19 Tredltlonel verlfying methode whlch mey all reduce to
good programmlng stenderds should be retelned elonq wlth a heelthy skepticism
towards formal proofs of correctness lntuition or prectice! judament can detect
many programmlng errors. One of the most elementary Mslghts that comes from a

“fc::% FSS SEER]

study of verification is that progremmlng ls a human activity and that there are

50 x’ =y

parts of the programming process that are best handied with some measure of

informality. -

In the reelm ef*hfermﬁ mnuﬂ Mﬁmm &e m ‘ftmdemental
consideration is: a stetemt of "whet shouw be provéd ﬁr%r t:rﬂuenntee that-
program Is correct . . . "20 Since program speclﬂeetbne mcenel‘ulytﬁe first con-
tact one has with the ideas Hiat will' eventually be embodied In the program, Liskov
» -~ Thelf argument Is
that the increased rigor of a formal specification TacilREtes Ejreement among Pro-
grammers on the meaning of ‘the’ mmmmﬂm memlnvi#*tﬁe‘
program. The likeithood of such eoreemt is m;men by the. mﬂl nature of thei
specifications, which should help llmlt the number end ecepe ef poeeib!e lnterprete—

and Berzins have -emphasized the value-of foimal spe

Moare . specifically, the mchwm‘ syniax.and: semastics of. & formal
‘%mm and Yelowltz, p.206.
20;50a. ‘
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specification language should facilitate the construction of partiai correctness
- proofs for the individual modules Into which a program can be composed. This .
. proof, combined with requirements for module tarﬁihat{on, would constitute a
verification of the program. Liskov and Berz‘in's- conclude thelr paper by expressing.
the current need for prodf technlques for’fha v&rlbué speciﬂdiﬂon methods.

There are undeniable benefits from the use of formal ‘p:rogfa‘m"sbeélﬂcations;
for example, the abllity to decompose prdofé of broéram pro‘p'értl‘es, and the ten-
dency of a formal statement to bring out detalls tﬁit, in an Informal specification,
might easily remain incompletely thought out and hidden under vague descriptions.
It is important to note that increased formality In program speclﬂcatioﬁs can
decrease, but not ellminate, ‘the inherent amblﬁﬁfty of thé‘?!"éiﬂy étag’é of develop-
ment of a programming project. The Informal nature ‘of most existing spacifications
does succeed in presenting the main polints in a fashion that Is moré understand-
able to most programmers than formal mathematical “statements.2! Liskov and
Berzins recognize the role of informal spéclﬁcdtlon‘s as a valuablée and necessary
compiement to formal specifications. Their ideas can be taken as suggestions fof
improvement In the practice of software engineering. It is clear that a more
responsible attitude towards program specmcations should be nurtured, so as to
eliminate a variety of bad programming habits (such as “the common habit of writing
the specifications after writing the ‘projr&’l;r"’aa)f and the potentially dangerous
effects they can lead to. Imprecise, loosely conceived design criteria ‘are not Tikely

to support comprehensible systems.

21Morecver - and this point cannot be overemphqslzed most of- the pro-
grams that | have been discussing all along are in a 6ommn ‘wWhere formal

spucifications-are impessible. - in-considering the universe of. dl mrmnﬂng appli-
cations, one must question how many of: tham-are formalizeble..

22Llskuv and Berzins, p. 3.
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The method of intermediate assertions, already. discussed, Is useful in break-
ing up the verification process into manggegp{g unlts, apd ;»l‘n Vglgrtlng_the program-
mer to particular areas of error (for exnmpla, thc errOf must bemln the code whlch
lies between assertions & and 6). In addition, if the assertions are defined before
coding, increased modularity is ;_'!'!89?,}9“5 ?hf goal is toth!p a large system into a
number of smaller, more manageable, and hopefully more easily comprehensible
units. Eispas, et. al, suggest "creating the assertions prior to formulating the
detaals of the program alqoﬂthm. provgng that tha ascertlons oorrectiy express the
intent of the program, and, ﬂnally, wrltlng the code mgt lies betwaen the asser-
tions.” u23 ‘

The diﬂlculty of preclsely defhlng the Intgnt of a prognm mtwkhetandlng,24 :
the Intermediate. assertion approach sesms to hold great promise for successful
Brogram vertfication. It has already aflacted the way we, write soffware in a posk
tive manner, by providing another method of Vegglug’tygg tho meaning of a program or
program segment. “There is no doubt that many. programs could benefit from an
attempt to:lggrry out aq.!nfor_mal} proof, at lgggt forths fac}that ‘zguch a pmqf‘ woqld
reveal gross mhundqrstqndlngg lpvtlgg }thanqu. algqﬂthm"zs ‘

An extension of the method of intermediate assertions ,ls_FWe‘gt?reit‘s scheme
of program Justifications, A Justification Ia both o program ssserton and a state-
ment of how the path it applies to'is to be pmvoncorrect Justmcations help clar
fy correctness proofs, but their real vduehmatmyme-saddmoml text of

the program itself, along with code and correctness specifications. In effect, the

" 2%p15pas, ot. al., p. 142,

241 4o not-mean to dispense- mmmmnmma:m
that they ultimately detefmine the esxtrems: Himitedness of pidefs of correctness. :

26gigpas, ot. al., p. 119.
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‘programmer who utilizes this method proves the program corredt while coding It.

Wegbreit's common sense Iideas are Instrhct!ve both in the study of
verification and in the fulﬂllnient of present brogrammlnb tasks. In particular, he .
- suggests "shifting part of the activity of progrdm verification to /anguage design

. and to programming practlce"26 and contémis that "'program correctness Is
best achieved by expllcitlyiconslderlng the proof as part of :thyeﬁbrogrammlng pro-
ce:'.‘s."27 Wegbrelt calls for ﬁ change in the way prograinmérs think about their
work - an increased .awareness that fe"u:ablllty is the reipdnéiblilfy~df the program- .
mer. -

Other researchérs have cautioned us nqt to abandon more “mundane"
methqu of program vériﬂcitlon in fav& of newly develode strategies that carry
- with them the Iegltiﬁuicy of inattjematiéai formalism. The ‘cbmplé‘)'( methods that
researchers may' ﬂnd interesting are not a‘lwa.ysvpractlcal for ﬁrogram‘“mers‘ uses.

The kinds of algorithms that get proved‘ correct have nothlng

to do with software; given a choice hatween a very:good aigo-
rithm with a proof of cofrectness, but which may be hard to
understand, and a straightforward, unproved:algorithm which.an
implementer believes he understands, the complex algorlthm
‘invariably: loses.. And it is the cc 3 .Ahat are most
interesting and have gae most chance of being stﬂ)jected to the

In a similar spirit, Gerhart and Yelowitz remark that a common feature of program

errors seems to be a "tendency to concentrate more effort on the harder parts
which require sophisticated techniques and iess effort on the ‘chvious’. and easier

parts."29 sophistication shauld not overshadow..thorol

26waegbrelt, p. 31.

27p1g.

28 amillo, Lipton, and Perlis, p. 13.
29Gerhart and Yelowitz, p. 205.
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A variety of good progremmlng practlces have evolved that In el'fect constl-
tute informal efl’orts to verify softwere For lnstence, through the years, l:here has
been an lncreeslng euphesls on debugglng now, . well developed debugglng tools
are comlrlonplece in most large proqremmlng;:project_s It ls cruclal to note that
verlﬂcetlon methods that heve evolved from the precrlcel experleoces of program-
mers lnvolve, first end foramost, en expectation of progrem errors ‘ |

| itis clear that ‘some common programmlng hablts must be overcome iprro-
gram verlﬂcetlon technlques are to tal:e hold and thet conslderable effort will be
requiread to do this successfully "The methodologles proposed to increese
software reliability are stilt in thelr early steg_es of devebpment The tesks ‘are not
eeslly taught or leemed . "ao For lnstence, lt ls ell too often the case thet B
speclﬂcetlons and documentatlon are not regerded as lnteorel parts of a program-
ming pro}ect' yet, the ell‘ort that goes lnto these ettempts to clearly stete what a
program is supposed to do ls essentlel to the success of eny verlflcatlon process.
Without this thoughtful plamrlnc end doeumentetlon of pfonnmlng, relleble large
scale systems are mt peeelble Untll m Hiysthue ls nmd fm mmy people’s
concepts of progremmlng and m‘ﬂl proommmersmcome lo recomlze the ethlcal (and

not just the economlc) value of dependable softwere, propram’ \ieﬂllcetlon will not

be able to achieve its till potential.

6.1.8: Conclusions About Verification

Some common sense corichis

of program verification. The first is really a lesson in humility. 'lWe m—went

correctness In our programs, but we must settie for rellebill‘ty."as'~ K’Sst‘rect, ideal

30,p/4.
31,pid., p. 2086.
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notions of correctness in terms of perfection are not IIke’iy’ to be fulfilled by real
computer programs; this must be acknowledged in ‘the course of making decisions
about the use of "verified" programs. "We simply must learn to live with fallibil-
H:y,"32 and we must learn to do so responslbly; by not treating verified programs as
perfect programs. ". .. in mature engineering disciplines, ‘reliable’ never means
‘perfect . .. engineers set probable limits of faliure, relylrfg on other design criteria
to place these limits well above the conditions l!ké|y to be encountered 'll_’\ prac-
tice."33 Current verification methodé, aré best exercised with caution; that is, with
an understanding that although they are helpful debugging tools, they do not
guirantea corractness. |

The second conclusion is that given a choice between Informal and automatic
methods of verification, moderation is most appropriate. "Experlencé with both . . .
should convince us that neither type of evidence is sufficient and that both types
are necessary."34 Verlﬂcatlon studies have much to offer in ‘increasing our
confidence in computer programs, but confidence is bullt up on many levels, and
different kinds of vaerification evidence are needed. We come to believe things for
many reasons; formally structured proofs, informal, intuitive explanations, trial and
error, and insight all pliy important roles in Inspiring trust In software. ‘The best
verification "package" will appeal to as many different channels of knowledge as
possible. '

Thirdly, computer scientists should begin to place more emphaéls on the ethi-
cal Issues that the use of any vital computer system brings into play. Software

reliabllity Is typically measured by the number of "bugs” encountered in a period of

32peMillo, Lipton, and Perlis, pp. 16-17.
sadoyce, p. 61.
34,p4.
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time (*mean time betwe&g failures® or "mean time to (oooverj?), We must doclde in
what situatlpng ,thgse, otondqr?ds; ‘, of rellabmty, and tho systems that canoot be
trustod beyond these limits, are ncceptablo. At timu, wo may want to quastlon
the baslc criterla for the use of cpmputers In a givon appﬁcaﬂon the dagsge of
vltallty of the etfects of a syste?m, tho revorslbmty of thoge eﬁects, and the_
comprehenslblllty of the system arq some lssuos that should bo consldared At the
by careful conslderation of the r&mlﬂcatione of a depondant relationshlp bnzween
man and mg;:hlne ‘ 7 » e o

Lastly, | would go back to my first words lbt;lt \'leﬂﬂcation, at the beglnnlng
of this sec;!on. and. state agaln that the gods of th,e ﬁoid of program varlﬂcatlon ‘
fundgqgoptgglx miss _the point. in a previous cha.pteg' I dhcussad the mlsplaced use
of cqmpytor systems as pgtch solutlons to deop human dlﬁcu!tios ln the} s’i!mllar.
ve&n, vermcation proofs deqi wlth omy gho supqrﬂclol symptoms of system
incomprehensible - program "mlstakes.;:i?“ ‘

We have every right to dpmnnd ;the highoqt standurd of reuablllty from sys-

=k el RV TIELS

talgs tl)at we deal with and to regylrg justlﬂcation for the uae of a purticu!ar sys—

wginui’e

tem; program quﬂcntion _gl:nys.! a noc . nnd useful rolo In satisfylng these

£1e ’7':‘-5?31.3? gl A YD

demam!s. Butltls wlse\:ogemegharthata proof"of

718Gt i 1SS0

!a not a- Iioense

- ? FRes) ,.1;3'-“

to establish a computer aystem as an autonomous doclsbn maklng ontity that ls
capable. of initiating acts, (but not capab&e of accopﬂng responalbmty for them)-
Unless we understand a system and are wlmt;g to accegt rsaponalblﬂty for It, we
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6.2: Psychological Factors of Programming
My discussion in the preceding sections of this chapter has focused on the -
mechanical component of computer systems; Geraid wglnbcrg,' among others, has
emphasized nontechnical aspects of systems. The underlying messade in his book,
The Psychology of Computer Progralnml;vg, is Slmple and obvious but nonetheless
underemphasized: computer programming Is funddmentalij} a hﬁman activity, and a
lack of attentlon to the psychological aspects of this 'actlvlty and to the soclal
" environment in which It takes place can result in the creation of computer programs
which are undesirable from many viewpoints. o
" Early on, Weinberg acknowledges the impossibiiity of writing “perfect"” com-
puter proﬁrams and the need for computer programmers to reb.oﬁnlze thé limitations
of their work: "Thus, there are degrees “of meeting spectications - of
‘working’ - and evaluation of programs must fake the type of ’Imperfeé‘itlon into
account.”3® The acceptable degree of 'conformance to formal program
specifications should be made eipllclt in the course bf:d'eslfghlng a sysfem.'“ If the
users of a syétem are made aware of the ways in which the actual §ystém does
and does not conform to the proﬁosed speciﬂca‘tk;ns‘ of éy‘éf'emﬁb‘e‘hi‘\;lozr', then they
may make more informed decisions about their use of, depdhdﬁncé on, gand trust in
coinputer output.

One of the main concepts that Weinberg ‘discusses Is that of “egoless
programming" - the training of édftwi:re workers ;fo rdcf‘.:abf their humanl‘tym-";ﬂﬂfe!}
inability to functlonilke a machine - and to value it and work with others so as to
keep it under the kind of control needed if programming is to be successful .. ..

the problem of the ego must be overcome by a restructuring of the soclal

36Geraid Weinberg, The Psychology of Computer Programming (New York:
Van Nostrand Reinhold Company, 1971), p. 19.
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environment and, through this means, a restructuring of t_he'value system of the
programmers in that en_vironment."86 The goal here isV to':dei_:unit stereotypes that
portray computer programmers as soiltary workers whose expertise is best exer-
cised in jsolation (or, at Ieast in Isoiation from other peopie, though not necessa_riiy
fmm computers) Weinberg thinks. that programmers should not be encouraged to

37

identify themseives too personaliy with the programs they write, since this can

discourage cooperation between programmers, particuiariy in uncovering program
"bugs" at an eariy stage of coding Furthennore, Weinberg beiieves that egoiess
programming can result in faster average debugging time, more accurate estimates

of the progress of a programming project as the work proceeds and the generation
of more reiiabie software Weinberg continues to de-emphasize the role of the soli-
tary (and potentiaily indispensabie) programmer by stressing team Involvement in
settlng goals ln additton he advocates selecting worl:ers who fit weii within a
shifting environment and are wiiiing to werk together

L is clear that Weinbergs major point is that effective communication
between the different members of a programming project and between system
workars and users Is necessary if we are to strive for better quaiity computer sys-
tems This key issue is given reiativeiy Iow status in a typicai software project.
For instance, documentation is frequently considered to be among the |east impor-
tant tasks associated with the generation of a new computer system, and certainiy
peripheral to the "reai" work of designing and proqramming the system, instead

Wainberg. believes that it should be elevated to a professlonai status of its own.

36,,4., pp. 66-57.

871his does not mean that programmers “shotld not accept personal respon-
sibliity for their work, but rather that their identification with their programs should
beonaprofmionai,andnotanoveriyemotianai,ievd S
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As is the case with most activities involving human beings, "what is needed in a
programming project is slow, careful communlcation."sa The social behavior of
software workers may need to be modified to facliitate more productive communica-

tion between them.

6.3: Modern Programming Practices

- Evidence, takan from existing computer appllcati_ons, gbout the quajlty of
current software Is almost uniformly discouraging. Work in. computer system reliabil-
‘ity and program verification Is, for the most part, still in the research stage of
development, .and interest in improving- programming environments remains primarity

academic. , . . o

In spite of methodological improvements such as structured
design and coding, chief programmer teams, onrline program
development systems, high level languages and data base
managers . .., the delivered quality of:large scale software,
whether new or modified, remains disgraceful, except where the
projects . or the people involved -are .speclally chosen. Per
vasive cynicism about software is the justifiable consequence
of the many situations where poor resuits follow iong de-
lays . ... Technical panaceas have falled consistengz in the
past and promise to do so for the foreseeable future.”

Since software ‘maintenance currently accounts for more. than fifty percent (and
sometimes as much as eighty percent) of a typical data processing budgct,‘o
there is obviously a strong incentive for the;pmductioﬁ.éf‘-aeftware that works.
Why, then, is the quality of current computer. software so poor?

The first thing to examine in attempting to answer this question is the goal

of software that "works.” Historically, this has been translated to mean nothing

38einberg, p. 108.

39 1. McNell, "Adopting a System Release Discipline,” Datamation, Vol. 26,
No. 1 (January, 19879), pp. 111-112.

40,p/d., p. 112.
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more than software that produces a tolerable approximation of the deslred outputs.
TFhe predominant emphasis on mlnlmlzlng the cost of‘ computer system generatlorl
(for instance, incentive pay for early completlon) has encouraged the setlsfactlon
of the "workability® criterion through means of questlonable reliablllty Over-
designing a first installation of a new system (building in - perha;s through some
redundancy in the system - higher levels of ﬂexibmty. rellabllity, safety, etc. than
may necessarlly be needed, to handle unantlclpated difﬂculties) ls not Immedlately
cost effective lssues like dependability and comprehensibl!ity are Iong term con-
cerns not directly releted to the market value of a system, because of thls com-
puter manufacturers have often opted not to devote much of!thelr energies to the
refinement of fallsafe and fallure-proof technlques Flexlblllty, modlﬁabillty, and'
maintalnabihty have been treated as secondary componente of quallty assurance;
primary components are thoee that rehte te - sydtem 8- fmdlete perlormence

The emphasis . ln & computer system pmject hae always been on codlng the
system software Producﬂvlty lndk:ea typleeﬂy me«sllnes of code written or
number of compileble modufee produced ina ylven thae peﬂod‘. Streetured pragram-
ming, walk-throughs and other modern progranmleg prlctlces are: encouraglng evi
dence of the current interest in software engineering, but:this is still- a.fledgling
discipline. -Some programmers feel that the enforcement :of these techniques
succeeds only In réfidering the activity of programming more inflexibie by allowing
no room for finding and cultivating one’s :own programming .styls. Al too often, it
appedrs that the motivating philosophy dehiid attempts: to -upgrade the :quality of
Vsoﬂwa‘re ‘calls for the implementation of ‘tachriques: with .low overhead and highly
visible results, wlthout much consideration for their long term value. |

One difficulty is the single minded mu onhprevlrmﬂtequalltyof comr

puter programs, not systems as a whole. The achievement of better software must
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involve changes .in . the operation of ‘computer based organizations (software
development and maintenance is a managemant ,llas‘ue,‘ not & purely technical one)
and in individual habits (i.e., the development of a software engineering attitude
and not merely the use of appropriate coding technl_quas). The cont!nual change
that is the way of llfe'for most of the computer industry can be handled in more
‘rellable ways. Software workers can avoid lncrementglr patchwork on systems in
production between schedu!ad releases of : the sysfem, managers can resist the
.pressures to have little improvements pasted onto_the current release without
going through a complete testing cycle, and. users can recognlzekthat they cannot
demand new system featuras. without paying for them with time and money}.“1 The
common themes in most current discussions of "the software problem" are the need
for improved education, planning, and communlcq;!on.( lnvolv!ng managers, data pro-
cessing analysts, programmers, oparators, and users. Ultimately, produclng: bettpr
computer systems is a human problem. "In the long run tha evolution of quality
software depends upon people, not on systems analysis ,technl_que_s, programming

languages, or operating systems envlrscmmcants."a2

6.4: Criticism
The most intriguing questions about incomprehensibility relate not merely to
computer programs, but to computer systems and the social environments in which
they exist.
One can, with the same technology, ‘deslgn totally different out-
comes by designing different social support systems . ... The

technology is the same, yet the pattern of use is highly dissimi-
lar. The crucial decisions amsbelobglcal, not technological

4,49, pp. 112, 114.
42)pig.
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. the ... soclal questions frequently Invoive a difference If
not a clash of values . ... It is not a matter of right versus
- wrong but of right versus right. This is what mkes‘gorgl decl—w
" slons so cﬁmcutt. And thesé are the hdrd qued T

We have seen that there are personal ‘and social effects of the use of computer
systems, as well as technical effects. Lewis Mimford suggésts reckoning up "the
human disadvantages and costs, to say nothing of the dangers, of our unqualified
acceptance of the system itseif."33 V
Autonomous technology offers what it does "on one’ condition: that one must
not . .. ask for [anything] that the system does not offer . . . . Once one opts for
the system, no further choice remalns."s fii ofder to regain control over computer
technlqua, we must continually criticize “the fegitifiacy 6f the technological ques
tiori";w'.we"nidit conscidtl"ély' decide whethiér or ‘not this Is ‘what we want. The

ad only #Ws Widen our sphere of moral

cholces by considering otlier aiternatives. This"may be dohe in many ways; for
instarice, by utiliziig the computer as only & partial sélution” to certain problems
("... the computer too Gould be applied not sty “unersver tha  opportuty
arises, but only where It is deemed in the' bast interesits of sociaty*$7) or by turn-
ing the positive aspects of computer appllcationd to purposes other than the per

S N S DA

petuation of the technological system.

:(;fq %

- .. %3paniel Bell, “Hard Questions and.Soft Minds: A Reply. to. Weizenhaum,"
. Chapter 21 In The Future Study on the Impact of Computers and Information Pro-
cessing, ed. by Michael L. Dertouzos (Cambridge, MA: The MIT Press, in praas). -

44Mumford., "Authoritarign and Democratic Technics," p. 67.
A5.p14. B A PR L St ‘

48 4,e0ph Wolzenbaum, "On the. Impact of the Computer on Saclety,” Sci-
ence, 176 (May 12, 1972), p. 812.

47 pnbe Mowshowitz, The Conquest of Will: Information Prooesslng 10 Human
Affairs (USA: Addison-Weslay Publishing Company, 1978), p. 82. v
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The very leisure that the machine now gives ... can be
profitably used, not for further commitment to still other kinds of
machine, furnishing automatic recreation, but by doing significant
forms of work, unprofitable or techaically impossible under mass
production: worlxsdependant upon special skill, knowiledge,
aesthetic sense.

Even in a technological world, it is possible to criticize the system, but we forfeit

our right to criticize if we allow technology to dictate its own course.

6.5: Responsibility

The necessity for a strong sense of individual moral_tbsponaibﬂityln today’s
society cannot be overemphasized. One starting point forvgonpuiar professionals
might be the set of "Guidelines for Professional Conduct ln Information Phcming"
set forth by the Association for Computing Machinery; in the preamble, the ACM
urges the following: o k

The professional person, to uphold and advance the honor, dig~
nity .and effectiveness of the profession in the arts and sck
ences of Information processing, and M keeping with hlgh -stan-
dards of competence and ethical conduct: WHl be honest,
forthright -ead: impartial; -will serve. with: loyaity his -employer,
cllents and the public; will strive to increase the compatence

- and prestige-of the profeasion; will use his special. kw
and skill for the advancement of humm welf
emphaais]

[my

Responsibliity is here defined not.merely in & narrow professional sense, but rather
In & broad sense that.takes into- aceount ﬂumuuonsmmmmmfmmum pro-
cessing professionals and employers, cllents, other professionals, and the public.
What requires additional thought is the-masning of responsibllity in terms of possk

ble repercussions on, for instance, programmers. Questions as to whether or not

“Mumford »Authoritarian and Democratic Technics,” p. 68.

49Fleprlntet'l in C. C. Gottlieb and:'A. ‘Borodin, W Issues in Computing
(New York: Academic Press, 1873), pp. 236-237.
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computar professionals may be sued or put ~ln jall (for oxamplo) for the production
of "unacceptable" compu‘ter systems ought to be consldered
Themostlmporhntstep Inregalrﬂngeonhdmrtoehnobgyhmw

tion that we alone bear responslbllity for our techmloﬁﬁ m and we are
bound - in technological endeavors no less than in other endeevors — by the sociel
ethics governing ‘human behavior in-society. - Tha ‘employment of- computer systems:
in tasks involving peoph involves a social decision. The fleld of computer science
enjoys substantial public support and has significant impacts on.soclety; It has &
social responsibiliity. Moreovei; this social responsibifity: cannot -be denied -
exércised by defdilt; through ‘tacit approval ¢f new tecimological systems; even if
explicit judgments are not mede.

... the undetlying goal of sciénce and technology is to

improve ‘the quality of life’ This implies that those closest to

the technology have a specilal obligation to question ths uses

andcamqumcesofthekwk,toexmamchb«nﬁcm

inflience “pth todwect me
m appﬂcstien &d ovsh m’?ﬁo mmmw

in questlamng ow teehnology we mat‘ crlﬂémy ammm role
we play In the system. en!y the mdwswys«ro&;y‘m mm a real
chance of success. ‘51 Technologlcal lnev!tabﬁty md not be lmt.d;' individual
8, and ‘constRutsd & WECENs vy ‘Itip-towards & returs: ¢
dery technology #e pratogative to formuite miivs: quisstiois. *1t-possitle to ask
human questions and to fiid humane answe¥s: R

a cartered

60G,ttiieb and Borodin, pp. 241-242.
51Wanberg p. 86.

52 joseph Weizenbaum, “On the: Imct of the r:omgut-r on. SOd-ly Sci-
ence, 176 (May 12, 1872), p. 614. .
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6.6: Humanism

It should be clear by now that the improvement of computer programming
techniques is a significant area of current computer sclence research {and, to a
much lesser extent, of present computer sclence practice), but tﬁaf the emphasis
of this chapter has moved to the Improvement of humanizing
“techniques®™ - actually, attitudes - to apply to the creation and use of computer
systems. |

. In current practice, humanizing a computer system is often done cosmetk
cally; for instance, by having the system‘communl'cate with users in a soothing,
English-like dl'alect,m While this is helpful, meaningful humanization of coinputer_}sys-
tems must go beyond superﬂclallﬂés; humanizing a system must involve injecting
the human element into a technological system.

. .. we had better map out a more positive course: namely, the
reconstitution of both our science and our technics in such a
fashion as to insert the rejected parts of the human personality
at every stage In the process. This means gladly sacrificing
mere quantity in order to restore qualitative choice, shifting the
seat of .authority from the mechanical collectiva to the human :
personality and the autonomous group, favoring variety and eco-
logical complexity Instead of stressing ..undue  uniformity and
standardization, above all, reducing the Insensate drive to
extend the system itself, instead of containing it within definite
human limits . . . . We must ask, not what is goodsfé)r science
or-technalogy, . . . , but what is goed.for man . ., . ."

At the very least, humanization requires a recagnition of human values. Com-
puters. may be used to explore alternative courses of action, but values must be
included In decision making about the use of computerized "answers.” "What is evi
dently wanted Is a set of balance sheets in which the relative merits of each solu-

tion to a technological problem are analyzed both Qg,,t_gchngloglpalkgro_uands such as

6aMum‘ﬂ)rd, wAuthoritarian and Democratic Technics,” p. 68.
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safety, ease of operation, complexity, and esthetics, and on ethical grounds such
as moral considerations, effects on the quality of human life, liberty snd dlgnity, and
other human values."64 We must come to belleve thet the dlctstes of human
beings supersede those of technologk:al systems, there Is relatively Ilttle compel-
llng evidence that modern soclety does belleve thls In addltlon, e strong sense of
control over the use of technology should be nurtured If necesssry, this should
involve 'cut[tlng} the whole system beck to a polnt et which It wm permlt humen
alternatives, human Interventlons and human destinetions for entirely dﬂferent pur—
poses from those of the system itself. 65

In an orgenlzsﬂonel context cere must be tsken to evold undeslrable eh‘ects
of the tncressed rlgldlty formanty. snd alienatlon thst frequently accompeny com-
puteflzetlon One should not lgnore the nonretlonal espects of soclsl conduct by
edministeﬂng a social organization eceordinq to purely technologlcal crlterie The
modermn buresucrecy is Iergely Irresponslbte ln lts pursult of eﬂlclency Indlfferent
to human needs end unsupporﬁve of the promﬂen of Intefection eﬁé oommunicetlon .
across hlererch!cel Ievels “Mowshowitz polnts wt ’the d!ch‘Ryof eheﬂenglna the
status quo: *. .. one crltlcef feeture ls a meeherﬁsm far esmﬁlshing s continuing .
dialogue between mmgers and workers or ordinhry cm‘zcn Thls te mt likely to
emerge sponteneousv slnee it presupposes e ﬂm«mtﬁ ehm ln valuee from pro-
'&‘ ’fﬁéﬁzﬂﬂngs eie espeelely important
in what Mowshowlitz and others have' sald: about imprdving coriditions in-a ‘téthnolog-

' ductMty and efﬂclency to hutiiah vell

ical society. “First, communication Is seén' as & ey factor in changing thie'exidting
situation; bne a&spect of this is that more ‘of ‘the péopls Who nteract with- computer

84y owshowitz, pp. 271-272.
68y imford, *Authoritarian and Democratic Téchnics,* p. 59;
56 owshowitz, p. 201.
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systems should have access to information about the system, as well as the power

to use this information. Second, perhaps the uitimate deterrent to comprehending

computer systems is the human value system that places such a premium on tech- .

nology.

Finally, and most importantly, technological system incomprehensibility is a
human problem, and the most significant and difficult questions that it raises should
be answerable to humanistic concerns. Any meaningful comprehension of our
- interactions with computer systems must be preceded by a better understanding of
our own role in a technological society, and this in turn requires an understanding
of interpersonal difficulties, human priorities, and ethical values.

What should this teach us, particularly with respect to the

question of at least preserving if not enhancing human choice in

human affairs?

Certainly that the construction of reliable computer

software awaits, not so much results of research in computer

science, but ratgyr a deeper theoretical understanding of the

human condition.
Before computer systems can be made truly comprehensible, human systems must
- be better understood. Before we can control our technological systems, we must

learn to value people more than technics.

57Jocoph Weizenbaum, "Human Choice in the Interstices of the
. Megamachine,” p. 14. Lecture presented at the IFIPS Conference on *Human
Choice and Computers,” Vienna, Austria, in June, 1978.
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audits of computer centers. He is the author of the 1974 AFIPS Security

Manual, as well as many books and reports, Including the 1978 NBS study on
data integrity practices. b IO ;

Edwin W. Paxson: Paxson currently works for the Rand Corp. in Caiifornia.

Alan J. Perlis: educator, computer scientist. Perlis has academic degrees from
Carnagie-Mellon institute of Technology, California Institute of Technology,
and MIT (PhD in mathematics); he now serves as chairman of the computer

~ science department at Yale University. Perlis is a past prasident of the
Association of Computing Machinery (ACM), past editor-in-chief of Communica-

tions of the ACM, member of numerous professional organizations. He has
served on pumerous committees, including those for the National Institute of
Heaith and the National Science Foundatiop. . " T ‘

Theodore Roszak: author, editor, educator. Roszak Is a former Guggenheim Fellow
(1871-72) and Is the author of numerous books, Including” Sources: An
Anthology of Contemporery Materlals Useful for Preserving Sanity While
Braving the Great Technological Wilderness (19872). . =

Thomas Brown Sheridan: Sheridan is currently a professor of méchanical engineering
at MIT; In addition, he acts as a consultant to various coporations. His
research Interests include group decision technology, mathematical models of
the human operator In control systems, and man-machifie interations.

Herbert Alexander Simon: soclal sclentist. Simon has served on the faculty and

administration of the University of Californla, the lilirois Institute of Technok

ogy, and Carnegie-Melion University (Where he 'i§' now a trustee). His

numerous awards Include the 1976 Turing Award (shared with A. Newell) and

the 1978 Nobel Prize In Economics. He Is a member of numerous profes

sional organizations and author of several books, Including 7he Sciences of
- the Artificial (1968). o o '

T. D. Sterling: Sterling is currently associated with the department of computer sck
ence at Simon Fraser University, British Columbia.

Howard K. Thompson, Jr.: computer sclentist, bbmathemaﬂ‘ctan " Thompson earned

an MD from Columbia University; prasently, he Is a professor of medicine at

Baylor Collage. medical achool. Research - computers in medicine.

Alan Turing: Turing was a Britiesh mathematician who dé\;ﬁiéﬁéd the idea of an
abstzact computing machine that can carry out a certain class of computing

tasks. This machine, known as a Turing machine, is now fundamental to the
study of theoretical computer science. Turing wes invalved Tt “significant

cryptography work during World War, 1l, Turing
cles on intelligent machinery and man as machine.

hed a oumber of art-

Vitae 109.




Ben Wegbreit: Wegbreit is assoclated with the Xerox Palo Alto Research Center.

Richard Waldlnw eomputer sclentlst Waldinger has puraued research in
mathematics and artificial lntclﬂgence, prmntly he works at the Stanford
" Ressarch Instityte. Research - artificial inteliigence, automatic program syn-
thesis and verification, mechanical theorem provmg and robotice

Gerald M. Weinberg: computer scientist. Weinberg is professor of computer sys-
tems at the School of Advanced Technoidgy, State University of New York.

He _has been involved with various aspects of computer technology since
19568, including software lmmémeﬂtimn and ‘both ‘hai'dwave and software
doslgn Dr. w.mbarg has wrnteh a numbar ‘'of bobks on computer program-
_ming, plus several dozen articies on’ cg ‘problem solving and systems
theory. A member of ACM and AAAS, l’lb s glso*a liféiuber, aswelf as former

s-cretary. of tho Soclety for Goneraf

Joseph Weizenbaum: "Welzenbaum rgcslved his hw cducutioh ‘at Wayne State
University. He has worked oh the development “of “atvariety of computer

. systems with Wayne State University, Computer Control Co., Bendix Com-
putormv!alon.-ndﬂmes o ‘crmgartmmt(mmmetdmbp
programihing systéms to Mﬁm«s&nﬁmmmtomwm was

to be built for the Bnuk of Ami 4 ‘feld academic appointments

with Stanford University, Huvartl Un&versity ‘tho m ‘institute of Berlin,
muﬁ(mmmpramﬂygpmfemofcmutersclenco) He is a

, Ghiticat o s, and author of

. many uﬂcm qp wea s thb_book.‘(:‘e?n o jﬂPaw ‘and Huihan ‘Reason: From
Judgment to Calcutation (1972). ‘Once KhoWwin walnly for comptiter science
applications such as ELIZA (a nafufal langhage ‘processing system),

Weizenbaum’s intereats have ahiftad In recent y
‘ ; f:b lswesofrimnslblﬁty
Y '”;‘, md the Impﬁcatlons of ‘trusting

27

Harvoy vmoqlor Jl' pollﬂcal scient!at Whaeeler has taught at John Hopkins Univer-
dtyundutwwungton and Lea. He Is curréntly a senior feliow with the
Center for the Study of Democratic Institutions ifi Cilifornia and a-freelance
consuitant, Hbruurchtslntheareaofpouﬂcdthaory

Norbert Wiener: Wiener studied logic with ‘Bertrand Russell and was on the facutty
of MIT's mathematics department. He demnstnted an early Interest in
analogies between slectronic and biologicdt dsvices, Wiener's bellef that
there was an essential unity of pr f'cmtmaromdcummmtcaﬂon
and control - in machine or Bving tissus - fad to his fouhdation of the sct

mcoofcybemeﬂcs

Ln.dnn Winner: ‘Winner Is a writer, teacher, gmd sometimes music critic. - He has
worked for Rolling Stone magazlnel‘th "‘pmtagou, ‘and the M.LT. He Is the
ws Tec ; ';_mrdasatinmein pol-
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Lawrence Yelowitz: Yelowitz holds academic degrees in mathematics (BS and MAT)

and computer science (PhD). He has been involved with industrial and
governmental computer programming applications, as well as research work
with IBM and the Al group at the National Institute of Health. He has taught
computer science at New Mexico Institute of Mining and Technology and at
the University of California at Irvine, and is now an assistant professor of
computer science at the University of Pittsburgh. A member of several pro-
fessional organizations, Yelowitz was the first recipient of the Samuel N.
Alexander Memorial Award sponsored by the Washington, D.C. chapter of
ACM. YelowitZ’s publications are in the area of program correctness.
Research - program correctness, operating systems, and data structures.

The information in this section was compiled from the card catalog of MIT's com-
puter science reading room, and from the following sources:

Who's Who in America, 40th edition (1978-79). (lilinois: Marquis Who's Who, Inc.).

American Men and Women of Science, 13th edition. Jaques Cattell Press, ed.

(New York: R. R. Bowker Company, 1976).

American Men and Women of Science, 12th edition, The Social and Biological Sci-

ences. Jaques Cattell Press, ed. (New York: R. R. Bowker Company, 1973).

American Men and Women of Science, 12th edition, Physial and Biological Sciences.
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Jaques Cattell Press, ed. (New York: R. R. Bowker Company, 1972).
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