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Abstract

This thesis examines the design of geographically centralized high performance packet switched
networks called routing networks. Fach of these networks is intended to be used to interconnect the
modules of a highly parallel computer system. The design of such networks is considered in present
(1984) technology where only a small number of network nodes can be placed on a single chip and in
VLSI technology where a large number of nodes can be placed on a chip.

In both technologics, the design of routing networks for uniform patterns of communication is
considered. In cach technology, it is shown that the characteristics of these patterns itnply a minimum
cost for networks capable of supporting them. In present technology, the performance of a particular
network that is well suited for uniform communication, the indirect n-cube routing network, is studied.
The strongest constraint on the performance of the indirect n-cube network that is found still allows the
the throughput of the network for uniform patterns of communication to grow linearly with the size of
the network. In VLSI, the use of networks such as the crossbar and the indirect n-cube to support
uniform patterns of communication is considered.

The design of routing networks for a few localized patterns of communication is briefly considered
in both technologies. In cach technology, networks that arc well suited for these localized communication
patterns are discussed.
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1. Introduction
1.1 Overview

Data communication considerations are becoming increasingly important in the design of high
performance computers. Conventional single sequence computer designs have been refined to the point
where only limited further improvements in performance can be cxpected without a dramatic
improvement in the speed of available circuits. [.evels of performance significantly higher than those of
present computers can only be achicved by machines capable of substantial concurrency. To achieve
high concurrency a machine must support a large flow of data and control signals. As we shall sce below,
a class of digital systems which scems well suited for the implementation of such machines in light of their
communication requircments is the class of packet comrmunication systems [6]. A packet communication
system is composed of a number of subsystems interconnected by one or more communication networks
called routing networks. Data transfer between two subsystems is accomplished by passing a packet over

a network path fiom one to the other. This thesis examines several aspects of routing network design.
1.2 Packet Comnmunication Systems

By definition, any digital system with the following properties is a packet communication system. A
packet communication system is composed of modules and a sct of links where cach link connects one or
more modules. A module can be any form of digital system, and may be capable of storing data and
performing various operations on that data. The transmission of data from onc module to another can
only be accomplished by passing a packet along a path of connected intcrmediate modules. Thus the
behavior of a module can depend only on its internal state and packets it receives from modules

connected to it.

Packet communication systems scem well suited for implementing concurrent computers that need

to support a large flow of data. Consideration of data communication cnters at a very carly stage in the
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design of a packet communication system. In particular, the design of the component modules and the
manner in which they are interconnected should reflect the inherent structure of the computations to be
performed by the system. By patterning the structure of the system to the structure of the problem the

designer can develop a system which supports the required flow of data with a minimum of hardware.

In addition, data communication by packet passing as done in packet communication systems can
facilitate the efficient use of data paths. This is particularly true for systems such as the Dennis data flow
machine [7] that require only short messages to be transferred among their component units. For these
machines packet communication has advantages over the alternative circuit switching. In circuit
switching a complete path between two units must be sct up before a message can be transferred from
one to the other and the entire path must remain allocated for the duration of d?c transfer. In a packet
coituntitivaiion systeil a message is wansferred in the fonn of a packet that is passed from module
module along its desired path. Thus, the message transfer only requires one link at any given time. Only

the next link in a packet’s desired path need be available for the packet to proceed.
1.3 Routing Networks

A routing nctwork is by definition a packet communication system with designated input and
output links (as shown in Figure 1) that has the ability to accept tagged packets on cach of its designated
inputs and to route cach packet to the output corresponding to its tag. A routing network may be
connected by its input and output links to other packet communication systems and thus provide
intercommunication among them. A routing network as a packet communication system is composed of
packet communication modules that are interconnected by links.  For the purposc of discussion, the

internal modules of a network will be called nodes.

Routing networks can be used to interconnect several small packet communication systems into a

larger packet communication system. In such a system, the routing networks handle the required transfer



Fig. 1. Example Routing Network
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of data and control packets among the various subsystems. Thus, an important part of the design of large

packet communication systems is the design of their routing networks.

Routing networks are packet networks; data is transferred in the form of packets that arc passed
from node to node in the network. Since routing nctworks are also packet communication systems and
since the control of a packet communication system can not be centralized, the routing of packets must be
done in a decentralized fashion. The routing decisions madc by a node for a given packet can depend
only on the state information of the node and the label of the packet. There are, however, a number of
differcnces between these networks which are intended for use in localized high performance systems and
distributed packet networks such as the ARPA network. In contrast to the ARPA network where the cost
of data paths dominates, both the cost of data paths and the cost of nodes must be considered in the
design of & routing nctwork. Thus, in the design of a routing network it is important to minimize the
complexity of network nodes. Very large buffers for queuing packets or very large tables for storing
routing information cannot be used. Unlike the ARPA nctwork, a routing nctwork has data paths and
nodes of comparable speed and reliability. This suggests that a simple routing algorithm should be used

by cach node in a routing nctwork in order to minimize the total time required for a packet to pass



through the network.

Routing networks differ from the majority of networks that have been studied in classical switching
theory.  While routing networks use packet switching, switching theory has been primarily concerned
with networks that use circuit switching. Further, in contrast to routing networks that use decentralized
control, most of the networks that have been studied in switching theory use centralized control. Finally,
switching theory has asswmed that the cost of wires is negligible in comparison to the cost of active switch
clements. This assumption, as we sce below, is not valid for some of the technologics that may be used to
implement routing networks. Thus, while classical switching theory provides a good starting point for
rescarch on routing networks, most of the results that have been obtained do not directly apply to routing
nctworks. In this thesis, we examine cost and performance issues for routing networks that are similar to
thic cost and perfuriance issues that have been siudied fur clicuit switchied newworks i classical switching
thcory. We will use cost measures that are appropriate for present and future integrated circuit

technologics, and performance measures that are appropriate for the intended network applications.
1.4 Rescarch Topics

This thesis examines the design of routing networks under two different sets of assumptions that
correspond to two points on the apparcent path of integrated circuit technology evolution. One set of
assumptions corresponds to present technology where only a small number of network nodes can be
implemented on a single integrated circuit. The other sct of assumptions corresponds to a technology

where a large number of network nodes can be implemented on a single integrated circuit.

[n 1984 technology, consideration of the length of wire needed to implement a given link scems
unimportant. It scems unlikely that more than a sinall number of modules can be implemented on a
single integrated circuil. Links between modules can be implemented for the most part as printed circuit

board wircs. The length (as opposed to the number) of such wires is not a significant factor in the total



cost of the system, Similarly, the effect oit wire length on system speed is sinall since even the propagation

time of a long wire is less than the delay of the circuit required to drive it from an on-chip signal.

In Chapter 2, we examine the design of routing networks for present technology., We assume that
the length of wire required to implement cach network link does not affect cither the cost or the
performance of the network.  FFurther, we place certain additional restrictions on the behavior and
complexity of network nodes in order to narrow down the nuinber of design paramcters that must be
considered. These restrictions, which are described in Section 2.2, are motivated by the current state of

technology and the nature of the systems in which the networks may be used.

Given these restrictions, we examine in Scction 2.3 the design of networks for a class of systems
characterized by uniform communication; cach source of packets in such a system gencrates packets for
all the possible destinations and over the long run generates a comparable number for cach destination.
For the purpose of analysis, we introduce simple probabilistic models of the packet sources and sinks of a
system with uniform communication. We examine the minimum number of nodes required by any
network that is capable of high throughput when it is connected to the modecl sources and sinks. We
study a particular nctwork, the indirect n-cubc routing network, that scems well suited for uniform
communication and has a number of nodes within a constant factor of the lo»'vcr bound. Bclow, we use

the term indirect n-cube network to refer to the indirect n-cube routing network.

It should be noted that networks related to routing networks in general and the indirect n-cube
network in particular have been studied in the literature. Sorting networks, networks capable of sorting
N data items in parallel where N is the number of network inputs, are clearly not the same as routing
networks, but intuition would suggest that these two types of networks have similar complexitics. Sorting
networks using O(N log2 N) nodes have been known for some time [4]. More recently, O(N log N) node
sorting networks have been described [3], although these networks may not be of practical interest

because of the very large constant factor. The indirect n-cube network has a comparable complexity; it
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uses O(N log N) nodes.  Farlier work on routing networks with structures similar to that of the indirect
n-cube network has been done [5]. Other networks with related structures have been described in the
literature. Some of these networks have been proposed to perform permutations on large vectors of data.
In gencral, these permutation networks have been proposed for systems in which the clements of a given
vector are processed synchronously and then permuted.  These permutation networks include
shuffle-exchange, omega, Peasc’s indirect n-cube permutation network, and cube-connected cycles [24,
14, 15, 16, 21, 23]. Other nctworks with related structures have becen proposed to interconnect the
processors and memorics of other types of multiple processor systems. Circuit switched and packet
switched banyan networks have been proposed for single instruction strecam multiple processor systems
[10, 26]. Circuit switched and packet switched delta networks have been proposed for multiprocessors in
which each processor makes independent and random mermory accesses [20, 8. The retationship between
the indircct n-cube routing network and previously studied networks is discussed in more detail in

Section 2.2.3.1.

We consider in Scction 2.3 the operation of large indirect n-cube routing networks when connected
to the model sources and sinks and examine certain important characteristics of the operation of these
networks. We cxamine the influence of these characteristics by using network modcls that accurately
model these characteristics and that are considerably simpler than the actual network., By analyzing and
simulating the models, we examine the influence of these characteristics on certain aspects of the
performance of the ncworks. The performance predicted by these models is compared to the

performance of the actual network which we measure by simulation.

Onc important aspect of performance that we study is throughput. We examine the relationship
between network throughput and network size. We would like the throughput of the network to scale
lincarly with the number of network inputs since if we form a composite packet communication system

by using a routing nctwork to interconnect several subsystems, we would like the performance of the
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system to scate lincarly with the number of subsystems.

Another important aspect of performance that we study is the speed of slow inputs. [f a particular
network input becomes extremely slow due to network congestion then packets from the module
connected to that input can be delayed. [f the congestion continues for a long period, a large number of
modules that arc cither directly or indirectly dependent on the blocked modute in a highly parallel

computation can be affected.

Our study suggests that very large indirect n-cube networks can support high performance for
uniform communication patterns. The strongest constraint on network throughput that we find in our
study still allows throughput to grow lincarly with network size. However, our study also indicates that

some of the inputs of a very large network can be slow for a very long period of time.

We also brictly cxamine in Section 2.3 the design of routing nectworks for a class of systems
characterized by localized communication; the majority of packets generated by a particular source in
such a system arc tagged for a small group of destinations. Many localized communication patterns can
be supported with nctworks that are less complex than the indirect n-cube network. We discuss one
obvious family of networks that scem appropriate for some important localized communication patterns.
One of the characteristics of networks of this family is a number of nodces cqual to the sum of the number
of network inputs and the number of network outputs. This family includes grid structured networks and

tree structured networks.

In Chapter 3, we cxamine the design of routing networks in the technology of five to ten years from

now,

As technology changes and the number of network nodes that can be placed on a given integrated

circuit increases, the importance of wire length in network cost will increase. Within a few years it should



be possible to implement many modules and the links that interconnect them on a single chip. 'the
length of wire required to implement cach link will then be a significant factor in the cost of silicon
required to implement a system, since the chip acreage used by cach wire is proportional to its length.
However, it is likely that for the immediate future, the next five to ten years, even long wires can be

driven quickly if drivers of the appropriate size are used.

In Chapter 3, we make somc assumptions about the characteristics of the intcgrated circuit
technology of the next five to ten years and study the design of routing networks under these
assumptions. For the purpose of discussion, we refer to the technology that will exist at the end of this
period as very large scale integration (VLSI). We describe a model of VISI based on some assumptions
about the characteristics of VLSL. We examine in the VL.SI model the fundamental cost of a singlc chip
i iwoik o suppuit a certain level of perfortuance for unifonn paiicrns of communication. We examine a
fow structures that seem appropriate for implementing a single chip uniform communication network in
VI.SI. These structures include a crossbar structure, and an indirect n-cube structure. We discuss a
technique for interconnecting such single chip networks to form larger uniform communication networks.
We also bricfly examine the design in VL.ST of networks for localized patterns of communication. We

examine a few example network structures and describe the communication patterns that they can

support.
1.5 Notation for Asymptotic Bounds

We usc the following notation to describe asymptotic bounds.

We say that f(N) is (g(N)) if and only if there cxists N() and ¢ greater than zero such that f(N) is

greater than or equal to ¢ g(N) for all N greater than Ny,



We say that f(N) is O(g(N)) if and only if there exists NO. crs and ¢y greater than zcro such that

(-lg(N) < ('Zg(N) for all N greater than NO'

We say that f(N) is O(g(N)) if and only if there exists NO and ¢ greater than zero such that £(N) is

less than or cqual to ¢ g(N) for all N greater than NO.



2. Design of Routing Networks Ignoring Wire Length
2.1 Network Restrictions

In general, we will be concerned only with routing networks that obey the restrictions described in

the following paragraphs.

We assume that time is divided into units and that any operation in the network starts on a
transition between two time units and finishes before the next transition. [t is important to note in
passing that this assumption of purcly synchronous behavior is only for the convenience of analysis and

that the networks that we shall present can easily be designed to function asynchronously.

We assume that there is some limit 4 on the total number of input and output links that can be
attached to a particular network node, and we assume that there is a limit o on the total number of
packets that may be buffered at any particular nctwork node at any particular time. These restrictions are
motivated by our desire to bound the amount of chip spacc and number of external connections required

to implement a network node as a portion of an intcgrated circuiit.

[For the most part, we assumc that only two nodes arc connected to a givch link. The only exception
is our discussion of the minimum cost of a nctwork to support high throughput for uniform patterns of
communication. In that discussion, we get a more general lower bound by assuming that an arbitrary
number of nodes can be connected to a given link. [n all cases, we assume that one link can transfer at

most one packet per unit time.

In the case that only two nodes arc connected by a link, we assume that the (two nodes observe a
rcady/acknowledge protocol for transferring packets. In particular, cach link contains acknowlege and
ready control lines in addition to the dura lines used to transfer the packets as shown in Figure 2. ‘The

protocol has 4 phascs as shown in Figure 3. A sending node can place a new packet on the data lines of



Fig. 2. Lines of a Link
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the link only if all 4 phases of the transmission of the previous packet have been com-pletcd. The sending
node asserts the ready line after placing the packet on the data lines and will continue to assert the ready
and data lines until the acknowlege line is asserted by the recciving node. The recciving node can accept a
packet availablc on the data lines only after the ready line has been asserted, and the receiving node will
asscrt the acknowlege line only after it has safely stored the packet in one of its buffers. This protocol was
chosen since it is widely known and provides in a straightforward manner the nccessary coordination for

packet passing.

We assume that the behavior of a node during a given time unit can depend only on the
information availablc on its links and the contents of packets stored in its buffers, and we assume that the
node’s behavior can depend only on the destination label and not the data portion of any packet stored in
the node. These restrictions are in part motivated by our desire to implement cach network node as a
portion of an integrated circuit, By limiting the complexity of cach nodc’s behavior we limit the amount

of space required to implement the control circuits of cach node. These restrictions are also motivated by



our desire to minimize the time required for a packet to traverse the network since by limiting the
complexity of the control algorithm of cach node we indirectly limit the time required by cach node to
process a packet. ‘These restrictions seem natural and can be casily observed in the design of networks.
However, it should be noted that there are many alternative scts of restrictions that could be placed on the

node’s behavior, and that a different sct of restrictions might well lead to different network structures,

Finally, we assume that a packet that cnters a node in a given unit of time can not leave that node
until the next unit of time, and that a link can transfer at most one packet per unit time. Although we are
ignoring the time required to propagate a packet over a link, we are not ignoring the time required to gate

a packet through a node or store it in a buffer.

2.2 Networks for Systems with Uniform Communication

2.2.1 Model of the Problem

[n general, a routing nctwork will be used as shown in Figure 4 to connect a group of packet sourccs

to a group of packet reccivers. Each source will produce labeled packets and each packet must be

Fig. 4. Use of a Routing Network
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delivered to the reeeiver which corresponds to its label.

We describe here a simple model of a system with uniform communication. For our model, we
assume that the number of receivers equals the number of sources and that reecivers and sources behave
in a very simple manner. We assume that a recciver will process a message as soon as it arrives and can
thus accept a packet every unit of time. We assuine that if the network has zlcccptcd the last packet
generated by a particular source, then the chance that the source will produce a new packet in a unit of
time is P where P is a paramcter of the model. We assume that the label of cach packet is independently

sclected, and that all of the possible receiver labels are equally likely.
2.2.2 Minimum Network Cost

in this section, we tind a lower bound on the complexity of any N-input N-output routing network
capable of Q(N) average throughput when cach of its inputs is connected to a model source and cach of
its outputs is connected to a model receiver.  We measure throughput as packets per unit time and
complexity as the number of nodes in the network. We show that such a network requires (N log N)
nodes. This result gives some motivation for the fact that the network that we study for such applications,

the indirect n-cube network, and most related networks require Q(log N) stages of (N) nodes.

For the purpose of this discussion, we allow an arbitrary number of nodes to be conncected to a
given link. As before, we allow only onc packet to be transferred over a given link in a given unit of time.
Clearly, the lower bound on network cost that we obtain by allowing an arbitrary number of nodcs to be

connected to a given link also holds if only two nodes arc allowed to be connected to a given link.



Proposition. QN log N) nodes are required by anv N input N-output routing network capable of
Q(N) average throughput when cach of its inputs is connected to a model source and cach of its outputs is

connected to a model receiver.

Proof. Since we assume that a network node can be connected to at most & links, we can get a lower
bound on the number of network nodes by finding a lower bound on the sum, over all links in the
network, of the number of nodes connected to cach link. For the purpose of this discussion, we usc the
term connection to refer to the juncture between a network link and a network node. Thus, the sum, over
all links in the network, of the number of nodes connected to cach link is cqual to the number of
connections in the network. We get a lower bound on the number of conncctions in the network by
considering the sum, over all the packets processed during a‘long period, of the number of connections
uscd by eacht packet and Ly migking use of the fact tial a4 conuection can be invoived in at most one

operation per unit time.

A lower bound on the number of connections in the network can be obtained by considering the
operation of the network over a long period of time and cxamining the use of network connections during
such a period. Let us consider a period of T time units for some very large T. Since we assumc that only
one packet can be transferred on a link in one unit of time, it follows that a connection can be used for
only one packet in a given unit of time. The total number of conncections in the network must be at least
as great as (1/7) times the number of conncction operations during the period where the number of
connection opcrations is defined to be the sum, over all packets processed, of the number of connections
used by each packet. It should be noted that we count each connection of a link separatcly, and that the

the number of conncctions used by a packet includes each connection of each link used by the packet.

A lower bound on the expected number of connection operations during the 'I' time unit period can
be obtained by considering the possible paths through the network, For the purposc of this discussion,

we assume that cach network link is logically composed of some number of link segments. In particular,
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we assumec that the nodes connected to a given link are connected according to some lincar order, and
that a link segment is a portion of a link between two adjacent nodes as shown in Figure 5. A link which
is connected to ¢ nodes has ¢ - 1 segments. By this definition. a connection between a link and a node
can involve at most two link scgments, and at most 2 & link segments in total can be connected to a node.

Less than

0 o eyl a e pni L @Dt
Qk-1)V + 2k-1)" + k-1 = kD1 (1)

outputs can be rcached from a particular input by a path containing / or fewer link segments. Thus, there
are less than N/2 outputs that can be reachied from a given input using a path containing no more than
(Iog(Zk - 1) (N/2)) - 1 link scgments. Since a model source randomly selects a destination for cach packet
it generates and since ail destinations arc cqually likely, there is at least a S0% chance that a packet

generated by a model source must travel over a path of grcater than (log(Zk 1) (N/2)) - 1 link segments.

Fig. 5. Conceptual Model of Nodes Connected to a Link
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[t follows that the expected number of link segments used by such a packet must be @(log N). Since the
number of nodes connected to a given link is equal to the number of segments in the link plus one, the
total number of nodes connected to the links in the path of a particular packet must be larger than the
number of link scgments in the path. Thus, a packet generated by a model source is expected to use at
least Q(log N) connections. Since by assumption the expected number of packets processed in the ' time
unit period is QCI'N), the expected number of connection operations during the period must be greater

than Q2(['N log N).

A lower bound on the number of nodes in the network follows. Since the expected number of
connection operations during the T time unit period is (TN log N) and since a conncction can be
involved in at most onc operation in a given unit of time, the network must have €(N log N) scparate
connections boiweci inks and nodes. Since eacht node can be connected 0 at miwosi & ks and since & 18

fixed and is independent of N, the nctwori< must have (N log N) nodcs.

Thus, there must be Q(N log N) nodes in a N-input N-output routing network capable of £(N)
average throughput when cach of its inputs is connected to a model source and cach of its outputs is

connected to a model receiver.

This ends the discussion of the proposition. 1
2.2.3 Routing Networks Using an Indirect n-Cube Topology
2.2.3.1 Introduction

The network shown in Figure 6, the indirect n-cube network, scems well suited for applications
with uniform communication and has a cost of the same order as the lower bound derived in the previous

section.



_21_

In this introduction. we describe the indirect n-cube network, we discuss the relationship between
previously studied networks and the indirect n-cube network, and we give a brief overview of our work

on the indirect n-cube network.

An indircct n-cube network is constructed as shown in Figure 6. A N-input network is composed
from two N/2-input networks and N/2 nodcs (called routers). Each node has two input and two output
links. This construction yiclds an interconnection which is topologically equivalent to the interconnection
of butterflics in the radix two fast Fouricr transform [11]. In total (N/2) logy N nodes are required. One
and only onc path exists from a given input to a given output. If network outputs, stages, and node
outputs arc numbered as shown in Figure 7, then at the ith stage the appropriate path follows the node

output that corresponds to the ith most significant bit of the binary representation of the number of the

L T O I SNy
uuauitatiuit yutput.

Each node of the network can be structured as shown in Figure 8. The node has a fifo buffer

capable of storing some number of packets on cach of its input links. If at the beginning of a time unit a

Fig. 6. NxN Indirect n-Cube Network Construction
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Fig. 7. Example Indirect n-Cube Network
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buffer is not full and the corresponding input ready linc is asserted then the node control places the
packet available on the dafa lines in the buffer and asserts the returning acknowlege line before the end of
the time unit. If a buffer is not empty at the beginning of a time unit then the node control attempts to
place the packet which entered the buffer first on the output link corresponding to its destination. If the

node control can do this, cither because no conflict exists ar because of arbitration of the conflict, then it
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asserts the corresponding output ready line, If an acknowledge is returned on that link before the end of
the time unit, then the node control removes the ready and removes the packet from the butfer.

Otherwise, ready and the packet are removed during the first time unit when acknowledge is returned.,

As was mentioned in the first chapter, there are a large number of networks that have structures that
are related to that of the indirect n-cube network. The topology of the indircct n-cube routing nctwork is
identical to that of several other networks including omega, s=f=2 banyan, and Pcasc’s indirect n-cube
permutation neework [16, 10, 21]. Networks with the same topology have also been called delta networks
[20]. The topology of the shuffle-exchange network [24] is also related since an omega network is simply a
cascade of logy N shuffle-exchange nctworks. As was mentioned in the first chapter, these related
networks have been proposed for a variety of uses. Some ‘of these networks have been proposed to
perform permutations on large vecios of daia.  In general, these peruladon neiworks fiave been
proposcd for systems in which the elements of a given vector are processed synchronously and then
permuted. Other related networks have been proposed to interconnect the processors and memorics of

other types of multiple processor systems.

The work on networks for the synchronous permutation of large vectors of data has been mostly
concerned with the types of permutations that can be realized by a given number of passes through such a
network, and thus that work does not dircctly address the question of how well such networks perform

when interconnecting the modules of a packet communication system.

Some of the work on interconncction networks for other types of multiple processor systems is
more closely related to our study of the indirect n-cube network. We discuss a few picces of this work.
The first is the work of Valiant [28]. Valiant has suggested the use of networks such as the packet
switched n-cube for interconnection of processors and memories in a synchronous multiprocessor system,
Valiant introduces the concept of an idealistic computer composed of processors that operate

synchronously and a memory that the processors share. He considers algorithms such that no memory
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location is accessed in agiven computational step by more than some constant number of processors. He
assumes that the idealistic computer can implement cach computational step in a single unit of time. He
considers the simulation of the idealistic computer on a realistic computer with a packet switched n-cube
network. Fach node of the network has the capacity to buffer a number of packets proportional to the log
of the number of processors,  Valiant shows that with high probability the realistic computer can
implement a computational step in time proportional to the log of the number of processors. While it
seems plausible that the memory accesses corresponding to several computational steps can be pipelined
in the realistic computer, Valiant does not show this. Thus, Valiant’s work differs from ours in at least
three ways. First, he considers systems of synchronous processors and we consider systems of largely
independent asynchronous processors. Second, in each network node he allows buffering proportional to
the log of the number of processors and we allow only buffering of fixed size. Finally, he does not
consider the pipclining of packets of different computational steps through his network and we consider a

continual flow of packets through our networks.

Upfal [27] has shown similar results for nctworks of fixed degree. He uscs the d-way digit-cxchange
graph. A processor is associated with cach network node and cach network node is assumed to have
O(log N) buffers where N is the number of processors. It is assumed that a packet is initially at each
processor and that cach packet is destined for some other processor. No two packets are destined for the
same processor. Upfal shows that with high probability all the packets can be delivered to their

destinations in O(log N) time,

Patcl has suggested the use of circuit switched delta nctworks for multiprocessors in which cach
processor makes independent and random memory accesses [20]. For his analysis, Patel assumes that
memory requests in a multiprocessor are generated in a manner similar to the manner in which packets
arc generated by our model sources. The primary distinction between our work and that of Patel is the

fact that our routing networks are packet switched. In Patel's circuit switched network, the transmission
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of a message requires the use of a circuit through all of the stages of the network. In our routing
networks, at any given time a packet only uses one link to go from its present stage to the next stage. ‘The
throughput of Patel’s networks do not grow lincarly with their size. As we shall sce, there is reason to
believe that the throughput of the indirect n-cube network for uniform patterns of communication docs

grow lincarly with its size.

Dias and Jump [8] have done work on the use of packet switched delta networks as interconncction
networks for multiprocessors and this work is very closely related to our study of the indirect n-cube
network. Their network is topologically identical to the indirect n-cube. Their analysis assumes that the
packets and the labels on the packets are generated in a manner similar to the way that packets and packet
labels are gencrated by our model sources. They analyze their networks using nctwork models in a
maniict siiiler to the way that we aitalyze e indirect n-cube network using network models. However,
their models differ from ours. They use a Markov model to develop approximate equations for the state
probabilitics of a router in a given stage in terms of the state probabilities of the routers connected to it.
They simultancously solve the equations for all the stages. Their analysis makes several approximations.
The analysis assumes that the routers of a given stage are independent. Also, the analysis of a given
router assumes that the state probabilitics of routers connected to it are independent of the state and
history of the given router. Some of the characteristics of network behavior that we study in our models
violate these assumptions of independence. For modest sized networks, the nctwork throughput
predicted by our models is consistent with that predicted by their models. However, for very large
networks our throughput predictions differ from theirs. Since their model assumes more independence
than ours one might expect it to predict higher throughput, but in fact the way that their assumptions are
used in their model leads to a prediction of lower throughput. Their model predicts that the normalized
throughput gocs to zero as the network size goes to infinity [9] where normalized throughput is defined to
be network throughput divided by network size.  All of the constraints on network throughput that we

study allow a non zero asymptote. We belicve that our study considers all of the constraints represented
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by their model and several that are not. We believe that the asymptotic prediction of their model is the
result of the way that their assumptions are used in their model and does not reflect any real constraint on
the throughput of the network. Another difference between their work and ours comes from the fact that
in addition to studying the average network throughput we also consider the speed of slow network

inputs. Their work is primarily concerned with the average network throughput and delay.

Recently, Pippenger [22] has extended the results of Valiant and Upfal to a network with a fixed
amount of buffering at cach node. In his work, Pippenger uses the d-way digit-exchange graph. A
processor is associated with each network node. Only a fixed amount of buffering is assumed at cach
node. It is assumed that a packet is initially at cach processor and that cach packet is destined for some
other processor. No two packets arc destined for the same processor. Pippenger assumecs that each node
obeys cortaiin rules coitceimning ihe order in whiclh it processes the puckeis that it teceives, aud stlows Lt
if the rules are obeyed then with high probability all the packets can be delivered to their destinations in

O(log N) tiine.

While there are differences between Pippenger's work and ours, Pippenger’s results arc significant
and have some bearing on our work. Pippenger’s network differs from the indirect n-cube network; the
indirect n-cube network would be more closely related to Pippenger's network if the inputs of the indirect
n-cube network were connected to the outputs and if a processor were associated with cach network node
of the indirect n-cube network. The type of network operation that Pippenger considers differs from the
type that we consider; Pippenger doces not consider the pipelining of waves of packets through his
network and we consider a continual flow of packets through the indirect n-cube network. However, by
establishing certain additional rules for the operation of the nodes of the indirect n-cube it may be
possible to extend Pippenger's approach to provide results on the performance of the indirect n-cube
network for uniform communication. The additional rules would concern the order in which a network

node processes the packets that it receives, and possibly the removal of unusual blockages. [t may be



possible to show that the normalized throughput of the indirect n-cube network with the additional rules
approaches a non zero constant. Such a result is plausible, but even if” the result holds it may be very
difficult to prove. In any case, such a result is consistent with our work. Our work considers the
performance of the indirect n-cube without rules such as those mentioned above. Even without such
rules, the strongest constraint on network throughput that we find still allows normalized throughput to

approach a non zero constant.

In the following pages, we examine the effect of certain important characteristics of the operation of
very large indirect n-cube nctworks. In particular, we study in 2.2.3.2 the cffect of congestion at a single
router. In 2.2.3.3, we study the effect of congestion in a single stage of routers. In 2.2.3.4, we study the
cffect of the interaction of routers of different stages. As was mentioned carlier, we examine the effect of
dicse characteristics of network behavior by using network models thai accurately model these
characteristics and that are considerably simpler than the actual network. By analyzing and simulating
the models, we cxamine the effect of these characteristics on network throughput and the specd of slow
network inputs. As was mentioned carlier, our study suggests that very large indirect n-cubc networks
can support high performance for uniform communication pattcrns. The strongest constraint on network
throughput that we find in our study is caused by the interaction of routers of different stages and it still
allows throughput to grow lincarly with network size. However, our study of the interaction of routers of
different stages also indicates that some of the in.puts of a very large network can be slow for a very long

period of time.
2.2.3.2 Tree Buffering

The first characteristic of network operation that we examine is tree buffering. We use the term tree
buffering to refer to the buffering of packets that occurs in front of a congested router. Such buffering
involves a tree structure of buffers. As a result, congestion at onc router in a given stage can affect a large

number of other routers.
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[n this section, we cxamine tree buffering in front of a single congested router. Iy the next section,
we cxaminge a stage of routers and we examine the probability that at least onc of the routers of the stage

has a deep tree buffered in front of it.

In this section, we use a network model to examine how much tree buffering can occur in front of a
congested router. In the model congestion can occur only at onc router. We will study the model in
order to determince the amount of buffering that occurs as a function of the amount of congestion and the

overall network input rate.

As we shall sce, the model suggests that deep tree buffering in front of a slow routcr occurs if the
rate at which the router can accept packets is close to the rate at which packets that must go through that
router arc generated. In particular, the model suggests that if the rate at which packets are generated on
cach nctwork input is /¥ and if the rate at which the router can accept packets on its input is QUT then
the expected number of packets buffered in front of that input is greater than

IN
( = -2
2 A0UT-INYB +1) )- 1 where B is the size of the buffers. It should be noted that somc aspects of

; e o . IN IN/OUT . o
this expression are intuitive. The OUT-IN O 1T-IN70UT factor in the exponent is similar to the

expected occupancy of certain types of queues in classical queueing theory, and reflects the queucing of
packets that must be passed through the congested router. 'The exponential growth in the total number of

packets buflered, most of which do not have to pass through the congested router, comes from the tree

structure of routers involved. The factor in the cxponent reflects the influence of the size of the

1
B+1
input buffers of the routers.

The model that we use is shown in IFigure 9. The model is composed of a tree of routers as shown
in the figurc. The depth of the tree is a parameter of the model. The first output of the router at the root
of the tree is conncected to a probabilistic packet sink and the sccond output is connected to a perfect

packet sink. All other routers have their first output connected to a router in the following stage and have

their sccond output connected to a perfect packet sink as shown in the diagram. Each input of cach
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Iig. 9. Tree Buffering Model
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router at a leaf of the tree is connected to a probabilistic packet source.

The tree of routers of the modcl represents the tree of routers in front of a congested router in the

nctwork. The probabilistic sink represents the congested router, 'The perfect sinks represent the routers

dircetly connected in the network to the tree of routers being studiced.

"The routers in this model, unlike the routcrs of the network, operate instantly. "Thus, a packet will

ripple through the model in one time unit. Tt will cither be output at a perfect sink or it will run into
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other packets buffered as a result of congestion at the probabilistic sink. This assumption allows us to
casily study buftering due t congestion at the probabilistic sink since it is the only type of buffering that

QCccurs,

The fifo buffers in the routers all have the same size B. B is a paramcter of the model.

The probabilistic packet sink contains a fifo buffer whose size is the same as that of the buffers in
the routers. Packets input to the sink are placed in the fifo buffer. If at the beginning of a time unit the
fifo is not empty then with probability QUT the sink removes one packet from the fifo buffer. OUT is a

parameter of the model.

The perfect sinks never block and accept packets at whatever rate they are presented.

The probabilistic packet sources produce packets. If the input buffer connected to a probabilistic
source is not full at the beginning of a time unit, then with probability IV the probabilistic source places
an additional packet in the buffer. [N is a parameter of the model. The tag for cach packet has as many
bits as the depth of the network. Each bit of cach tag is independently and randomly selected with one

and zcro being cqually likely.

We can obtain a rough understanding of the operation of the model without much effort by
considering the packets that are buffered in the model and that are tagged for the probabilistic sink, and
by examining the expected number of such packets as a function of IN¥ and OUT. For the purpose of

discussion, we call these bps (buffered probabilistic sink) packets.

bps packets can only lcave the model at the probabilistic sink. From the operation of the model we
can conclude that if at least onc bps packet cxists then the bufter in the probabilistic sink must contain at
least one packet. ‘Thus, in a given unit of time if any bps packets cxist then with probability OUT one will

be consumed by the probabilistic sink.
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A bps packet can enter the network from any one of the probabilistic sources. Il the depth of the
model is ¢ then the number of sources is N where N is equal to 24 T'he chance that an unblocked source
produces a bps packet in given unit of time is /N /N, [f N is large and if none of the sources is blocked
then the chance that & bps packets arc produced in a given unit of time may be approximated by

k -IN
(UN)Y'¢c - . S . . . . .
] . The accuracy of this approximation increases with the size of N and is exact for infinite N,

In the following paragraphs we will cxamine for a very large network model the cxpected number
of bps packets as a function of /N and QUT . We will assume that QUT > IN. We will assume that the
network is large enough that the chance of a blocked source is small and can be ignored. We will assume

that the network starts at tiine zero with no bps packets.

Proposition. The expected value of the limiting distribution for the number of bps packets is equal to

C2IN-IN? )
NOUT-IN)"

Proof We find the average number of bps packets using an approach similar to that used by Kleiniock
for the M/G/! queuc [12). For the purpose of discussion, we usc the notation g, to represent the
number of bps packets at time 7. We use An+l to represent the number of bps packets served between
nand n+1. An+l is of course cqual to ecither zcro or one. We use v, , | to represent the number of bps

packets gencrated between nand n+ 1.

From these definitions it follows that g,, . the number of bps packcts at time n-+ 1, is given by the
cquation
a1 =9 " Bur1 Vsl Q)
[f we square both sides we get
2o e A, 2wy R A+ 2 v, 20 Ly )
A+l = 4y n+1 n+1 Ih S p+1 9 Vn+1 n+1n+1"
Let us form the expectation of both sides. We usc the notation £[x] to represent the expected value of

x. Also we make usc of the fact that A” + 12, the square of the number of bps packets served between #



and n+ 1, 1s either one or zero and is equal to Au+ 1 l:'[q”+ 12]‘ the expected value of the square of the
number of bps packets at time # 41, is given by the equation

. p) . . .

Eldy 7= Elay T E1A ]+ Ely )

“28 g, Ay gl 26 gy v, ] 2B g ®)

Since v, 4 the number of bps packets generated between nand n+ 1, is independent of ¢, and A”+ T

g, = Flg, 2+ EIA Elv, 12

layg 1= Flay T+ EIA 1+ EDygy)

2B g, A ]+ 2E g, Dy 0] 2018 ) JE Dy - (6)

We arc interested in the limit as 7 goes to infinity. We arc interested in the limiting distribution for

the random variable g, , the number of bps packets at time n. We denote the limiting distribution by q.
Similarly we usc the limiting distribution for the- random variable v,, the number of bps packets
generated between n and a+1. We denote the limiting distribution by Y. We assume that the jth
moment of q, exists in the limit as # goes to infinity independent of #, namely,

lim,_, o0 Fla, /1= £[G7]. )
We make a similar assumption about the jth moment of v,. We make use of the fact that lim, _, o
E[An+ 1] must cqual the average input rate, /¥ . Thus,

EFGU = E@A+ IN + E[F + 2B [T1E[5] - 20N)E[F) - lim, _, o0 289, A, 4 1] (®)

The probability that A, L | = 1 giventhat g, > 0is QUT. Thus,

lim,,_, o0 £la, &, 411 = (OUTE(F] ©)
and

0=1IN + l:‘["v'2] + 2F{F1E[V] - 2IN)E[T]- 20UTHELG ) (10)
The probability that v = & is (_/LV_%Q__HX_ This of course is the Poisson distribution. Thus,

E[V]=IN, (1)

E[3Y = IN2+ IN, (12)

and

0= IN + IN24 IN + 2UN)E[F]-2IN% - AOUT)HELF (13)
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or
2UN - IN? = 2A0UT - INE[G] . (14)
Therefore, £[7 ], the expected value of the limiting distribution for the number of bps packets, is cqual to
2UIN-IN? (1)
20UT-INY)"

This ends the discussion of the proposition. §

Thus, the expected number of bps packets is very large if and only if OUT is very closc to /N . For
cxample, if OUT -IN is equal to 1/a for some constant a then the expected number of bps packets is less

thana IN.

Other measures of the amount of buffering in the network model can be deduced from this result

for bps packets.

For the purpose of discussion, we define some notation. We use the notation p,, to denote the total
number of packets buffered at time ». We use p to represent the limiting distribution for the random
variable p, . We define f; (¢) as follows.

fi) =0, ifi=0,
and
SpGi) = logy 1, if 0.
(16)
We use /[, to represent 11y, ). We¢ use I to represent the limiting distribution for the random variable

I,
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Proposition. The cxpected value of 7, the limiting distribution for the total number of packets

buffered, is greater than
( IN -2)
22AO0UT-INXB +1) -1. (17

Proof The desired result can be obtained from a lower bound on the expected value of I, the limiting
distribution for f; (p, ). And E['] in turn can be obtained from the expected value of ¢, the limiting

distribution for the number of bps packets.

l,» fi(p,), can be rclated to g, , the number of bps packets at time n. We use P[x =] to
represent the probability that x equals i and Plx = i]y = j] to represent the probability that x equals i

given that y equals j. Clearly, I [qn ]. the expected number of bps packets at time #, is cqual to

We use the notation £ [x |y = ] to represcnt the expected value of x given that y equals i. Thus,

Elgy] = 2 ;50 (Elaylh, = £,(0DPU, = £(D]. (19)

An upper bound on E[q" Iln =fi( i)]. the expected number of bps packets at time n given that the
total number of packets buffered at time # is equal to /, can be obtained by examining the model in more

detail.

Packets buffered in stages close to the probabilistic sink are more likely to be bps packets than
packets buffered in distant stages. Consider Figure 10. For the purpose of discussion we number the
stages of the routers in the model as shown. All the packets in the fifo buffer of the probabilistic sink
must be bps packets. If a fifo of the router in stage one contains one or more packets then the packet at
the output of that fifo must be a bps packet. If that fifo contains more than one packet, any packet that is
not at the output may be a bps packet. The probability that such a packet is a bps packet is 1/2. Similar
statements can be made about packets buffered in higher stages. The probability that a packet at the

output of a fifo in stage & is a bps packet is 126D if (hat fifo contains other packets, the probability
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Fig. 10. Model Buffers Involved in Tree Buffering

0

stages

that such a packet is a bps packet is 1/2k .

Thus, we can get an upper bound on Efg, |l” = f; ()] by assuming that the buffered packets are
packed in the lower stages. We assume that at time # all of the ¢ buffered packets are in the (/5 (i) +1
lowest stages where /‘2([ ) is the smallest non negative integer such that the capacity of the lowest
(f,(i))+1 stages is greater than or cqual to i. The (/> (i)+1 lowest stages include stage 0 through

stage fz( i). Notice that
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4 =000 (5 ()] BRI <5 gy /(0 B2 for >0 (20)
and

By i < pUL N+, for i>0. 1)
As a result,

£, L logy(i/B +1) for i>0. 22)

Given the discussion of the previous paragraph, the definition of f,(7), and the fact that the & th stage
contains 2% fifos, (£'{g,, |1,, = f; (1)), the expected number of bps packets at time # given that the total

number of packets buffered at time # is cqual to i, is less than or equal to

k1, B-1
B+Zp=110f(0) 2 (2(/<-1)+ oK 23)

or
(Elg,ll, = f (DD < B + (fH(DNB+1D). ' 4)
Given the relation (22), we can conclude that

(Elayll, =f; (D) < B + (logy(i/B +1)B +1). (25)

This implics a relationship between [:'[q” ], the expected number of bps packets at time n, and
l:‘[/” ], the expected value of f; (the total number of packets buffered at time ). If we substitute (25) into
(19), we get
Elg, 1< 2 i>0 (B +(logy(i/B +D)B +)PII, = f (D). (26)
Thus,
Elg, 1 (B + 0B+1)PU, =f1 (O] + Z ;5 (B+(logy(i/B +D)B+P, =f(DD. @27
Since 10g2( i/B +1)isequal to Iogz( i(1/8 +1/¢))and is thus cqual to (logz i)+ logz(l/B +171),
Elg,] < (B + OB +1)P[,, = f; (O]
+ iy (B +((logy i)+logy(1/B +171)8 + WP, =D, (28)
By (16), the definition offl .
Ela, ) £ ;50 (B+B D (D+B+DPL, =7, (1)D. (29)

Thus,
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Elg, 1B +DEW1+28 +1. (30)
We assume that 1:'[1” ] also exists in the limit as # gocs to infinity. 'Thus taking the limit,

7 Figl 28 +1

U =y iy T o G

Since 2IN-IN 2>1N, (15) and (31) imply that I[T], the expected value of the limiting distribution

for /3 (p,,), f; (the total number of packets butfered at time #), is greater than

IN
NOUT-INYB 1) 2 (32)

This can be used to obtain a lower bound on E[p’], the expected value of the limiting distribution

for the total number of packets buffered. Since p,, 2 2). 1,
EF1 2 ER 1 (33
where p is the limiting distribution for o, and p,, is the total number of packets buffered at time 7.
Since cxponentiation is a convex function, (33) implics that
rip) > 2L (34)
Thus, from (32) we can conclude that £[p’], the cxpected value of the limiting distribution for the total

number of packets buffered, is greater than

2(2(()UT-1N B +1) ) 1. (35)

This ends the discussion of the proposition. 11

Thus, the results of the model suggest that deep tree buffering will occur in front of a slow router if
the rate at which the router can accept packets is close to the rate at which packets that must go through
that router are gencrated. If the rate at which packets are generated on cach of the network inputs is /N
and if the rate at which the router can accept packets on that input is OUT then the model suggests that

the cxpected value of f; (the number of packets buffered in front of that input) is greater than

IN L .
) , . < the . , < :
NOUT-INYB+1) > Similarly, the model suggests that the expected number of packets buffered in
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IN
front of that input is greater than 2 OUT-INYB +1) - 1. In the next section, we examine a stage of

routers and we examine the probability that at least one of the routers of the stage has a deep tree

buffered in front of it.
2.2.3.3 Effect of the Last Stage

[n this scction, we examine the cffect that congestion in routers of the last stage of an indirect
n-cube has on the network’s operation. As we have scen in the previous section, congestion in a router of
a given stage can casily affect many routers of an earlier stage. We now consider congestion in all the
routers of a given stage. We usc the last stage because analysis of the last stage is somewhat casier than
analysis of other stages. There is a path from cach network input to ach router of the last stage. Thus,

congestion i any wutet of the last stage may affect aii of e network inputs.

We usc a network model to study the cffect of the last stage. This model represents an indirect
n-cube network with its outputs connected to perfect packet sinks, The model considers only buffering
caused by congestion in routers of the last stage of the network. We usc the model to study the limit that

such buffering places on the throughput of an indirect n-cube network.

Rather than analyze the model directly, we choose to transform the model, analyze the transformed

model, and usc the results to draw conclusions about the original model.

Based on the results of the model, we conclude that the cffect of the last stage of routers in a

network docs not place a severe constraint on the throughput of the network.
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Model of the Fffect of the Last Stage

[n the tollowing paragraphs, we discuss the model; we describe the model, discuss the relationship
between the model and the indirect n-cube network, discuss the characteristics of network buffering that

will be studied using the model, and describe the details of the components of the model.

The model is composed of nodes, probabilistic sinks, and a deterministic source. The model is
constructed in the manncr shown in Figure 11. The model for a 2-input network is constructed from a
deterministic source and a probabilistic sink. The model for a N-input network is constructed from a
deterministic source, N/2 probabilistic sinks, and a trce of nodes with N/2 leaves. A tree with 2 leaves is

one node. A tree with N leaves is constructed from two trees with N/2 lcaves.

The model reflects primarily two features of an indirect n-cube network: the probabilistic input rate
of routers of the last stage, and the buffering capacity between cach router of the last stage and the
network inputs. The probabilistic sinks of the model represent the routers of the last stage of the network.
The nodes of the model represent the routers of the other stages of the network. The nodes of the model
are connected in a tree structure as shown in Figure 12. [f the stages of the model are numbered from the
root to the probabilistic sinks and if the total number of stages is d then cach packet in stage i of the
model represents d+1-i packets in stage i of the nctwork. Each node of the model has an input buffer
of size B where B is the size of the buffers in the network. Thus, the buffering capacity of the model
between a probabilistic sink and the model input represents the buffering capacity of the network

between a router of the last stage and the network inputs.

We use the model to study the buffering of packets in an indirect n-cube network caused by routers
of the last stage. The nodes of the model do not operate in the same manner as the routers of the
network. Each node of the model evenly splits between its two outputs the flow of packets from its input.

A node will instantly process a packet in its input buffer unless one of the buffers connected to its outputs
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Fig. 11. Model of the Effect of the Last Stage
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is full. Thus, the buffering of packets in the model can be caused only by the probabilistic sinks and

represents the buffering in the network caused by the routers of the last stage.

We also use the model to examine the limit that conflict in the last stage of network routers places

on network performance. ‘The model accurately reflects the buffering capacity of the network between a
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last stage router and the network inputs. Thus, the maximumn input rate that can be supported in the
model without source blocking is an indication of the limit that conflict in the last stage of nctwork

routers places on network performance.

The probabilistic sinks of the model arc similar to the probabilistic sinks used in the previous
section. Each sink contains a buffer of size B where B is the size of the buffers in the network. [If at the
beginning of a time unit the buffer is not empty then with probability .75 the sink removes onc packet
from the buffer. The average rate at which the sink can remove packets from its buffer corresponds to
half the average rate at which a router of the last stage of the network can accept packets since cach packet
removed by the sink represents two packets of the network. It should be noted that the probabilistic sinks

are a pessimistic model of the routers of the last stage. 'The probabilistic sinks of the modcl can fail to
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accept a packet for an arbitarily long period of time. 1o aters of the last stage of the nctwork are
capable of accepting at least one packet during cach time unit. We use this pessimistic model because it
makes the discussion simpler and because even with such a model, our analysis suggests that congestion

in the last stage of routers does not place a severe constraint on the throughput of the network.

Each node of the model, in cffect, cvenly splits between its two outputs the flow of packets from its
input. A node is assumed to operate instantly. If a node’s input buffer is not empty and if both bufters
connected to the outputs of the node are not full then the node removes one packet from its input buffer

and places a copy of the packet in cach of the two buffers connected to its outputs.

The deterministic source generates packets at a constant rate. The deterministic source generates
cach packet in the form of 100 subpackets. The source generates /N subpackets in each unit of time that
it is not blocked. IN is a parameter. The source buffers the subpackets internally until the first unit of

time in which it can output a whole packet. Thus, the source-only outputs whole packets.

Transformed Model

Rather than analyze the model directly, we choose to transform the model and analyze the
transformed model. We discuss the relationship between results for the transformed model and results

for the original model.
The transformations that we make are shown in Figure 13.

The first transformation takes the huffcrs that were distributed in the tree of nodes and aggregates
them at the probabilistic sinks. 'The probabilistic sinks in the transformed model contain buffers of size
(logz N)A where N/2 is the number of probabilistic sinks and B is the size of the buffers in the original
nodes. ‘The deterministic source of the transformed model is dircctly connected to cach of the

probabilistic sinks. The deterministic source is blocked if any of the buffers in the probabilistic sinks are
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Fig. 13. Transformations on the Model of the Effect of the Last Stage
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full. In cach time unit that it is not blocked, the deterministic source simultancously generates [NV
subpackets for cach probabilistic sink. When the source has formed whole packets, it simultancously

outputs onc packet to cach of the probabilistic sinks.

The buffers in the transformed model have a greater independence than the buffers in the original
model. In the transformed model. the buffering of packets caused by a particular probabilistic sink can
affect the flow of packets into another probabilistic sink only by blocking the deterministic source. In the
original model, the buffering of packets caused by a particular sink can affect other sinks by blocking

nodes of the tree.

It can be shown that the maximum input rate of the transformed modecl is at least as great as the
maximum input rate of the original model. Thus, limits on the performance of the transformed model
also apply to the original model. An upper bound on the performance of the transformed model implies

an upper bound on the performance of the original model.

The second transformation turns the buffer of size (logy N)# in cach probabilistic sink into an
infinite buffer in which we will look for occupancy of (logy N)8 packets, and the sccond transformation
also turns the single deterministic source into a large number of deterministic sources with one associated
with cach probabilistic sink. We assume that each of the new deterministic sources operates in a manner
similar to that of the original deterministic source. Fach source generates /N subpackets in cach unit of
time. The source buffers subpackets until it has produced more than 100 subpackets. The source outputs
cach group of 100 subpackets as a whole packet to its associated probabilistic sink. However, we assume
that the state of cach source-sink pair is independent of the state of the other source-sink pairs. We also

assume that the sources are never blocked.

In the following paragraphs, we refer to the model after the first transformation as the model of the

first transformation, and we refer to the model after both transformations as the divided model since the



modet is divided into independent source-sink pairs.

Our analysis of the constraints on the input rate of the divided model also applies to the input rate
of the original model. We examine the divided model to determine input rates that imply a high
probability that at a randomnly selected point in time at least once of the buffers contains at least (logz N)B
packets. It scems reasonable to assume that such input rates can not be supported in the model of the
first transformation since [hi'l[ model is similar to the divided model but has buffers of size (logy N)B.
Thus, it scems reasonable to assume that such input rates can not be supported in the original model since
the maximum input rate of the original modcl is less than the maximum input rate of the model of the

first transformation.

However, as we shall sce our analysis of the divided model and simulation of the original model
indicate that both models can support input rates close to the maximum rate at which a probabilistic sink
can accept packets. Thus, our models suggest that conflict in a given stage of routers does not place a

severe constraint on the overall throughput of the network.

Probability of Buffering in the Divided Model
In this scction, we examine the Markov chain for the state of one of the source-sink pairs of the
divided modcl and use the results to bound the probability in the divided model that at a randomly

selected point in time the buffers in one or more of the sinks have at lcast (10g2 N)B packets.

The Markov chain MC/, for the state of onc of the source-sink pairs of the divided modcl is shown
in Figure 14. The state is cqual to the number of subpackets being stored at the source plus 100 times the
number of packets in the buffer of the sink since cach packet is composed of 100 subpackets. For the
purpose of discussion, we use the notation pyy (4.,/) to refer to the probability of a transition to state j
given that the chain is in state /. A stationary distribution, £y, for the chain is a distribution such that

I’I)S(i), the probability that the chain is in state 1, is given by
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Fig. 14. MCp)
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Pps(D=2;>yy ppU.0Ppg(). (36)

We refer to (36) as the equilibrium equation for Ppy ¢ ( i).

As is shown in the following subscction, any stationary distribution, £ ¢, for MCpy must be such

that

(ol O Ny /75) > 5 10010 ; Pps (D) for j 2100 37
and

210010 j+IN-1 Pps (D= (ad PN /TS)  for j2100 (38)
where

Ka<l

and a is the root in this range of the cquation

alV = 25 + 754100,
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For the purpose of discussion, we define some notation. We usce the notation [)gb to represent the
probability in the divided modcl that at a randomly sclected point in time a given buffer has at feast (log2
N)# packets. We use the notation P to represent the probability that at a randomly sclected point in

time one or more buffers have at least (logy N) B packets.

The relations, (37) and (38), for onc buffer can be used to obtain results for the overall divided

model.

Proposition.

2,4/B
@ IN alNy,2/B . a2

(s
e 150 ¢ Py < l-e >0 N-a2? 87 (39)

where Pb is the probability that at a randomly sclected point in time one ‘or more buffers have at least

(log2 N)B packets, and ¢ is such that
( -1 + (‘082 a)
1005 * 100(log, N)B . (40)

a=2

Proof. We use {37) and (38) to show the desired rclations (39). We cxpress 1’[), the probability that at a
randomly sclected point in time onc or more buffers have at least (log2 N)B packets, in terms of Pgb’ the
probability that at a randomly selected point in time a given buffer has at least (logy N)B packets. We
bound Pgb in terms of a stationary distribution for the Markov chain A{CD. We then use (37) and (38)

to get the desired bounds, (39), on Pb.

Since cach conncected source and sink of the model are independent of the other sources and sinks

of the model and since there are N/2 sinks,

Py = 1H1-Py, yN/2) (41)

Pgb‘ the probability that at a randomly sclected point in time a given butfer has at least (I()g2 N)B

packcets, can be expressed in terms of PI)S where PI)S' is some stationary distribution for M('D such
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that the probability that a buffer is in state 7 al a randomly selected point in time is cqual to [)I)S( i).
The choice of the particular stationary distribution may depend on the initial state of the bufTer. l’gb is
cqual to X > 100(10g2 Y PI)S (/) whichis cqual to

= v 099 Pns U (Z =100 10 100(l0g, N)B -1 "D (1) (42)
Pgb is also cqual to

(Z =100 Post) (=100 w0 100010g, N)B-1 Ls (1) (43)

Using (37), (38), (42), and (43) we can bound Pgb* the probability that at a randomly sclected point
in time a given buffer has at least (logy N)B packets. Since the long term average rate of packets out of a

buffer of the divided modcl must equal the rate in,

I5(Z 15400 Pps (1) = IN/100 : (44)
and

(217 099 Pps (i) =1-IN/TS. (45)
Thus,

Pop <IN/T5-(Z ;=100 to 100(log, N)B-1 £Ds (1)) - (46)
Given (38),

Pyy <N /75)a(100Clogy N)B-IN -99) (47)
(37), (43), and (44), imply that

Pgy 2 (N 715)-(IN /15)(1-o 100108 N)B-101+ N, (48)
Thus, since a < 1 and IV <101 we can conclude from (47) and (48) that

(IN 775)a(100C00gy N)B-IN-99) 5 Py > (N /75)a100(logy N)B (49)

We introduce some notation that makes the discussion below simpler than it would otherwise be.

In particular, we define a to be such that
( -1 + (1()82 (1)
1004 10041
00 00(logy N)B - (50)

a=12

[t should be noted that a is a function of IN | the source input rate, just as a is a function of IN.
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Given (49) and (50), P, . the probability that at a randomly selccted point in time a given buffer
gb

has at least (Iogz N)#B packets, is less than

IN +99)(logy a
w /75)2( (logy N)+ 1/1\/0(_;13 g +logy a)- ( 1()()(1()g); Ng)zn )
| <IN /75)a /N2 B 1)
and
P, >(IN/15)a/N). (52)

From (51) and (52), we deduce bounds on £, the probability that at a randomly sclected point in

: . . N2, Pop(N/2)
time onc or more bufters have at least (logy) N)B packets. Since 0 < Pgb <1, (l-Pgb) <e & .

Thus, with a defined as above Py is greater than
-alIN

1 1507 (53

Since Q< P ob <1,

N/2
(1-Pyp)

_ Py g e (VDXPR) N/

2
Py - T )(N/Z)
se &1 1 (54)

Thus, with @ defined as above Py, the probability that at a randomly selected point in time one or more

buffers have at least (log, N)B packets, is less than
aIN.,2/B (N /194 a NNV B )

(592
le 10 1-(IN /75)a /N)2%/ B (55)
and
WY L LN
150 Nog 22/ B
Py <1 a2?" (56)

This ends the discussion of the proposition. 1
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Implications of the Models on Network Throughput
/ 51

The lower bound. (53), on 2, for the divided model suggests a limit on the maximum input rate of
the original model. In the divided model, [’b is the probability that at a randomly selected point in time
at least onc of the buffers has at least (log2 N} packets. As was discussed carlicr, it scems reasonable to
assume that input rates that imply a high [’b in the divided model can not be supported in the original
model, However, this does not place a strong constraint on the input rate of the original model. From

relation (53), we know that if we want Pb in the divided model to be less than some value then we must

-a [N
choose /N such that 1 -¢ 130 "5 less than that value. As N goces to infinity, if @ goces to zero and IN 2>
~alN -a IN)
lthenl-¢ 150 goes to zero. As N goes to infinity, if ¢ gocs to infinity and IV > lthenl-¢ 150

gocs to one. Thus to find an upper bound on /N in the divided model for a particular £, in the limit as
N goes to infinity, we assume that @ approaches a constant independent of N. In such a case, cquation
(50) implies that «a approaches 2 17(1008) -y corresponding value of /N can be deduced from the
cquation, oV = 25 + 754190, Eor example, if B is cqual to five then a must be less than 271/500,
217300 5 approximately equal to .998615. This implies an upper bound on /N of 73. For comparison,
the upper bound on /N implied for B equal to one is §7, the bound for B cqual to two is 71, and the
bound for B equal to ten is 74. Qbviously, these upper bounds ace close to the upper bound of 75 placed

by the fact that, as was discussed in the description of the original model, a probabilistic sink of this

section can only accept packets at an average rate of .75 packets per unit time.

In fact, it scems that if the buffers of the original model have at least modest size then the average
input rate of the model can be close to the average rate at which packets can be removed from the buffer
of a probabilistic sink. We have simulated the original model for several buffer sizes. The model was
simulated with both 512 probabilistic sinks and with 1024 probabilistic sinks. A simulation run was made
for cach combination of model width and buffer size. In cach run, the deterministic source was capable

of gencerating a packet in cach time unit that the source was not blocked. Thus, the rate at which packets



_Sl.

were generated by the source was determined by blocking. The buffers in the model were full at the
beginning of cach run. For cach run, we measured the number of packets that were gencrated by the
deterministic source during the run, The results are shown in Table 1. For cach combination of model
width and buffer size, the average rate at which packets were generated is listed. As can be scen from the
table, the results for 512 sinks are close to the results for 1024 sinks. For both scts of results, the average

input rates are not far from .75 packets per unit time for even modest buffer sizes.

Thus, our study of the original model suggests that slow routers of the last stage in an indirect

n-cube network do not place a severe constraint on the throughput of the network.
The Stationary Distribution for the Divided Model

We now return to the detailed analysis of the divided model in order to show the bounds, (37) and

(38), on any stationary distribution for the divided model.

Since direct analysis of MCD, the Markov chain for the divided model, scems difficult, we
indircctly analyze it by comparing it to two simpler chains. The first of thesc chains climinates the first
100 states of the original chain since we are primarily interested in the later states of the original chain.
The sccond chain is easicr to analyze than the first chain and gives information about the first chain and

the original chain. We introduce each of these chains and show the the relation between the stationary

Table I. Simulation of the Model of the Effect of the Last Stage

B 1 2 3 5 10
av. in for 512 Probabilistic Sinks 50.8 64.0 67.6 70.6 72.6

av. in for 1024 Probabilistic Sinks ~ 50.7 63.5 67.6 70.6 72.8
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distributions of cach and the stationary distributions of M('D, the Markov chain for the divided model.
We obtain the stationary distribution for the second chain and usc it to bound the stationary distribution

for MCD.

The Markov chain MCpy, shown in Figure 15 is very similar to the chain for the divided model
with the exception that the states less than 100 have been removed. For 100 < 7 < 199-IN, wrap (i) is
cqual to the smallest j such that for some integer k, K IN + i -100 + IN = j and j > 100. wrap(i)
is the first state greater than or equal to 100 that would be reached after a transition down from state .
We use the notation ppy, (7. j) to refer to the probability of a transition to state j given that the chain is in
state i. A stationary distribution, Ppy;¢, for the chain is a distribution such that PDIS(i), the
probability that the chain is in state /, is giycn by the cquation

pis(D =255 100 #p1tDPprsi)- 7
We refer to (57) as the equilibrium equation for Py, ¢(i). The cquilibrium equations of MCpy,, are

Fig. 15. MCpy;
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very similar to the equilibrium cquations ot the divided model.

This similarity can be scen more clearly if P/)S(IN) through [)/)S(()())‘ the stationary probabilitics
for states less than 100 in the divided model, are climinated from the equilibrium cquations of the divided
model. We can climinate PDS(/N) by using the equation for PI)S(IN) to substitute for PDS([N) in
the remaining cquations. This process can be continued for PDSUN +1) through PI)S (99). The
resulting equation for Pp¢ (i) for cach i > 100 corresponds directly to the cquilibrium equation for
Py (). T particular, if we tuke the equation for Ppyg (i) and map Ppe(j) to Pl)[S(j) forcach j >
100, we obtain an equation which is identical to the cquilibrium cquation for I’DIS(:'). From this we
can concludce that for any stationary distribution PDS for the Markov chain MCD, the chain for the

divided model, there cxists a stationary distribution PDIS for the Markov chain MCD! such that for

soiie constaint ¢ and for all ¢ > 109, I'p, e (i) = ¢ Fpgli). Since X i >100 Fpsli) = 1, we can
1
conclude that ¢ = — and that
% >100 Pps )
. 1 .
Phieli) == — Ppoli). (58)
DISTT ™ 2 5000 Ppg () DS

The chain A(Cy, shown in Figure 16 is related to MCpy, and is therefore also related to MCp,
the chain for the divided model. We examine MC 'y, because it is related to MC [y and because, as we
shall sce later, the stationary distribution for MCDZ is casy to determine since there is a simple geometric
relationship among the probabilities of the various states. We use the notation pDZ(i,j) to rcfer to the

probability of a transition to statc j given that the chain is in state /. If « is such that aIN =25+

750100 then
ppaid) = .75a(j-100)(1—_t—7/v) for 100< i <199-7N and 100<j <99+ IN,
ppyii+INYy =125 for i >100,
P (i i-100+IN) = 75 for i >200-IN,

and

ppyij)=10 otherwise .
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Fig. 16. MCpy)
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(59
The stationary distribution PDzS for thc Markov chain MCDZ is the distribution such that PDZS(i),

the probability that the chain is in state i, is given by the equation

Ppis(i) =2 ;5100 Pp2U.DPpos (). (60)

The transitions of the chain MCDZ arc simitar to thosc of the chain MCD[ . Many of the possible
transitions of MC ), have the same probabilities as the corresponding transitions of MCp;. In
particular,

pp i i+INY=pp,(i,i+IN) =125 for ¢ >100
and
ppr (i i-100+1IN) = pp,(i,i-100+IN) =75 for i 2200-IN .
(61)

The transitions of MC )5 from i to j where 100 < i < 199-/N and 100 < j <99+ /N differ from the
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corresponding transitions of MCpy . But, forany 7 such that 100 < 7 < 199-/V,

X2 100t099+ /N P20 = 221001099+ (v Ppi (i) =(T5). (62)

We show that any stationary distribution 1’[)/9 for the chain MCI)I is related to the stationary

distribution 1)D2S for the chain MCDZ'

Proposition.

Zi=100t0 j+IN-1 Ppas(D) 2 X =10010 j Ppis(i) (63)
and

Zi=100t0 j +N-1 Ppis(D 2 2i=10010 j Pp2s (D) 64)

Proof, This can be scen by comparing the operation of the two chains during a long period of time. For
the pumbsc of discussion, we define [’,)1 (¢, i) to be the probability that chain MCDI is in state { at
time t. We define PI)Z(” i} to be the probability that chain MCDZ is in state [ at time £. We assume
that for all i>100, Pjy, (1, i) is equal to Py, (1, i) and is also equal to Pp,¢ (i) where Py ¢ is the

given stationary distribution for the chain ACpy; .

We show a relationship between Py, and Py, that exists for all . Using this, we show a similar
relationship between Py, ¢, the given stationary distribution for the chain MCp;, and Ppyq, the

stationary distribution for the chain MCDZ'

In particular, we show by induction on ¢ that for all ¢>0 and j>100

Zi=100t0 j+/N-1 "2 D2 Z 10010 j Ppr (6 D) (63)

and

2210010 j+IN-L DI D2 2 20010 7 P2t D). (66)

Clearly, these relations hold for ¢ =1, We show the case for £>1 by considering the transitions of cach

chain. From the transitions of the chain A/Cpy,, it can be shown that for > and j 2100 that
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Zi=100w Portt D
S B2 =100 w0 199-1v Lot
B2 100w N LoD
+T5E 220018 1o j+100- /8 Pl D) (67)
or
=100t Ppitt D)
<32 210010 j+100-18 Ppr (L)
+ 253 _ 10010 j-iN Ppr(L D), (68)
and that
2 =100t j+IN-1 Ppr (6 1) |
=12 210010 199-18 Pps (L )
BT 10010 j-1 Por (LD
+ 5% 2200-N 10 j+99 PprL D) (69)
or
2i=100t0 j+/N-1 Ppr (D)
= D32 =100t j+99 PprCL D)
+ 255 210010 j-1 Pps L D). (70)

Similarly, from the transitions of the chain MCD2 it can be shown for >0 and j > 100 that

Zi-100t0j Pp2lts D)
<3 =100t0 j+100-28 Pp2(th D)
+ 252 21000 j-IN Ppotth D). b

and that
2i=100t0 j+/N-1 Pp2tts D)
= D32 210010 j+99 Pp2tL D)
+25% ;10000 j-1 Pl ). (72)

Thus, given the hypothesis of induction we can conclude that the desired relations, (65) and (66), hold for
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1>1. As a result, we can conclude that the desired re* ticis hold for all £>0. In other words, for 130 and
J 2100
=100t +IN-1 P2t D) 2 2210010 5 Pprlte D) (73)
and
(74)

22100t j+IN-1 Pprt D) 2 X o000 5 Ppalts D).

Since I’DI(I. i) cquals PD/S(:') for >0 where PDIS is the stationary distribution chosen
above for the chain MCpy, and since in the limit as ¢ gocs 1o infinity Pp,(t, i)gocsto Pp)g (i) where

PD2S is the stationary distribution for the chain MC1)2’ we can conclude that

2 =100t j+iN-1 Ppas(D) 2 Z =100t j Ppis(D) (75)
and '
Zi2100t0 j+IN-1 TD1s() Z Zi 210010 j Ppas(D- (76

This ends the discussion of the proposition. I

We can relate any stationary distribution PDS for MCpy, the chain for the divided model, to the

stationary distribution PD2S for the chain MCDZ'

Proposition.

Zi=100t0 j+N-1 UN/TIPpyg(i) 2 2y j Pps(D) - forj2100 an
and

22100t j+IN-1 Pps (D) 2 T 10010 j UN/TWPp,g(i)  for j2100. (78)

Proof. From (58), we know that for any stationary distribution P DS for AMC D there exists a stationary

distribution £y, ¢ for the chain MCpy; such that for i 2100

. 1 .
Pps(i) =5 =~ Ppg(i). (79)
brs Zj>100 Pps (D03

Since the long term average rate of packets out of a buffer of the divided model must cqual the rate in,

IS(E ;> 100 Ppg (i) = IN/100. Thus,
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Pps () =UNTIHP (1) for i >100. (80)
Given the relationship between any stationary distribution for Ay, and the stationary distribution for

MC[)Z* we can conclude that

2i=100t0 j+IN-1 UN/TIPppg(D) 2 2 =10010 j Ppg() forj2100 (81)
and
Zi=100t0 j+IN-1 Pps(D) 2 2 j=10010 j IN/T)Ppyg(i) — for j2100. (82)

This ends the discussion of the proposition. 1

The stationary distribution for the chain MCpy, can be easily obtained. The equilibrium equations

for MCDZ are

Ppas () = 158, (1 +100-IN) + '75“(i_100)(1_Z7N X2 =100 to 199-N Lp2as ()
| for 100 i <99+ 1IN
and
Ppys(i) =05P,¢ (i +100-IN) + 25P 50 (i-IN) for i >100+IN
(83)
where
Kall
and a is the root in this range of the equation
o'V = 25 + 754100,
From the cquilibrium equations, it can be shown that
Ppg(iy=al1®p  0100)  for i>100. (84)
Since X i>100 PDQS( i) = 1, we can conclude that
Pp,¢(100) = (1-a). (85)
Thus,

Ppag(i)=a101q) for i>100. (86)
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From (86). the solution for the stationary distribution I)I)ZS for the chain 11/(‘1)2, and (81) and

(82). the relations between 1’,))3. and any stationary distribution I)I)S' for the chain of the divided

modcl, we can conclude that ‘

Ao/ 1O INYGN 715) > 30 g4 Ppg (D) for j2100 (87)
and

% 210010 j 4 IN-1 P () = (- NN 775)  for ;2100 (88)
where

Kall
and

a[N =25+ .75a100.
2.2.3.4 Interaction of Stages

In the following paragraphs, we examine the intcraction of routers of different stages. In the
previous paragraphs, we examined the effect of conflict at onc router when conflict at all other routers
was ignored, and we examined the effect of conflict in a given stage of routers when conflict in all other
stages was ignored. Now we consider the effect of the intcraction of routers in various stages of the

network.
The discussion has two parts.

In the first part, we consider all the routers along a given path through the network, The diffusion
of packet flow that occurs along such a path due to the interaction of routers of the path seems to be one
of the primary factors constraining the overall network throughput. We cxamine the interaction of
routers along a path by ignoring conflict at routers that are not on the path. As we shall see, the
interaction of routers along an infinitely long path still allows a nonzero flow into the path. Since this

type of interaction between stages represents the strongest constraint on overall network throughput that
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we find, our study of such interaction suggests that the normalized throughput of the indirect n-cube

network approaches a nonzero asymptote as the size of the network goes w infinity.

In the sccond part of the discussion, we consider the interaction of routers in a tree of the network.
The interaction among such routers can be quite complex. We examine one particular type of interaction.
While this interaction does not scem to have an important effect on the overall throughput of the
network, it may causc a few of the routers connected to the network inputs to be slow for a long period of

time.
Interaction of Routers Along a Network Path

We study the flow of packets along a typical path of the indirect n-cube network using the model
shown in Figurc 17. The model represents a path through the network. The model allows us to study the
cffect of conflict at routers along the path in the absence of conflict at other routers. We first describe the

modcl, then we analyze it using simulation,
Model of a Network Path

The model reflects the interaction of the routers along a path of the indirect n-cubc network. The
model ignores the interaction in the network between a router on the path and any router not on the path.
The model contains a scquence of 2-input 2-output nodes. ‘The nodes of the modet represent the routers
along the network path. As shown in Figure 17, the first output of each node of the model, except the last
node, is connected to the first input of the next node. The sccond output of cach node is connected to a
perfect sink. The sccond input of cach node is connected to a probabilistic source. The first input of the
first node is connected to a probabilistic source. The first output of the last node is connected to a perfect
sink. The connections of the second input and second output of each node represent the connections of

the corresponding router of the network to routers not on the path. The probabilistic source connected to
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Fig. 17. Model of a Network Path
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the second input of the node provides a steady flow of packets into the node. The rate of flow can be
adjusted to cqual the average flow into the corresponding input of the corresponding router. The perfect

sink connected to the sccend output can not block. Thus, congestion in the model can be caused only by
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conflict in the nodes and represents the congestion along the network path due to conflict in the routers

of the path,

Fach node of the model has a buffer on cach of its inputs. ‘The buffer on the first input has size B.
The size of the buffer on the second input is several times B. The long buffer of the sccond input ensures

that short term variations of the node do not affect the probabilistic source connected to the input.

The operation of each node of the model is similar to the operation of a router in the indirect
n-cube network. Each packet entering the node is assigned a one bit tag which determincs its route
through the node. The tag is randomly selected with zero and onc being cqually likely. If the tag is zero,
the packet must leave on the first output of the node. If the tag is one, the packet must Icave on the
second output of the node. In cach unit of time, thc‘ node attempts to transfer a packet from cach of its
input buffers. For cach input buffer, the node attempts to transfer the first packet, the packet that
entered the buffer first, to the output that corresponds to its tag. The packet is transferred if the buffer
connccted to the desired output is not full, and if there is no conflict from the other input buffer or if the
packet wins the arbitration of the conflict. In the case of conflict, the node randomly selects a packet to
transfer. The two possible choices are equally likely. The node will transfer at most one packet from cach

of the input bufters in a unit of time.

The probabilistic sources and perfect sinks used in this model are similar to the corresponding
devices used in the previous paragraphs. The probabilistic sources produce packets. If the input buffer
connccted to a probabilistic source is not full at the beginning of a time unit then with some probability
the probabilistic source places an additional packet in the buffer. The probabilistic source connected to
the first input of the first node generates packets with probability /N. The probabilistic sources
connected to the sccond inputs of the nodes generate packets with probability S7. The perfect sinks

never block and accept packets at whatever rate they are presented.



Simudation of the Model

We use simulation of the model to study the effect of conflict in a randomly selected network path
on the rate at which packets can enter the first router of the path.  In this scction, we describe the
simulation of the model, discuss the implications of the simulation results, and compare the simulation

results for the model to simulation results for the complete indirect n-cube network.

We run the simulation in such a way that we can use the results of the simulation to draw
conclusions about the limit that conflict in a randomly selected network path places on the rate at which
packets can enter the first router of the path. In the model, we sct /V to 1. We examine the rate at which
packets enter the first input of the first node as a function ofythc value of S7. We find a valuc such that
when ST is sct to the value, the rate at which packets enter the first input of the first nodc is also equal to
the value. We refer to this value as the maximum input rate for the model. The maximum input rate for
the modcl in some sense represents the limit that conflict in a randomly selected network path places on
the rate at which packets can enter the first router of the path, if conflict clsewhere in the network is

ignored and if it is assumed that cach network input receives the same input rate.

We have simulated the modet for several values of B and for several path lengths. The maximum
input rate for cach casc is shown in Table I[. It should be noted that the valucs listed arc percentages and

that only values with whole percentage points were used in the simulation.

The model suggests that the cffect of conflict in a randomly sclected path increases with the length
of the path. The maximum input rate for the model decreases as the length of the model increases. Each
node can block all carlier nodes. Nodes at the beginning of a long path can be blocked by any of the later
nodes. Thus, the maximum input rate for the model of a long path is less than the maximum input rate

for the model of a short path,
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Table II. Simulation of the Model of a Network Path

B =5 length  maximum input rate
128 59
64 60
32 61
16 63
8 64
4 67
2 71

B=3 128 50

64 51
32 54
16 56
8 59

However, the model suggests that for very long paths the effect of conflict increases very slowly
with path length. The chance in the medel of a long path that all of the buffers between a late node and
an carly nodc are full is small. The chance that a conflict in the late node blocks the carly node is small.
While we will not discuss this issuc in detail, we expect that the maximum input rate for the model
approaches a nonzero asymptote as the length of the model goes to infinity, As is shown in Table II,
128-node models were simulated. We expect that the maximum input rates for the 128-node models are

close to the maximum input rates for infinite length models.

The limit of the input rate of a randomly sclected network path implies a limit on the overall
throughput of a network. Clearly, we do not expect the total throughput of a network to be greater than
the width of the network times the maximum input rate of a randomly sclected network path. For most
networks, this limit is stronger than any of the other Hmits studied so far. For cxample, this limit is
usually stronger than the limit placed by the slowest router in the last stage when conflict in other stages is

ignored. However, it is important to note that this limit does not rule out high throughput for very large
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networks. The ratio of this limit to the number of network inputs approaches a nonzero asymptote as the

size of the network goes to infinity.

We have not found any factors that place a significantly stronger constraint on network throughput
than the interaction of routers along network paths discussed in the previous paragraphs. This suggests
that the normalized throughput, throughput divided by the number of network inputs, of the indirect

n-cube network approaches a nonzero asymptote as the size of the network goes to infinity.

For comparison, complete indirect n-cube networks were siinulated. The results are shown in Table
[11. While the sitnulation results do not clearly indicate the normalized throughput of networks of infinite
size, the normalized throughputs of the networks simulated are cqnsistent with the rgsults of the model
above since the normalized throughput of each complete network is less but not drastically less than the

normalized throughput of the corresponding model.
Interaction of Routers in a Tree

In the following paragraphs, we consider the interaction of routers in a tree of routers in an indirect
n-cube network. The interaction among such routers can be quite complex. We examine onc particular

type of interaction and its effect on the behavior of the network. While this intcraction does not scem to

Table III. Complete Network Simulation

B=5
d 1 2 3 4 5 6 7 8 9 10 11
N 2 4 8 16 32 128 64 256 512 1024 2048

normalized 749 681 643 617 598 583 571 562 553 548 542
throughput
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have an important cffect on the overall throughput of the network, this interaction may cause a few of the

routers connected to the network inpults to be slow for a long period of time.

The cffect of this interaction is important in networks of modest size, networks with less than 10
stages. As was mentioned above, this interaction may cause a few of the network inputs o be slow for a
long period of time. We develop a model for this interaction, use the model to estimate its cffect, and
check our estimate by simulating the whole network. Qur model suggests that if this type of intcraction
occurred in arbitrarily large trees, its effect would asymptotically grow as the square of the depth of the
network. In fact, this interaction only occurs in trees of modcst size, but it is strong enough to cause the
input rate for the slowest input of a nctwork with cight or nine stages to be less than half the expected

input rate for a randomly sclected input for a period of forty units of time.

The type of interaction discussed in the previous paragraph is less important in very large networks,
networks whose depths are much greater than 10 stages. Since that typc of interaction docs not occur in
very large trees, other factors become more important for very large networks. We briefly consider one of
these factors. For very large networks, as we shall see, this factor implics that the slowest input router
requires greater than cgn/(logy n) time to accept 38 packets where cq is a constant, B is the buffer size,

and n is the depth of the network.
Trees in Networks of Modest Size

In a network of modest size, we examine a particular intcraction of routers in a d-stage tree whose
leaves are connected to the network inputs, We sclect a router of the n-d th stage from the final stage of
the network where n is the depth of the network. We refer to this router as the root router of the tree.
We consider the tree composed of the root router and all of the routers that can direct packets to that
router as shown in Figure 18. We refer to the routers of the tree in the d-1 st stage from the root router as

the Teaf routers of the tree. Below, we study the time required by the slowest leaf router to accept ¢ B2
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Fig. 18. d-Stage Tree in a n-Stage Network
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packets where B is the size of the input bufters of the routers and 1 is a constant. We do this using a
model of the tree. We introduce the model and analyze it in order to estimate the time required for the
slowest leaf router of the model to accept cle packets. We use simulation to comparc our estimate to

the performance of the model and to compare our estimate to the performance of the d-stage tree.

We assume that conflict in other parts of the nctwork affects the tree only at the root router. It
scems likely that the Ieaf routers accept packets more quickly with this assumption than without it. Thus,
we make this assumption in order to estimate an upper bound on the rate at which the slowest leaf router

accepts packets.
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We assume that the links connected to the outputs of the root router accept packets very slowly.
We assume that the inputs of the network arc connected to perfect sources that supply packets as quickly
as they can be accepted. We assume that n, the depth of the network, is no more than 10. We assume
that the rate at which packets can be accepted from the outputs of the root router is limited by conflict in

the later stages of the network and is fess than the rate at which the root router can supply packets.

We are interested in the behavior of the tree after the network has been in operation for some
period of time. We randomly choose a point in time after the network has been in operation for a long
time. We examinc the duration of the shortest period beyond that point such that during the period each
leaf router of the d-stage tree of the network accepts cle packets where B is the size of the input

buffers of the routers and 9] is a constant.
Model of a d -stage Tree

In order to cstimate the duration of this period, we study the model of a d-stage tree shown in
Figure 19. The characteristics of the model correspond for the most part to the assumptions tha't we made
above. The characteristics of the model are such that it scems reasonable to assume that the model will
lcad to a lower bound on the duration of the period. We refer to the modet as the 4 -stage special tree or

simply the d-stage special.

The d-stage special is composed of routers, probabilistic sinks, perfect sinks, and perfect sources as
shown in Figure 19. The routers opcerate in a manner similar to that of the routers of the network. Both
of the outputs of the root router arc connected to probabilistic sinks. Each probabilistic sink has an input
buffer of size B. If the input buffer of a probabilistic sink is not cmpty at the beginning of a time unit
then with probability ¢, the sink removes a packet from the buffer where ¢y is a small constant. Each
router of the tree except the root has onc output connected to another router of the tree and onc output

connected to a perfect sink. We refer to the routers of the tree in the -1 st stage from the root router as
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Fig. 19. d-Stage Special
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the leaf routers of the tree. The inputs of the leaf routers are connected to perfect sources that produce

packets as quickly as they can be accepted.
Analysis of the Model

We examine the behavior of the d-stage special after it has been in operation for some period of
time. We randomly choose a point in time after the d-stage special has been in operation for a long

period. We examine the behavior of the d -stage special after that point.
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We are interested in the time required after the selected point for the slowest leaf router to aceept a
total of ] 132 packets. For the purpose of discussion, we refer to this time as the slowest leaf router
acceptance time, T ;. As before, we use the notation I'[x } to refer to the expected value of x. Below, we
estimate a lower bound on I:‘[Td]. We refer to this estimate as esle. We develop a recursive definition
for estT ;. The definition is given in cquations 99-101. For large d, as we shall sce, estT ; grows as the
square of d. We arc primarily interested in estT' for d < 10 since we cxpect the type of interaction
modcled by the d-stage special to occur only in trees of depth < 10. As is shown below in Table IV,

estT ; grows rapidly cven for d in this range.

In order to make the desired estimate of E[Td], the expected value of the slowest leaf router
acceptance time, we consider the behavior of one router from cach stage. In cach stage, we select the
router that accepts thie smallest nuniber of packets w ihe 7 4 unit pedod during which the siowest icaf
router accepts cle packets. For 0 < i <d, we refer to the selected router of the / th stage from the
root router as the ¢ th intermediate. For 0 < i < d, we define numbpackelsé to be the number of
packets accepted by the i th intermediate in the T ; period. In order to estimatc /¢ [numbpackezs?]], the
expected value of numbpacketsg, we consider E[numbpackets (5-1] - ['lnumbpackets 5] for each value of
i such that 0 < i < d and we make use of the fact that E[numbpacketsg'l] is equal by definition to ¢ B 2
We usc I:'[numbpackelsg], the expected number of packets accepted during the period by the root
router, to cstimate £ [T (1]’ the expected length of the period. We argue that E[munbpacketsg] is big and

then assuming that it is big we argue that E[Td] is big.

For cach valuc of ¢ such that 0 < ¢ < d, we estimate F [numbpackets é'l] - Elnumbpackets (s], the
difference between the expected number of packets accepted by the /-1 st intermediate and the expected
number of packets accepied by the i th intermediate, by considering the 7-1 st intermediate and the two
routers connected to its inputs as shown in Figurc 20. For the purpose of discussion, we refer to the

routers connected to the inputs of the /-1 st intermediate as the inpur routers. We consider the operation
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Fig. 20. -1 st Intermediate and input Routers
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of these componceats in the Td unit period after the selected point in time.

The packet tags examined by cach of the input routers correspond to a Bernoulli process and the
packet tags examined by onc of the input routers are independent of the packet tags examined by the
other input router, and we usc these facts in the following paragraphs to cstimate a lower bound on
I [numbpackets ‘{,'1] - E[numbpackctsé]. We argue that during the period one input router is likely to
receive a larger fraction of packets labeled for the -1 st intermediate than the other input router receives.
We then argue that during the period one of the input routers is likely to accept a smatller total number of
packets than the other input router accepts. Since the number of packets accepted during the period by
the i th intermediate can be no more than the number accepted by the slower input router of the -1 st
intcrmediate, we estimate a lower bound on F [mumbpackets 5'1] - [ [numbpackets (Q] by estimating the
difference between I {numbpackets (9'1] and the expected number of packets accepted during the period

by the slower input router of the -1 st intermediate.



For the purpose of discussion, we define some notation. We arbitrarily order the input routers,
Fork = land & = 2, we refer to the following quantities,
PA . the number of packets accepted during the period by the & th input router,
Tra ., the number of packets accepted during the period by the &4 th input router that are tagged
for the /-1 st intermediate,
TPO ., the number of packets output during the period by the k th input router that arc tagged for
the /-1 st intermediate,
MPA, the minimum of A4 1 and PA %
TPA’,, the number of packets that arc in the first M{PA packets accepted by the & th input router
and that are tagged for the /-1 st intermediate,
Fi TPA, / PAy,
and
s TPA ) / MPA.
We also define kmaxtpa to be equal to one if TPA’| is greater than or cqual to 7PA’y and we define

kmaxtpa to be equal to two otherwise.,

About half of the packets accepted during the period by an input router are tagged for the -1 st
intermediate. The tag of cach packet is independent of the tags on other packets. Thus, the tags on the
packets accepted by the router can be considered to correspond to a Bernoulli process. The chance that a
packet accepted by the router is tagged for the -1 st intermediate is (.5). Thus for k = Land &k = 2,
L[TPA "k 1. the expected number of packets that arc in the first MPA packets accepted by the & th input

router and that are tagged for the i-1 st intcrmediate, is equal to (1/2)E[AM PA),

However, since there are two input routers and since the tags on packets received by the two input
routers correspond to two independent Bernoulli processcs,

EITPA pypaipal > VDEIMPAT + cy(E[MPA pi/2 (89)
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for some constant €3

Thus, K[TPA /(nmxlpu]‘ the expected .number of packets accepted during the period by the
kmaxtpa th input router that are tagged for the -1 st intermediate, is greater than
(IUDEMPA] + ey(E[MPANY? + (1/2)E [P A kmaxipa ~ MPAT. (90)
Assuming small deviations from the means, we assumc that F[fkmaxlpa]’ the expected value of
/PA kmaxtpa® is greater than
N cy(EIMPADY?
LpaA kmaxlpa]
for some constant ¢;. We assume that /[P A kmaxtpa] -E[MPA|K E[PA kmaxlpa] and that as a result
‘s
- 172
(E[P4 kmaxtpa D

A kmaxtpa

oD

1>1/2 + for some constant cg. Thus, we assume that

Elf kmaxtpa

B e 112 4 & 92)
e (£1TPA kmaxtpa DI/Z

for somc constant ¢

To simplify the discussion, we assume that the input buffers of the 7-1 st intermediate remain non
empty during the period. The motivation for this assumption can be scen by examining the operation of
the tree during the period. We assumed carlier that the links connected to the outputs of the root router
of the trec accept packets very slowly. Thus, we assume that the root router accepts packets very slowly.
We expect the i-1 st intermediate to accept packets no more quickly than the root router since the /-1 st
intermediate is the slowest router of the /-1 st stage from the root. 'Thus, we assume that the input
routers can supply packets quickly cnough that the input buffers of the -1 st intermediate remain non

cmpty.

Since we have assumed that the input buffers of the /-1 st intermediate remain non empty during
the period, the number of packets removed from cach of the input buffers of the /-1 st intermediate
during the period is independent of the tag bits examined by the input routers and is thus independent of

kmaxitpa ., and these facts can be used to bound /[TPO kmaxipa ]. the expected number of packets
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output during the period by the kmaxipa th input router that are tagged for the /-1 stintermediate. The
expected number of packets removed during the period from the Amaxipa th input buffer of the -1 st
intermediate is (l/2)/:'[nzunbpu(-kv/s(9']]. However, the number of packets in the Amaxipa th input
buffer of the /-1 st intermediate at the end of the period may depend on the tag bits examined by the
kmaxtpa th input router during the period. Thus, the following relation holds for 1/[TPO kmaxipa 1.

1 < (0 72)E [numbpackets L§'1]+ . (93)

(1/2)/:'[numbpackets(’1'1]-/3 < I[rPo kmaxtpa

Based on the arguments of the previous paragraphs, we estimatc a lower bound on
l,z'[numbpackcts(ﬁfll - /:‘[numbpackctsé], the difference between the expected number of packets
accepted during the period by the i-1 st intermediate and the expected number of packets accepted
during the period by the i th intermediate. Clearly, E[TPA kmaxtpa ], the expected number of packets
accepted during the period by the Amaaipu i inpui 1outer and tagged for tie (-1 st intennediate, is iess

than or equal to E[TPO knulepal + 2B8. From (93) and (92), we have F{TPO kmaxlpa] <
6
(r{rea kmaxipa
PA ] = FITEA pyngseipal
knzaxtpa E[f km([)([pdl

(1/2)[',‘[numbpackcls(9'1]+B and E[fkmaxlpa] > 172 + Assuining small

])1/2 )

deviations from the means, we assume that /] . Thus, we conclude

that
EiTPA kmaxt ]
g pa
ElPA km(u(lpal< c , %4)
1/24——0 ¥
(£(TP4 kmaxtpa D
- (1/2)E [mumbpackets 7 11+38
E1PA kmax/p(z]< ¢ : 95
172+ b —
((1/2)1',‘[numbpackelsclj 1+38)
o I7 [numbpackets b 1]
3B - 0 d
1 (/217 [numbpackets (’1' l]+3/3 )1/2
EPA avipal € I:'[numbpacke!s(’] ]+ ; . (96)
P 172+ 5

(1/2)E [numbpackets al' I 1+38) 172
and
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L[P | < Emumbpackets (9- l [FeqCE [numbpackets ([[ 1 D 172 C2))]

A kmaxtpa
for some positive constant ¢9. Clearly, 1:'[numbpack<’/.s‘(1]]‘ the expected number of packets accepted

during the period by the 7 th intermediate, is no greater than the expected number of packets accepted

during the period by the slower input router (the slower of the two routers connected to the inputs of the

i-1 st intermediate) and thus is no greater than [[PA knmxfpa]' Thus, F[numbpackets c’;fl] -
Enumbpackets (’}] > c—/(l:'[numbpacketsé'l])l/z. Since I {numbpackets c'l..'l] > l:’[numb/)ac'kelsé],
A [numbpacketsé'll - E[numbpackets(g] > c7(12'[numbpackels(5])1/2 . (98)

Bascd on the arguments of the previous paragraphs, wc estimate a lower bound on
E[numbpackets (’;], the expected number of packets accepted during the period by the ¢ th intermediate.
We usc the notation estnpkts (9 to refer to the estimate for a lower bound on E[numbpackets é]. We
define estnpkts (‘1 recursively. The basis comes from the fact that, by the definition of the period,
b'[izumbpackelsg-l] is equal to 1B 2 'I'he recursive step comes from the discussion of the previous
paragraphs. Thus, we define

estnpkis 471 = ¢, B? (99)
and for0< i < d,

1

estnpkts (li = eslnpktsé + 07(0smpklsé)1/2. (100)

For very large valucs of d, estnpk/sg grows roughly as the square of d; we are primarily interested
in values of ¢ less than 10, but eslnpkls?, also grows rapidly for 4 in this range. Bcelow, we assume
example valucs for ¢y, ¢7, and B, and compute estnpk(sg. for values of d less than 10. The results are

listed in Table IV.

We usc eslnpklsg to cstimate a lower bound on E[Td]. the expected value of the slowest leaf
router acceptance time. Since the zeroth intermediate, the root router, is cxpected to accept

1:'[numbpackcrs8] packets during the period, we assume that it is expected to output greater than
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(172X I:'[numbpackpl.y91] + c-8(lt'[/1umbpuckcls91])1/2) packets on one of its outputs during the period for
some constant cg. We assume that it takes (1/2)(1/('2)( Iz'[numbpackv/sgl + ('8(It'[uumbpuckcls‘3])1/2)
time for the probabilistic sink connected to that output to accept the packets where ¢y is the parameter of
the probabilistic sink. We use the notation estT" 4 to refer to the estimate for a lower bound on £ [T 4]

We define

estT 4 = (1/2)(1/62)(esmpl<lsg + c8(eslnpklsg)1/2). (101)

As we shall see in the cxample below, estT 4, our estimated lower bound on the time required for
the slowest leaf router to accept a total of ¢| B 2 packets, grows rapidly with d. As wc shall see, estT 4 for

d cqual to nine may be several times the size of estT' ; for d equal to one.

Fyaluatinn of the Model

We use simulation to evaluate how well the behavior of a special tree corresponds to our estimates,
and how well the behavior of a tree in an indirect n-cube network of modest size corresponds to the
behavior of a special tree. As is discussed below, our simulations suggest that the time required by the
slowest leaf router of a d-stage special to accept clls’z packets grows at lcast as fast as estT 4 defined
above (101), and our simulations suggest that the slow leaf routers of a tree in an indirect n-cube network

of modest size arc at Icast as slow as the slow lcaf routers of a special tree of corresponding size.

We simulated special trees of various depths and examined the slowest Ieaf router of cach tree in
order to compare its behavior to our estimates. In the simulation, the size of the buffers, 8, was cqual to
five. ¢5. the parameter of the probabilistic sinks, was set to (.35). A simulation run was made for cach
tree depth. Each simulation run was divided into many periods. Fach leaf router accepted more than 25
packets during cach period. For cach period of cach simulation run, the time required by the slowest Icaf
router to accept a total of 25 packets was measured. The average over all the periods of a simulation run

was computed. ‘I'he results of the simulation runs arc shown in ‘Table [V. For cach simulation run, the
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Table IV. Fyvaluation of estTd

d 1 2 3 4 S 6 7 8 9 10
T 4 from J6.3 458 SL.1 6L 795 885 941 112.2

simulation

estT 4 ' 4.1 470 532 598 668 743 8.1 903 990
estnpktsé 250 288 329 372 419 468 520 575 632 693

— 2_ - - .
B =5 ¢ B=125, ¢7=.76, cy=.35, cg=-76

average time for the slowest leaf router and the depth of the tree, d, are listed.

- . . A . . L ) 0 .

For compatisun with the special uce simulition results, we computed estf y ana estmpkis g 10t
various values of . We assumed that ¢ was cqual to cg and that cg was cqual to (.76) and we assumed
that eslnpktsf}"1 was cqual to 25. The computed values are listed in Table [V. The simulation results

scem to grow at least as fast as estTd.

We simulated complete indirect n-cube networks of modest size in order to compare their slow
input routers to the slow leaf routers of special trees. Networks with bufters of size one, two, and five
were simulated. In the simulation, the outputs of the networks were connected to perfect sinks. A
simulation run was made for cach combination of network depth and buffer size. For cach buffer size, B,
a value of c] was selected.  Each simulation run was divided into many periods such that cach input
router accepted more that ¢; B2 packets in cach period. For cach period of cach simulation run, the time
requircd by the slowest input router to accept a total of ¢y B 2 packcts was measurced. The average over all

the periods of a simulation run was computed. The results of the simulation runs are shown in Table V.

For comparison with the complete networks, we performed additional simulation of special trees.

We simulated special trees with the same buffer sizes as the complete networks. We simulated a special
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Table V. Evaluation of the Special Tree Model

28.0

07

20

10.9

334
24

43
214

350
.36

.58
253

43.1

.05

18

28.5

(98]
0
]

41
24.6

42.4
29

S7
259

472

04

A7

36.0

29.5

50.6
25

.56
30.3

n=d+4= 1 2 3 4 5
d= 1
B=
o B%=
T slow 4.6 7.1 13.1 15.1 22.6
2
A B/QT .y g0w) 43 28 A5 A3 09
IR, /12" 38 31 26 23 21
Tsps/ow 9.1
(C2 = 23)
B=2
¢ B2=16
T nsiow 1.5 144 19.1 22.8 303
Y
A B/QTg0w) 76 .56 42 35 26
IR, /2" 74 62 54 49 46
Tspslow 16.1
(cy=.23)
B =5
¢ B2=15
T nslow 28.7 317
2
CLB /(ZTCHS[OW) 44 .39
IR, /2" 62 60
Tspslow 19.1
(C2 = 23)
where Tcnslow is the time required by the slowest input router of an indirect n-cube network
to accept a total ofclB 2 packets
IR, is the average total input rate of an indirect n-cube network
and T is the time required by the slowest leaf router of a d -stage special

spslow

to accept a total of B 2 packets
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tree for cach combination of depth and buffer size. For cach special tree simulated. if ¢ was the depth of
the special then we set the parameters of the special to correspond to the parameters of a (o +4)-stage
network with the same buffer size and with its outputs connected to perfect sinks. We did this in order to
evaluate how well the d-stage special represented & -stage trees in the first  stages of a (d +4)-stage
network as shown in Figure 21. As was discussed carlier, the behavior of a special tree is intended to
represent the behavior of a tree in the first stages of a complete network.  We chose to compare the
d-stage special to d-stage trees of a (d +4)-stage complete network. While the exact choice of d +4 was
not critical, it was important to consider a network that corresponded to the assumptions of the special

trees. In particular, it was important to consider a network large cnough that the rate at which packets

Fig. 21. d-Stage Tree in a (d +4)-Stage Network

d | |d+4




- 80 -

were accepted from the roots of the o -stage trees in the first  stages of the network was low. The value
of ¢y used for the special was equal to the valuc of ¢ used for the complete network. The value of ¢y, the
parameter of the probabilistic sinks of the special, was selected to roughly correspond to the rate at which
packets could be accepted by an input of a router of the third from the last ’stagc of the complete network.
We estimated this rate by considering a four stage complete network with the same buffer size and with
its outputs connected to perfect sinks, and by measuring the average rate at which its inputs could accept
packets. A simulation run was made for each special tree. Fach simulation run was divided into many
periods such that if B was the buffer size, cach leaf router accepted more than cle packets in cach
period. For cach period of cach simulation run, the time required by the slowest leaf router to accept a
total of ¢ B 2 packets was measured. The average over all the periods of a simulation run was computed.
The results are listed in Table V. The simulation results for the special trees do not scem to grow any

faster than the simulation results for the corresponding complete networks.

Table V «lso lists simulation results that can be used to compare the input rate of the slowest input
router of an indirect n-cube network to the total input rate of the network. For each simulation run, the
tablc lists cle divided by twice the average, over all of the periods of the run, of the time required by
the slowest input router to accept clb’2 packets. This quoticnt gives an indication of the ratc at which the
stowest input router accepts packets on each of its inputs. For each simulation run, the table also lists the
average total input rate of the indirect n-cube network divided by the number of network inputs. These
results suggest that the input rate of the slowest input of an indirect n-cube network can be scveral times

slower than the expected input rate of a randomly selected input.
Trees in Very Large Networks

In very large indircct n-cube nctworks, n much larger than 10, the interaction between a large tree
and the rest of the network does not correspond to the assumptions that we made for modest trees in

modest networks, n less than 9. In a very large tree, as shown in Figure 22, conflict in the carlier stages of
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the tree causes routers in the fater stages to receive pa bets very stowly. The rate at which a router in one
of the later stages of the tree receives packets on its inputs is not likely to be larger than the rate at which
packets can be accepted from its outputs. The input buffers of such a router may often be empty. As a
result, the conclusions that we drew about the slow leaf routers of modest trees in modest networks do not
hold for the slow leaf routers of very large trees in very large networks. For @ much larger than 10, we do
not expect the slowest leaf router of a d -stage tree in an indirect n-cube network to require estTd time to
accept cle packets. We do not expect such a router to require time proportional to ¢12 to accept ¢} B2

packets and esle is proportional to (1’2.

However, the time required by the slowest input router of a very large network to accept a constant

number of packets is a function of the network’s depth. In particular, if the depth of the network is n, we

Fig. 22. d-Stage Tree
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cgn
expect the slowest input router of the network to require greater than o

time to accept 38 packets
g ) ( p ¥

for some constant C().

The motivation for this can be scen by considering the network and its operation. FFor the purpose

of discussion, we define

. 9N
K= B(logyn)’

We consider the routers in the (log, K)-1 st stage from the nctwork inputs. For the purpose of

(102)

discussion, we refer to the (logy K)-1 st stage from the network inputs as the selected stage. 'The nctwork
inputs can be divided into (N/K') groups with X inputs in each group such that the sct of routers of the
sclected stage that can receive packets from one group of inputs is disjoint from the sct of routers of the

sclected stage that can receive packets from any other group of inputs.

We consider the operation of the network after some randomly chosen point in time and argue that
cgh

with high probability at least onc of the inputs accepts less than cll)’z packets in a period OFEEE?-T) units
2

of time after the selected point. We define £ to be the chance that the first 33 K packets to arrive on a

group of inputs must pass on the same output of the same router of the sclected stage. Thus,

P = K(/K)¥BK (103)
PY>(/K)BBK (104)
and
(M)3 BK (Eﬂ’gz_n))3 BK
Cg Cg
P = : = . (105)
3BK N3G

We define P’ to be cqual to the chance that, for at least onc of the groups of inputs, the first 358 K packets
reccived by that group are tagged for the same output of the same router of the sclected stage. Thus,
P’ = 1-(1-P)NK (106)

Using the Taylor series for log,(1-P),
i . Np i
P = 1 NERXZ oy 001/DET) (107)
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P 1 (NP (108)
and

P = 1-¢ P (109)
where exp is equal to (N/K)P. Thus,

exp = (N/K)P

= (N1‘3C9)(w)3”’ Karky. (110)

[f ¢ is much less than 1/3 and N'is 19argc then there is a good chance that for at least one group of inputs,
all of the first 38 K packets received by that group are tagged for the same output of the same router of
the sclected stage. [n such a case, since only B(2K-2) packets can be buftered between that group of
inputs and the output of the router of the selected stage, the o'pcration of the router of the sclected stage
affects that group of inputs. Since there are K inputs in the group and since only one packet can be
transferred per unit time on the output of the router of the sclected stage, at least one of the inputs will

accept less than 3B packets in a period of B K units of time. In other words, at least onc of the inputs
an
(logy n)

will accept less than 38 packets in a period of units of time. Thus, if ¢| B is greater than three

cgn
then at least one of the inputs will accept less than ¢ B 2 packets in a period O‘FH(ng_ﬁS units of time.
2

2.3 Networks for Systems with Localized Communication

Many localized communication patterns can be supported with networks that are less complex than
the uniform communication networks described above. There are, of course, a wide varicty of localized
communication patterns. While we have not done extensive work on this topic, we describe in this
scction an obvious family of network structures that secem appropriate for some important localized

communication patterns.

[n the technologics of this chapter, there is a large class of systems such that cach system can be

supported by a network that has a cost lincar in its number of inputs. Since we arc assuming in this
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chapter that all wires have the same cost independent of their length. the factors affecting the cost of a
network are simply the number and complexity of network nodes, and the number of interconnecting
wires. If cach source of packets in a given system generates packets for a number of destinations that is
less than ¢ where ¢ is some constant independent of the total number of sources then the communication
requirements of the system can be supported by a nctwork with a number of nodes and wires
proportional to the number of inputs. Such a nctwork can be constructed in the obvious way by
associating a node with cach input and a node with each output, and connecting each input node to the
output nodes that correspond to possible destinations for packets from that input. The total cost of such a
network is independent of the identity of the output nodes that must be connected to a given input node.

It is important to note that this will not be the casc in the technologices of the next chapter.

Cuc litcar cost neiwurk stiuctute is e grid suuciute, We consider a grid of two dimmensions as
shown in Figure 23, but grids of higher dimensions are also useful. Each node of the grid is connected to
the nodes adjacent to it. Each node is also connected to a network input and a network output. Clearly,
the cost of such a network is lincar in the number of network inputs. Such a network can obviously be
used in systems that support computations on grid structured data such that the computation on a given

grid element involves only the adjacent grid clements.

Another linear cost network structure is the tree structure. In such a structure, the nodes are
connected in a tree as shown in Figurc 24. The inputs and outputs of the network can be connected in at
least two possible ways. One way is to connect cach node of the network to a network input and a
network output. Another is to connect only the leaf nodes to the network inputs and outputs. In the
discussion below, we assume that cach node of the network is connected to a network input and a

nctwork output.

A tree network can be used to support applications, such as divide and conquer algorithms, that

requirc hicrarchical communication patterns. A tree network can simultancously support communication
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Iig. 23. Grid Structure

) K/V

K] N

L\ L - S
3 T T2

N~ N1 N

LY | Y |\

between the PC’s in cach pair of adjacent leaf PC’s. Thus, it can support a high total bandwidth for such
communication. But the network has half that bandwidth for supporting communication that must go
through the PC’s of the second stage from the lcaves. In general, if for some i the network has some
bandwidth for packets that must go through the i th stage then it has half that bandwidth for packets that
must go through the i+ 1st stage. Thus, the tree network can be used to support some systems that
require hierarchical communication. For example, the network can obviously be used in a tree structured
system where each module is the root of a subtree of modules that it controls and where cach module

requires the same communication bandwidth,
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Iig. 24. Tree Structure
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3. Design of Routing Networks Considering the Cost of Wires
3.1 Introduction

In this chapter, we examine the changes that will probably occur in integrated circuit technology in
the next five to ten years, and examine the design of routing networks assuming such changes. We refer

to the resulting technology as very large scale integration (VILSI).

In the next five to ten years, we expect several improvements in integrated circuit technology. We
expect a reduction in the width of wires and the size of transistors. The minimum width of wircs may
shrink to roughly l/(Z)V2 to 1/(2.4) of its present vatue. The area required at the end of this period to
implement a circuit may be 1/2 to 1/6 of the area required at present to implement the circuit. We
expect the speed of on-chip circuits to increase to roughly two to tour times their present speed. We also

expect that by the end of this period the use of multiple layers of mctal will be common.

While we expect features on a chip to become smaller and the complexity of on-chip circuits to

increase, we do not expect the overall physical size of the chips to increase drastically in this period.

The improvements in integrated circuit technology will allow a large number of network nodes to
be placed on a single chip. As a result, the wires interconnecting the nodes will be on-chip wires. Since
the chip arca required to implement an on-chip wire is proportional to its length, the length of wires in a

network subscction will be an important factor in the chip arca required to implement the subsection.

However, it appears that for the next five to ten years it will still be possible to drive cven very long
wires quickly by choosing drivers of the appropriate size. 'The capacitance to the substrate per square
micron of metal will increase as the thickness of the oxide layers decreases. We expect that the width of
wires will in general decrease and that the arca of a given length of wire will decrease. The combination

of increasing capacitance per unit arca and decreasing arca may cause the capacitance of a given length of
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wire to remain roughly constant. A long wire with a large capacitance can be driven quickly if a large
driver capable of driving a large amount of current is used. Presently, even a cross chip wire can be
driven in time comparable to the delay of about ten logic stages by using a transistor whose arca is a few
times that of a minimum size transistor, [t is not clear exactly how the arca required to implement a high
current transistor will change as technology changes. The current driving capacity of a transistor is
inversely proportional to the resistance of its channel. The transistor channel resistance for a particular
ratio of length to width may increase. But since the minimum channel length will decrease, the minimum
arca for a transistor with a certain current driving capacity may decrease. It scems likely that for the next
five to ten years it will still be possible to drive a very long wire in rcasonable time with a transistor that is

quite small in comparison to the arca of the wire,

1l tifs chapter, we fiist descrive a inoded of VIS thal we will faier use w study the area required w
implement network structures in VI.SI. We cxpect that the dominant compoenent of the total area
requircd to implement a network in VLSI will be the area required to implement its wirces. The features
of the wires of the model correspond to what we have assumed above will be the primary characteristics
of wires in VLSI. The wires of the model require an arca proportional to their length. They have no

propagation time. A signal can be asserted on a wire of the model in unit time.

We then examine in this model of technology the design of nctworks for uniform communication
applications. We cxamine in the VI.SI model the fundamental cost of a single chip network to support a
certain level of performance for uniform communication apptlications. Wc examine a few structurcs that
scem appropriate for implementing a single chip uniform communication network in VLLSI. These
structures include a crossbar structure, and an indirect n-cube structure. We discuss a technique for

interconncecting single chip networks to form larger networks.

We also bricfly examine networks for localized communication applications. We cxamine a few

example network structures and describe the communication patterns that they can support.
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3.2 VLSI Model

The model presented here is for the most part the model suggested by Thompson [25]. The items
implemented on the chip can be broken into two primary types, processing centers (PC's) and wires. All
processing occurs at the PC's. Transmission of information among the PC's is performed using the wires.

All switching functions are performed by the PC’s.

It should be noted that the concept of unit time that we use in the VLSI model is different from the
concept of unit time that we used in the previous chapter. In the previous chapter, a unit of time was the
time required to transfer a single packet on a link. [n the VL.ST model, a unit of time is the time required

to transfer a single bit of information on a wire.

Each wire interconnects some number of PC’s. A wire has unit width, and a signal (one bit of
information) may be asserted on the entire length of a wire in unit time. The model characterizes a wire
as a lumped capacitive and resistive load with a rise time but with no propagation time. The modct allows
multiple conacctions to a single wire. [t should be noted that the arca charged in the model for such
connections may be too small. ‘The primary rcason for this comes from the fact that the modcl assumes
that in a VLSI implementation the total arca required for all of the drivers of a wire is comparable to, or is
less than, the arca of a wire. In the case of a wire with only onc or t;vo drivers, the arca required to
implement the drivers would be quite small in comparison to the area of the wire. However, in the case
of a wire with a number of drivers proportional to its length, it is likely that the total arca required to
implement the drivers would be at least of the same order as the arca of the wire. Thus, this model can be
used to obtain lower bounds on the area required to implement a circuit, but the arca required for wire
drivers must be considered carefully in the actual implementation of any circuit requiring a large number

of connections to a single wire.
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Each PC (processing center) is connected to some number of wires. [n this model, we assume that a
PC is square and that the arca required o implement a PC is at least as great as 12 where s the number
of wites connected to the center. This area is of the same order as that required to construct a complete
cross point switch for switching among the wires. 1f a center does not need such a powerful switching
capability, it should be decomposed into smaller centers. We also assume that information can not pass

through a node in less than one unit of time.

We assume that cach picce of input data is available on-chip from a specialized input PC and that
cach picce of output data need only be delivered to an on-chip output PC. We have chosen to scparate
this model from the problem of getting information into and out of a chip. The input and output capacity
of VLSI chips depends critically on the technology used to package the chips. It is not presently clear
wihiichi tectinotugics will e used as the scale of lutegration increases, This topic deserves turther study as

the packaging technology advances.
3.3 Networks for Systems with Uniform Communication
3.3.1 Wire Cost

In this subscction, we investigate the wire arca required by single chip networks capable of high
performance in systems with uniform communication. In particular, we obtain for 1 > f >0 alower
bound on the area required in the VLST model by the wires of any single chip N-input N-output routing
network capable of supporting an average throughput of /N packets per unit time when its inputs are
connected to the uniform communication model sources and its outputs are connected to the non
blocking model receivers. For this study, each model source is assuincd to producc a ncw packet within
onc time unit of the network’s acceptance of the source’s previous packet. We assume that the label of
cach packet produced by a model sourcc is independently sclected, and that all of the possible destination

labels arc cqually likely.
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Proposition. For 1> £ >0, Q(f N)z) area is required in the VESI model to implement any single chip
N-input N-output routing nctwork capable of supporting an average throughput of N packets per unit
time when its inputs arc connected to the uniform communication model sources and its outputs are

connected to the non blocking model receivers,

Proof. To get the desired lower bound for routing nctworks, we use an approach similar to that used by
Thompson [25] for the discrete Fourier transform and by Abelson [1] for multiplication. 'This approach
uscs a concept called the minimum biscction width, which we will define in terms of the graph of a VLSI
circuit. For any circuit in our VL.S! model, the graph of the circuit is defined to be G = (V,E) where V
contains a vertex for each of the PC’s in the circuit, and E is the sct of all sets {x,y} such that x and y are
contained in V and a wire exists between the two PC's corrcspondirig to x and y. The minimum biscction
width of the circuit is defined to be the smallest & such that for some partition of V into Hy and Hy with
iyl < [HH] < |Hyl + 1, the deletion of b edges from E can disconnect Hy from H,. The minimum
biscction width of a subgraph is similarly defined. 1f U is a subsct of V for some graph G = (V,E), then
the minimal biscction width of U in G is defined to be the smallest b such that for some partition of U
into H; and H, with [H,] < |Hy| < [Hj| + 1, the deletion of b edges from E can disconnect H; from
H,. Thompson has shown that if the minimum biscction width of some subsct of the graph of a VLSI
circuit is b, then the arca required in the VLSI model for the circuit’s wires and PC's is greater than b 24,
Thus, if we can develop a lower bound on the minimum biscction width of any VLSI circuit capable of
performing a particular function in a given period of time, we can deduce a lower bound on the area

required by any such circuit.

A lower bound on the minimum biscction width of any single chip VLSI implementation of any
N-input N-output routing nctwork with the desired characteristics can be cstablished by examining the
communication needs of such a network. et us consider the graph, G = (V.E), of any such VI.SI

implementation. We assume that the VI.SI implementation has N input PC’s and N output PC's. We



assume that cach input PC can produce packets as fast as the network can accept them and cach output
PC can accept packets as fast as the network can present them. We will examine the case for even N. A
similar approach can be used for odd N by ignoring one input PC and one output PC. 1et O be the
subset of V corresponding to the N output PC’s, and T be the subset of V corresponding to the N input
PC’s. If the minimum bisection width of O in G is &, then there must be a set of & cdges whose removal
would cause one half of the vertices in O to be disconnected from the other half. T.et Oy and O, be the
two disconnected subscts of O that would result from the biscction where [Of] = |02|. Let I} be the set
of all vertices in I that would remain connected to any vertex in Ol after biscction, and 12 be the sct of all
vertices in [ that would remain connected to any vertex in 02. L and 12 must be disjoint since by
definition the bisection disconnects O and 0. It follows from our previous assuruption regarding the
average throughput of the network, that in some very long period ofduratioﬁ T the network must be able
to accept at least £ NT packets. ‘The characteristics of the model sources imply that the expected number
of packets reccived during such a period that must be routed ecither from inputs in [l to outputs in 02 or
from inputs in [, to outputs in O is greater than or cqual to £ NT /2. Since cach wire can transmit only
one bit per unit time, there must be at least f£N/2 wires corresponding to the edges in the bisection.

Therefore b, the number of edges in the minimal biscction of O in G, must be at least fN/2.

Based on these results and Thompson's theorem it follows that the arca required in the VLS model
to implement any N-input N-output routing network with the capacity to support an average throughput
of f£N packets per unit time in the uniform communication model application is Q((f'N)7). In other

words, there exists a constant ¢ such that the arca is greater than or cqual to c(fN)z.
This ends the discussion of the proposition. I

If we make certain additional assumptions about the network, we can obtain a more detailed lower
bound on the arca required to implement the network in the VL.SI model. In particular, if we assume

that there are at Ieast p bits in cach packet, and if we continue to assume that the VLSE implementation
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has N input PC's and N output PC’s, then we can show that Q((p /' N)*) arca is required in the VI.SI

model to implement the network. The argument is similar to the one used above.

Thus under these assumptions, p and N have the same cffect on our lower bound.

As we shall see later, some of the networks that we present come close to this bound. [n particular,

w1
p logw
VI.SI model where p is the number of bits in cach packet and w is the number of wires in cach link of the

they can support a throughput of (N ) packets per unit time and require O{(w N)z) arca in the

network. Thus, the area of the networks differs from the lower bound by a factor ofﬁn—/. This factor is
a result of the fact that we assume that a network node requires log w time to receive and acknowledge a

group of w bits where one bit comes from each of the w wires of a link.

[n considering these results, it should be remcmbered that the nature of the communication
networks required for a particular system depends on the overall design of the system. One important
issuc in the design of a large system is the decomposition of the system into subsystems such that cach
subsystem can be implemented on a single chip in VLSI. A numbecr of factors affect the decomposition
of the system. The nature of the modules to be interconnected by a network affects the chip arca
required to impicment them, and it affects the feasibility of implementing them on the same chip as the
network. The maximum area of a chip and the maximum number of pins on a chip limit the complexity

of and the communication bandwidth of a single chip subsystem.

The decomposition of a system affects the characteristics of the communication networks required
by the system and thus affects the cost of those networks. 'To illustrate this, we consider a system with two
possible multiple chip implementations. We refer to these two implementations as implementation| and
fmp/mnmlationz. imp/cmmmlionl is composed of N single chip modules interconnected by w single chip
uniform communication nctworks. In implementationy, we assume that cach of the single chip modules

has w inputs of onc wirc cach and w outputs of onc wire cach, and we assume that cach of the networks
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has N inputs of one wire cach and N outputs of onc wire cach. imp/(’menI(II[()HZ is composed of N single
chip modules interconnected by a single uniform communication network. In implementationy, we
assume that cach of the single chip modules has one input of w wires and one output of w wires, and we
assume that the network has N inputs of w wires each and N outputs of w wires cach. The lower bounds
above suggest that a N-input N-output uniform communication network with w-wirc data paths requires

more arca in the VLSI model than a N-input N-output uniform communication network with single wire

2 times as much area as a network

data paths. In particular, a nctwork with w-wire data paths requires w
with single wire data paths. Thus, the total area in the VL.SI model required for the networks of

implementation) is less than the arca required for the network of implementation; by a factor of w.

In order to further demonstrate the importance of the decomposition of a system into single chip
subsysteitis, we consider a third linpleueitaiion ol the sysiein of the previous patagrapii. We refer w wis
implementation as implementationy. implementationy is similar to implementation) cxcept that all of the
components of implementationy are placed on the same chip. In particular, implementationy is a single
chip composed of N modules interconnected by w uniform communication networks.  In
implementationy, each of the modules has w single wirc inputs and w single wirc outputs, and cach of the
networks has N single wire inputs and N single wirc outputs. In the VLSI model, it can be shown that
implementations requires area of the same order as the communication network of implementation.
‘Thus, implementationy requires w times as much chip arca as that rcquired by the nctworks of
implementationy. The discrepancy is due to the fact that some of the interconnections that are
accomplished by on chip wires in implementationy arc accomplished by off chip wires in implementation;.
In particular, the connections in implementationy between the modules and the networks require
Q((Nw )2) chip arca but the corresponding connections in implementation) are accomplished by off chip

wires.
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Thus, we have shown that the data paths of a single chip uniform communication network imply a
certain fower bound on the arca required by the network in the VISI model. In particular, Q((p fN)z)
arca is required in the VESI model to implement any single ¢hip N-input N-output routing network with
an average throughput of fN p-bit packets per unit time in the uniform communication model
application. However, in considering this lower bound it should be remembered that the decomposition
of a system into single chip subsystems affects the characteristics of the networks required by the system

and thus the cost of those networks.
3.3.2 Network Structures
Introduction

A number of structures cxist tor singlc chip routing nctworks that arc capable ot high pertormance
for uniform communication applications. These include a simple structure similar to the standard
crosshar switch as well as the indirect n-cube structure. While the overall arcas required by these
structures in the VLSI model are similar, many of the other characteristics of these structures differ
greatly. For cxample, the N-input crossbar network uses wires with N conncctions, but the N-input
indirect n-cube network uscs only wires with two connections. We examine a few network structures and

examinc the characteristics of cach structure that affect its VI.SI implementation.

We assume that w-bit wide data paths arc used for cach network structure. For cach structure, as

2 factor in the arca required to implement the

we shall sce, the w width of the data paths results ina w
structure. The arca required for cach of the network structures is O((w N)z) where w is the number of

wires in cach link.

Thus for cach of these structures, much less arca is required in the VL.SI model for w networks with

single wire data paths than for a single network with w-wire data paths.



-96 -

Crossbar Structure

The first network structure that we examine is similar to the standard crossbar switch. We describe
the structure, discuss its complexity, and discuss two of its drawbacks. These drawbacks are the need for

many drivers for cach long bus and the need for bus arbitration.

A N-input N-output network built according to this structure is composed of N2 pCs arranged in a
grid with an additional N input PC’s and N output PC’s as shown in Figure 25. Each of the PC’s in a
given row is connected to w wires associated with that row. Similarly, cach of the PC's in a given column
is connected to w wires associated with that column. Each row of the grid is associated with one of the

nctwork inputs. Each column of the grid is associated with one of the network outputs. The input PC’s

Fig. 25. Crossbar Network
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arc connected to the network inputs, and the output PC's are connected to the network outputs. A packet
entering the network is initially stored in a input PC. The destination label and data for one packet are
transmitted by the input node across one row of the grid. Each PC in the grid is capable of determining if
its associated output cotumn is idle and if its associated input row is presenting data for that output
column. In such a case, the grid PC connects the input row to the output column, and the output PC
copies the presented data. Once the output PC has safely stored the packet, the grid PC will terminate its
conncction, and the input PC will present its next packet. Each output PC passes the packets it has

received over the network output associated with it.

Obviously, (N2 + 2N) PC’s are required for a N-input N-output network built according to this
structure. Further, if the arca required for each PC is independent of the size of the network, then the
overall inetwork layout can be done iu the gd fike fushion we liave described using a ol area whicit is

proportional to (Nw)2 where w is the number of wires in cach data path.

There arc some problems associated with the implementation of very large networks that have this
structure. The first comes from the fact that cach output column wire can be driven by any of the N PC’s
in the column. For the reasons that we discussed carlier, the total arca required for the drivers of a
column wire in an actual implementation may be larger than the area of the wire. The area required to
implement a N-input N-output crossbar network may grow faster than N2, However in the technology of

the next five to ten years, we expect that the growth will be close to N2,

In addition, there are problems asscciated with the control of the various grid PC’s. Only one grid
PC in a given column should be allowed to drive the column at a given time. Onc way to accomplish this
is to view the column as a synchronous bus and to usc a grant signal that is daisy chained through the
PC’s of the column. Unfortunately, there are problems with this scheme. This scheme requires that a
clock signal be distributed to all the PC’s of the column. This scheme can only implement a fixed priority

of inputs for the column. Further, the grant signal of this scheme is quite slow since it has to go through
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the control circuitry of cach of the N+ 1 PC's of the column. In the VI ST model, (N) time is required
for the grant signal to reach the lowest priority input row. This time would seem to be a serious problem
since we would like cach input row of the network to be capable of transmitting packets at a high rate.
However in a real implementation, the speed of the control circuits in cach PC may be much greater than
the speed of an input row driver. For example, the grant signal may be propagated through a PC in one
tenth of the time required for a signal to be asserted on an input row wire. For networks of the size that
we cxpect in the next five years, networks with perhaps 64 to 128 bit serial inputs, the time required to
chain a grant signal through all the PC's of a column may be comparable to the time required to send bit
serially the destination address of a packet along an input row. In such a casc, it may be feasible to

implement a crossbar network with output columns with daisy chained control wires.

Anothic possible techuique for obiaining e inal exciusion among die gid rCs conneced W a
column uses a N-input tree of arbitration units (Figure 26) for cach column. Each arbitration unit has

two incoming request lines from the two arbitration units below it and one incoming grant line from the

Fig. 26. Arbitration Tree
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arbitration unit above it When the arbitration unit receives a request on either or both of its incoming
request Tines, it will produce a request on its outgoing request line. When the arbitration unit receives a
grant. cither onc or both of the arbitration units below it must have a pending request. If there is only
one pending request, then the unit returns a grant for that request. Otherwise, the unit arbitrarily chooses
one of the requests and returns a grant for that request. A grant is removed only after its associated
request has been removed. The N-input arbitration tree associated with a given column has an incoming
request line from and an outgoing grant linc to cach of the PC’s in that column. The arbitration tree
ensures that only one PC in a column can reccive a grant at a given time. Unfortunately in the VI.SI
modecl, Q(log N) time is required for the request from a PC to receive a grant from the arbitration tree.
Since we would like cach input row of the network to be capable of transmitting packets at a high rate,
the delay of the arbitration tree would scem to be a problem. Howcever in a real implementation, the
spced of an arbitration unit may be much greater than the speed of an output column driver, and the total
delay of an arbitration tree may be comparable to the delay of an output column driver. It should be
noted that if the N PC’s of a column arc in a straight line, the arbitration tree for the column may require
area proportional to N(log N). The best layout that we know for a crossbar network with arbitration trees

requires N2 w (log N) + N2 w?) arca in the VLSI model.

Other techniques exist for maintaining mutual cxclusion on the output columns. For example, cach
column wire can be viewed as a broadcast medium, and the mechanisms that have been developed for
conflict resolution in broadcast networks can be applicd.  Mechanisms of this sort have been studied
extensively in the literature [18]. Unfortunately, these mechanisms seem to require complex strategies for
determining when a message should be retransmitted after a collision. Thus, these mechanisms seem to

require a rather complex input PC for cach input row.

The performance of a crossbar network depends, among other things, on the technique used for

obtaining mutual exclusion on the output links, For uniform patterns of communication the crossbar



- 100 -

N
log w) + (arbitration time)

network can support a throughput ot €( ) packets per unit time where w s

W
the number of wires in cach link and p is the number of bits in cach packet. The denominator
corresponds to the time required to handle a single packet, which is the time required to gain control of

the necessary output column plus the time required to transfer the packet. We assume that fog w time is

required to transfer w bits through a PC where onc bit comes from cach of the w wires of a link.

Indirect n-Cube Structure

The indirect n-cube (InC) structure, which we described in the last chapter, can also be used to
construct a single chip routing nectwork capable of achieving high throughput in applications with
uniform commuaication. This structure has a number of charactcristics that make it interesting for VLSL
The InC newwork requires only two connections to each wire and thus avoids most ot the implementation
problems associated with the crossbar network. As we shall sce below, the arca required in the VISI
model to construct a N-input N-output InC routing network is O((Nw )2) where w is the number of wires

in cach data path.

One possiblc approach for laying out a N-input N-output InC nctwork with w width data paths in
O((Nw )2) arca is shown in Figure 27. It should be noted that the figure shows the case for w cqual to
one. Layouts for w not equal to one can be obtained by replacing cach wire in the figure with a group of
w wires. A N-input network is constructed from two (N/2)-input nctworks and N/2 two-input routers.
We assume that at least two layers exist and thus crossovers arc possible. The first output of the first
router is connected to the first input of the first component (N/2)-input network. The last output of the
last router is connccted to the last input of the second component (N/2)-input network. Other
conncctions between router outputs and inputs to the component routing networks are accomplished
using (N-2)w vertical wires. In particular, the /th sct of w vertical wircs connccts the second output of

the (7 4 1)/2 routcer to the (7 +1)/2 input of the second component network if 7 is odd and connects the



Fig, 27. Layout for an InC Network
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first output of the (i +2)/2 router to the (i +2)/2 input of the first component network if 7 is even.
Thus, the arca required to implement a N-input network, A(N), is less than 2A(N/2) + cl(Nw)2 for

some constant ¢;. This recurrence implics that A(N) is less than

20 (Nw)? + ;N (111)
for some constant ¢;. This can be verified by substituting 2(‘1(Nw)2 + ;N for A(N) into the incquality

A(N) € 2A(N/2) + ¢ (Nw)? (112)
We get

20j(Nw)2 + &N 2 def(Nw/2)? + 265(N72) + ¢)(Nw)? (113)
or

2/ (Nw)? + &N = 2c((Nw)? + &N (114)
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While this layout is certainly not the smallest possible, it does demonstrate that the [nC network can be

implemented in O((Nw )2) area.

[t should be noted that there is an imbalance between the wires and the PC's of the [nC network.
In the VI.SI modcl, the InC network requires only (N/2)(Iog2 N) PC’s but it requires O((Nw)z) arca for
its wires. In addition, the PC’s of the InC network are complex. Thus, it seems that most layouts for the

InC network will not be homogencous but will instead contain separate arcas for wires and PC’s.

The throughput of indirect n-cube networks for uniform patterns of communication was discussed
in the previous chapter. The strongest constraint that we studied in the previous chapter still allows a
throughput of Q(N) with the model of time of the previous chapter where N is the number of inputs. In

the VLSI model, this would suggest a throughput of Q(_—,‘IS:V—“,\) packets per unit time where p is the
1/ \lUé r I

numbecr of bits in a packet and w is the number of wires in a link. The factor comes from the fact

log w
that we assume (log w) time is required for a PC to process w bits where one bit comes from cach of the

w wires of a link.

While N-input InC networks with w-wire data paths and N-input crossbar networks with w-wire
data paths both require O((Nw)2) arca in the VLSI modcl, there are some important differences between
the two networks. The N-input [nC network has only (N/2)(logy N) PC’s, but the crossbar has (N2+2N)
PC’s. The nodes of the InC network arc more complex than the nodes of the crossbar network. Each
node of the InC network requires a buffer on each of its inputs and requires a control circuit that is more
complex than the control circuit of a node of the crossbar network. As a result, more arca is required in
the VLSI model to implement a node for .thc InC network than to implement a node for the crossbar

network.
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Other Network Structures

There may well exist structures that are better suited for single chip high performance uniform
communication networks than the InC structure and the crossbar structure. We have discussed the arcas
required in .thc VI.SI model by the crossbar network and the InC network. There are problems with both
the VLSI implementation of the crossbar network and the VLSI implementation of the [nC network, As
we have discussed carlier, each of the column wirces of the crossbar network must be driven by a large

number of PC’s. The [nC network has an imbalance between its wires and its PC’s.

We have examined two other network structures. For N-input N-output nctworks, these structures
require O(Nz) PC’s and have two PC’s connccted to each wire. The restriction on the number of
connections to a wire ensures that these structures do not have the problems associated with
implementation of multiple drivers for a single wire. Further, these structures require roughly the same

total area for PC’s as they require for wires, and these structures have simple regular layouts.

One network structure that we have examined is the forest network. The N-input forest network is
composed of 2N large trees. N of these trees are N-output switch trees, and the other N trees are N-input
merge trees. A N-output switch tree is constructed from two (N/2)-output switch trees and a switch as
shown in Figurc 28. A switch is a device with one input and two outputs, and has the capacity to buffer
some number of packets, The switch routes a packet according to the packet’s destination tag. A
two-output switch tree is simply a switch. Similarly, a N-input merge tree is constructed from two
(N/2)-input merge trees and a merge as shown in Figure 29. A merge has two inputs and one output and
some amount of internal buffering, 'The merge funnels all packets on its inputs to its outputs. Packets are
output in the order in which they are accepted, and inputs arc examined in a round robin fashion. A

two-input merge tree is simply a merge.
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Iig. 28. Switch Tree
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Each input of a N-input N-output forest network is connected to the input of a separate N-output

switch tree, and each output of the forest network is connected to the output of a N-input merge tree. For
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cach i and jsuch that 1 < 7 < Nand 1 € ;7 < N, the jth output of the switch tree associated with the
i th network input is connected to the 7th input of the merge tree associated with the jth network output.
Thus, cach switch tree sorts the packets from a given input according to their destination addresses, and

cach merge tree collects all packets destined for a given output.

Unfortunately, we have not found a good layout for the forest network. We have found a simple
layout, Figures 30-32, that requires O((Nw log N)z) arca in the VLSI model. We have not shown that
this layout is the smallest possible. It should be noted that the figures show the case for w cqual to onc.
Layouts for w not equal to onc can be obtained by replacing cach wire in the figures with a group of w

wires.

We have studied another network that is related to the crossbar network. We call this network the
checkerboard network. The checkerboard network, shown in Figure 33, has a grid structure much like

that of the crossbar network with a row corresponding to cach input and a column corresponding to each

Fig. 30. N Input N Output Forest Network
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Fig. 31. 0,n Forest Subsection
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output. But unlike the crossbar network that uses one set of w wires to connect the PC’sin a given row,
the N-input checkerboard network uses N sets of w wires. (N-1) scts of w wires connect adjacent grid
PC’s in the row, and one sct of w wires connects the input PC to the ncarest grid PC in the row.
Similarly, the N-input checkerboard network uses N scts of w wires to conncect the PC’s in a given
column. (N-1) sets connect adjacent grid PC’s in the column, and one set conncects the output PC to the
nearest grid PC in the column. Thus, each wire in the checkerboard network is connected to only two

PC’s.

The grid PC’s of the checkerboard network, unlike the grid PC’s of the crossbar network, have the
capacity to buffer some number of packets. A packet is transferred from an input to an output by passing

it along a path of connected PC's between the two.

The N-input checkerboard network, like the N-input crossbar network, requires (N2 + 2N) PC’s,

and can be laid out using a total arca which is proportional to (Nw)z.
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Fig. 32. £ n Forest Subsection (i < n)
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Although the throughput of the checkerboard network in uniform communication applications may
be very good, the time required for each packet to be transmitted through the network is very long. In

particular, if the inputs of a N-input checkerboard nctwork are connccted to model uniform
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Iig. 33. Checkerboard Network
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communication sources, then the expected number of PC’s in the path through the network taken by a
randomly arriving packet must be £(N). This implies that the average delay for a packet is Q(N (log w))

units of time. This long average delay timce is the primary weakness of the checkerboard network.

In the technology of the next five to ten years, the checkerboard network scems less interesting than
the crossbar network. In this technology, it should be possible to build single chip crossbar networks and
single chip checkerboard networks of approximately the same size. 'The two networks are capable of
similar throughput for uniform communication applications, but the expected delay through the
checkerboard network is much greater than the expected delay of the crossbar network. However, it is

difficult to predict the changes that will occur in technology in the more distant future. Networks such as
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the checkerboard network may become more important as chip complexity increases and the feasibility of

the multiply driven wires of the crossbar network decreascs.
3.3.3 Multiple Chip Networks

If the network required by a particular system can not be implemented on a single chip then,
obviously, the network must be implemented as an interconnection of several chips. One technique for
constructing a large composite nctwork involves the interconncection of several single chip networks. For
the purpose of discussion, we refer to the component single chip networks of such a composite network as
the subnetworks of that network. The subnetworks of a composite network are mounted on circuit
boards and arc interconnected by board wires. Thus, the issues involved in the interconnection of the
subnctworks of a composite network are similar to the issucs involved in the intcrconnection of the nodes
of a network of the previous chapter. In particular, the length of the wires used to interconnect the
subnetworks has less effect on the overall cost of the composite network than the number of such wires
and the number of subnetworks. Thus, interconnection patterns similar to those used in the previous
chapter may be appropriate for intcrconnecting the subnetworks of a composite network. In particular,
an interconnection similar to the indirect n-cube structure scems interesting. This interconnection has the
form shown in Figure 34. If a-input a-output subnctworks arc uscd then the composite nctwork
contains log,, N stages of subnetworks. For the purpose of discussion, we number the stages from the
network inputs to the network outputs with the stage connected to the network inputs being the zeroth
stage. The ith stage is divided into a i groups of subnetworks. Each group of the ith stage has a
associated groups in the (7 + 1)st stage. The jth output of cach subnetwork of a group of the ith stage is

connected to the jth associated group of the (7 4 1)st stage.

If a composite network is constructed from single chip indirect n-cube networks in the manner
described in the previous paragraph then the composite network is an indirect n-cube network. [f a

composite network is constructed from single chip crossbar networks in the manner described in the
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previous paragraph then we expect the average throughput of the composite network to be at least as

large as that of an indirect n-cube network of the same size.
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3.4 Networks for Systems with Localized Communication

Many localized communication patterns can be supported by networks in VESI that are
substantially cheaper than a uniform communication network. However, the design of networks in VIS
for localized patterns of communication must take carcful consideration of the cost of wires. In the
technologies of the previous chapter, we determinc the cost of a network by considering the number of
wires, and the number and size of nodes of the network. In VISI, the length of cach wire must also be
considered.  If cach source module of a system gencrates packets for only a constant number of
destinations then the communication requirements of the system can be supported in the technologics of
the previous chapter by a lincar cost nctwork. However, many such systems require nctworks with
greater than linear cost in VLSL. For example, the "perfect shuffle” pattern [24] can be implemented

1

ncine a number of wires nropertional to N but it requires @((N/lcg N)z) wire area in the VLST inodcl

[13}.

In this scction, we describe two obvious but important networks that can be implemented in VLSI
in arca proportional to their number of inputs. While we do not examine these networks in great detail,

we do discuss some of the issues involved in their VL.S[ implementation.

The first of these networks is the grid network. We consider two dimensional grids as shown in
Figure 35. Each grid PC is connected to the grid PC’s adjacent to it. If each grid PC is connected to a
nctwork input and a network output then the number of PC's is obviously lincar in the number of
network inputs and outputs. The arca required to implement the wires that interconnect a given PC to
PC’s adjacent to it is proportional to the aréa of the PC. Thus, the total arca required for the wires of a

grid nctwork is lincar in the number of network inputs.

In VLSI, onc of the biggest issucs in the implementation of linear cost networks in general and grid

structured networks in particular may be the constraint placed by the limited number of input and output
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Iiig. 35. Grid Network

connections to a chip. Presently, chips with 64 connections are commonly available. In the next five to
ten years, packaging technologics capable of handling chips with 100 to 200 connections should be
common. However, it will probably be possible to implement a grid network with several thousand PC’s
on a single chip. This suggests that if a system of modules intcrconnected by a grid structured network is
to be implemented in VLSI, it may be better to place some of the modules and a portion of the network
on each chip than to place the modules and the network on separate chips. If some number of the
modules and the portion of the grid network required to interconnect them are placed on a chip then the
input and output requirements of the chip may be modest. The only signal wires that nced to go off of
the chip arc those wires that conncect the grid of the chip to the grids of other chips. These wires conncect

to the PC’s along the perimeter of the grid of the chip.
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The second network that we consider is the tree network,  In such a network, the PC's of the
network are connected in a tree as shown in Figure 36. The inputs and outputs of the network can be
connected in at least two possible ways. Onge way is to connect each PC of the network to a network input

and a nctwork output. Another is to connect only the leaf PC's to the network inputs and outputs.

A tree network can be implemented in a small arca in VI.ST. A tree network can be laid out in
O(N) arca as shown in Figure 37. But there are some problems caused by the limited number of
conncctions that can be made to a chip. As was the case for the grid network, it may be possible in VISI
to implement on a single chip a tree network with a large number of PC’s but such an implementation
could not have an off chip connection for each PC. This suggests that cach chip in the VLSI
implementation of a large tree structured system should contain both a portion of the network and the
fiudiiles 0 be coiuicuted o Mai puriivu of e nciwork, Unitke thie case for 4 giid ucwwork where the

perimeter PC’s represent only a small fraction of the PC’s of the network, the leaf PC's of a tree network

Fig. 36. Tree Network
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Iig. 37. Layout for a Tree with N Leaves

tree with tree with
N/4 leaves N/4 leaves

L PC | L PC | " PC 1
tree with tree with
N/4 leaves N/4 leaves

represent over half of the PC’s of that network. Thus, while it may be possible on a single chip to
implement a tree structured subsystem with a large number of very small modules, it is probably not
possiblc to make an off chip conncctioin for each leaf module of such a subsystem. As a result, it may be
difficult to decompose a large tree structured system of very small modules into subsystems such that
cach subsystem requirces the arca of one chi.p and such that no subsystem requires more connections than
the number of connections that can be made to a single chip. However, in the technology of the next five
to ten years this may be a problem only for systems with very small modules. Unless the modules of a
system arc very small, it is likely that only a few dozen of the modules fit on a single chip and it should be

pussible to provide an off chip connection for cach module of cach chip.
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4. Conclusion
4.1 Summary

In this thesis we examined the design of routing networks under two ditferent sets of assumptions
about the implementation technology. One set corresponds to present (1984) technology where only a
small number of nodcs can be implemented on a single integrated circuit. 'The other set corresponds to a
VLSI technology where a large number of network nodes can be implemented on a single integrated

circuit.

In present technology, we examined the design of routing networks for systems with uniform
communication and we briefly examined the design of routing networks for systems with a few particular

patterns of localized communication.

We showed that Q(N log N) nodes arc required by any N-input N-output network capable of
supporting an avcrage throughput of @2(N) packets per unit time for our model of uniform

communication.

We studicd in detail one particular routing network, the indirect n-cube routing network, which
scems well suited for uniform communication and requires O(N log N) nodes. We cxamined certain
important characteristics of the operation of very large indirect n-cube networks and the effect of these

characteristics on nctwork performance.

We examined the buffering of packets in front of a slow router. Such buffering involves a tree of

routers in front of the slow router. Our modcl suggests that expected number of packets buffered in front
IN

— -2
of the slow router is greater than 2 AOUT-INYB +1) )- 1 where /N s the rate at which puckets arc

generated on cach network input, B is the size of the buffer on cach input of cach network node, and

OUT is the rate at which the slow router can accept packets.
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We examined the effect that congestion in routers of a given stage of an indirect n-cube network has
on the network’s performance. We chose to study the effect of congestion in routers of the last stage since
analysis of the last stage is somewhat casier than analysis of other stages. We cxamined the buffering
caused by such congestion and the effect of such buffering on network throughput. Our study suggests
that congestion in a single stage of routers does not place a severe constraint on the throughput of the
network. Our study suggests that this type of congestion still atlows the normalized throughput of the
network (the total throughput of the network divided by the number of network inputs) to approach a
non zero constant as the size of the network goes to infinity, and that even for modest buffer size this

constant is not significantly less than the nornalized throughput of a two-input two-output network.

We examined the cffect of the interaction of routers of different stages on network performance.
We studicd the dnieraction of routes alonyg a uciwork path and we studied e inieracdon ol wouiers il 4

trec of the network.

We studied the interaction of routers along a network path primarily by simulating a model of a
network path. Our model reflects the interaction of routers along a randomly sclected network path while
ignoring the interaction between a router on the path and any router not on the path. Our study suggests
a limit on the input rate of a randomly selected nctwork path and thus implics a limit on the overall
throughput of the network. This limit on network throughput is stronger than any of the other limits
studied. However, this limit still allows normalized throughput to approach a non zcro constant as

network size approaches infinity.

We cxamined the interaction of routers in a tree of the network, We cxamined one particular type
of interaction that occurs in trees of modest size, trees of less than 10 stages. Our study indicates that this
type of intcraction does not have an important ¢ffect on the overall throughput of the network but it does
causc a few of the routers connected to the network inputs to be slow for a long period of time. For

example, our study suggests that this type of interaction can cause the input rate for the slowest input of a



117 -

network with cight or nine stages to be less than ha!f the expected input rate for a randomly selected

input for a period of forty units of time.

We also bricfly considered a factor that has an influcnce on the speed of the slow inputs of very
large networks. ‘This factor causes the slowest input router to require Sl(ﬁ-n-) time to accept 38 packets

where B is the buffer size and n is the depth of the network.

[n summary, our work indicates that for present technology the indirect n-cube network is a good
network for handling uniform communication. The strongest constraint on throughput that we studicd
still allows throughput to grow lincarly with network size. However, our study also indicates that even in

indircct n-cube networks of modest size some of the network inputs can be slow for a long period of time.

We briefly examined one obvious family of networks that are appropriate in present technology for
some important localized communication patterns. This family includes grid structured networks and

tree structured networks.

We also bricfly examined the design of routing networks in VL.SI. We described a model of VLSI
based on assumptions about the characteristics of VI.SI. The model reflects the fact that in VLSI the cost

of a wire is proportional to its length.

We examined the design of uniform communication networks in VI.SI. We showed that Q((f N)z)
arca is required in the VLSI model to implement any single chip N-input N-output routing network
capable of supporting an average throughput of £ N packets per unit time for our model of uniform
communication. We examined a few structures that arc appropriate for implementing a single chip
uniform communication network. These included a crossbar structure and an indircct n-cube structure.
The crossbar network is probably the most attractive since it has a simple regular layout. However, the

crossbar network requires long buses with a large number of drivers that must be arbitrated. The indivect
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n-cube network does not require multiply driven buses, but it does require more complex network nodes
and may require a more complex layout. We discussed a technique for interconnecting such single chip

nctworks to form larger uniform communication networks.

We bﬁcﬂy cxamined the design in VLSI of networks for localized patterns of communication. We
discussed the fact that some networks that can be implemented in present technology with a number of
nodcs proportional to their number of inputs require greater than lincar wire cost in the VLS model. We
discussed two obvious but important networks that can be implemented in VILSI in arca proportional to
their number of inputs, the grid network and the tree network. We discussed the pin out problems of
both networks for very dense VLLSI. We concluded that in very dense VLST the processing modules of a

system using cither network should be placed on the same chips as the modules of the network.
4.2 Suggestions for Further Work

Therc arc many areas where further work could be done. Some of thesc are discusscd below.

There arc interesting open questions concerning the performance of large indirect n-cube nctworks
for uniform communication. The strongest constraint that we studied still allows the throughput of an
indirect n-cube network for our model of uniform communication to grow lincarly with the size of the
nctwork. However, we did not prove such a lincar growth. Such a proof appears to be difficult. [t may
be possible to obtain a proof if additional constraints are placed on the operation of the nctwork. As was

discussed in 2.2.3.1, an approach similar to Pippenger’s may be cffective.

Clearly, more work can be donc on the design of routing networks in present technology for
localized patterns of communication. ‘There arc of course a wide variety of localized patterns of
communication and it is probably not useful to try to cxamine all possible patterns. However, there may

be interesting families of communication patterns that can be efficiently supported by familics of
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networks.  For example, there may be an interesting family of communication patterns that can be
supported by the family of networks described below.  Fach network of the family corresponds to a tree
network of the same size. As is shown in Figure 38, the network has ¢ links for cach link of the tree
network and a 3¢ x 3¢ subnetwork for each node of the tree network where ¢ is a constant. The
subnetwork is some type of 3¢ -input 3¢ -output routing network. Different members of the family have
different values of ¢. A network of this family may be able to handle ¢ times as much traffic between
distant nodcs as the corresponding tree network. Other families of networks related to the tree network
may be able to support interesting familics of communication paticrns. For example, [ciserson [17] has
studicd a more sophisticated family of networks called fat trees that scems to be able to support a wide

class of communication patterns.

Similarty, mioic woik can be doac uu the design of singie chip routing neiworks i Vi.31 1l would

seem that low level implementation issucs will continue for some time to be important in the design of

Fig. 38. N ctree
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single chip routing networks, Thus, a more detailed ook at the implementation of crossbar networks,
indirect n-cube networks, and other potential networks is needed. In order to fairly cvaluate data path
sizes for the crossbar network and the indirect n-cube network, and arbitration schemes for the crossbar

network, it may be uscful to examine tentative chip layouts.

One important issue that has not been considered in this thesis is the issuc of real time fault
detection and fault masking in routing networks. Some related work has been done elsewhere [2, 19], but
more is nceded. Detection of some faults can be accomplished by schemes that use check ficlds in each
packet. Some types of fault masking can be accomplished if multiple paths cxist between cach source and
cach destination. Such paths can easily be introduced in a network such as the indirect n-cube network

by adding onc or more additional stages.
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