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SUMMARY

This Research Memorandum describes a method of studying
human problem solving, gives an example of the application of
the method, and indicates the theory of problem solving that
emerges. The method consists in constructing a theory of
central processes in the form of a program, demonstrating
the sufficlency of the theory to produce problem solving
behavior by reallzing i1t in a computer, and testing the theory
against human processes by comparing the trace generated by
the program with the protocol of a human subject. The
application consists in a general problem solving program, capable
of solving probléms in loglc and other domains. The theory of
human problem solving consists in a program for reasoning in
terms of goals and methods for attaining those goals. The
program selects paths for exploration by first determining
the functions to be performed, and then finding courses of
actlion relevant to those functions. It reflects the "insight-
fulness" and "dilrectedness" that has often been observed as
a salient characteristic of~humaﬁ problem solving. The theory
constitutes a rigorous, detalled explanatlion of a significant

area of human symbollc behavior.
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THE SIMULATION OF HUMAN THOUGHT

1. 'INTRODUCTION

Behaviorism and the acceptance of the norms of the
natural scilences in psychology greatly restricted for a
generation or more the range of behavioral phenomena with
which the psychologlst, as sclentlst, was willing to concern
himself. Unless an aspect of behavior could be examined in
the laboratory and could be recorded and measured in an
entirely obJective fashlon 1t was not, in the prevailing
view, a proper subject of study.

There has been conslderable relaxation of this austerity

in the past decade, although not without misgiving and apology.

A leading text on experimental psychology, for example, in

introducing the topics of problem-solving, thinking, and language

behavior, observes [15]:

"These toplcs have often been omitted from
textbooks in the past--perhaps because of some
subtle aura of 'mentalism.! Historically,
of course, thought and meaning were the central
problems for psychology. The wide circle
that American psychologists have been making
through behaviorism seems to be bringing
them back again to the same core of the
sclence, but perhaps they are returning
with more precise techniques and a more ob-
Jective point of view than would otherwise
have been attained."”

There 1s no need to document in detall this resurgence

In psychology of concern with the central toplc of thinking.

This subjJect had been kept alive during the heyday of behaviorism

by a number of outstanding men--the names of thler, Tolman,
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Wertheimer, Bartlett, Duncker, and Maler, come at once to mind--
who refused to allow fixed canons of rigor to bar them from
studying the relevant and the significant. Their work
provided, in turn, foundations on which the more recent
investigators--Luchins, Heldbreder, Harlow, de Groot,
Guetzkow, and Bfuner, to mention some examples~-have built.

Those who regard thinking as the core of psychological
inquiry, and who urge a return to concern with it, dont't want
to turn the clock back. The behaviorists and operationalists
are, of course, right in demanding obJjectivity, clarity, and
rigor. Relatively few psychologlsts are satisfled with
the vagueness of Gestalt language and with explanation at
the level 1t permits. Few are satisfled with the eclectilc
language of James, and many find excessivé vagueness and
ambigulty in the "medlation" hypotheses of his middle-of -the-
road descendants.

The task is not simply to restore thinking to the center
of the psychologlcal stage; 1t 1s to study thinking with as
much methodological sophistication as we demand for simpler
phenomena. Consequently, the increasing attention to thought
processes does not merely reaffirm thelr importance; it
reflects a growiﬁg belief that the techniques of psychologlcal
inquiry have become adequate, at least to some degree, to
the subject matter. Whether the bellef was fully Jjustified
a decade ago, when the resurgence began, 1s a moot questilon.

The main thesis of this paper 1s that the belief 1s Justifiled
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now--that the technological advances that are necessary to
permit a theory of thinking to be formulated and tested have
ocecurred.

To understand complex phenomena we must have powerful
tools of inquiry--tools for observing facts and tools for
reasoning from complicated premises to thelr consequences.

The invention of the telescope and of the calculus played

crucial roles at one stage in the history of physics, and

the invention of the cyclotron and of quantum mechanics

at a later stage. New observing instruments made visible

the previously invisible phenomena that had to be known 1if

the theofy was to advance. New analytic instruments made
eompreheﬁslble the facts revealed by the telescope and cyclotron,
which otherwise would have been 1nscrutab1e. A science of complex
phenomena needs powerful machines for observing and powerful

tools for reasoning.

The phenomena of human thinking are more complex than the
phenomena that physics studles. In some respects the former
are easier toQobserve than the latter--human verbal behavior
18 present and audible, neifher submicroscopic nor as distant
as the stars. (To be sure, we do not have instruments for
observing cerebral events that are nearly as revealing as the
instruments of physics.) But observable or not, human behavior'
has not been easy to interpret. We have had great difficulties
in building successful theories to explain 1it.

Until a decade ago, the only instruments we had for

building theories about human behavior were the tools we
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borrowed and adapted from the natural sclences: operationalism
and classical mathematics. And so 1lnadequate are these

tools to the task that a highly respected psychologist

offered in earnest the doctrine that we must bulld a

sclenee without a theory--surely a doctrine of desperation.

With the advent of the modern digital computer and the
emergence of the concept of a program the situation 1is altered
‘radically. The computer was lnvented as a machine to do arithmetic
rapidly. But as matters turned out, a machine to do arithmetic
was a machine that could manipulate symbols. It was natural
to ask whether such a machlne could perform some of the more
general symbol-manipulating processes required for thinking
and problem solving as well as the very specialized processes.
required for arithmetic. The‘answer, as we shall see, 18 "yes."
There 1s now substantilal evidence, which we shall review, that

a dlgital computer, appropriately programmed, can carry out

complex patterns of processes that parallel exceedingly
closely the processes observable in human subjects who are
thinking.

But the significance of the computer does not lie solely
in its abllity to exhibit humanoid behavior. It llies even more
in the fact that we can specify with complete rigor the system
\of processes that make the computer exhiblit this behavior--we |
can write a program that constitutes a theory of the computert's
behavior in literally the same sense that the equations of

Newtonian dynamics constitute a theory of the motions of the
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sodar system. The genuinely new analytic instrument available
for explalning human behavior 1s the program.

Thinking 1s to be explalned by writing a program for a
thinking process. If the program is complicated--as 1t
usually is--so that 1t 1s hard to predict what behavior it
will produce, we code the program for a computer. Then we
compare the behavior of the computer so programmed with
the behavior of a human subject performing the same tasks.
Thus, the programming ianguage‘provides a precise language
for expressing theorles of mental processes; the computer
provides a powerful machine for grinding out the specific
behavioral consequences of the theorles, and for comparing
these consequences 1in detall--sentence by sentence--with the
verbal behavior of human subjects.

The methodology provides a powerful test of the suffleciency.
of the theories. For if a program 1s vague or incomplete,
the computer will not operate--it will not do what we assert
it will do. Conversely, if we are able to write a program
that, realized on a computer, simulates human behavior
closely, we can assert that we have discovered a set of

mechanisms at least sufficlent to account for the behavlior.

No dark corners ére left in which vitalism or mysticism can
lurk--nor even the vagueness of '"medlatlonal" hypotheses.

| These are large claims. It 1s time to present the
evidence for them. We can only do this, however, after

stating a little more fully what we mean by an explanation of
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behavier and how a ecomputer program can constitute an explanation

of the processes of human thinking and problem solving.

2. WHAT IS AN EXPLANATION?

To explain a phenomenon means to show how 1% inevitably
results from the actions and interactions of precisely
specified mechanisms that are in some sense "simpler" than the
phenomenon 1tself. Thus, a chemical reaction is explained by
reducing it to the interactions of atoms having specified
properties. A spinal reflex is explained by reducing it to
a sequence of neural and synaptlc processes.

For complex phenomena there may be, and usually are,
several levels of explanation; we do not explaln the phenomena
at once in terms of the simplest mechanisms, but reduce
them to these simplest mechanlisms through several stages of
explanation. We explain digestion by reducing 1t to chemical
events; we explain the chemical reactions in terms of atomic
processes; we expiain the atomlic processes in terms of the
interactions of subatomic particles. Every flea has its little
fleas, aﬁd the scilentist!s view éccepts no level of explanation
as "ultimate."

Programs explain behavior in terms of an intermediate
level of mechanism, simpler than the behavior 1itself but more
‘compiex than neural events. The lntermediate mechanisms provide
a theory of the behavior, and provide also a starting point

for the next stage of reduction--either to neural events or



RM-2506

to still another level of mechanism above the neurologileal.
Coneretely, human thinking is to be explained in terms of

precisely specifled simple mechanlsms called elementary

information processes. Elementary informatlon processes are

organized into complex processes--thinking, problem solving,
verbal behavior--by programs. Programs are long, branching
sequences of elementary processes. In the course of behavior,
at each branch point a particular continuation 1s selected
and followed conditionally on the outcome of a simple test
(1tself an elementary information process) of the ldentity or
difference of a pailr of symbols.
In summary, the study and explanation of complex human
behavior is to proceed as follows:
Behavior 1s to be expla;ned by specifying programs
that will, in fact, produce the behavior. These programs
consist of systems of elementary information processes.
Elementary information processes are to be explained
by showing how they can be reduced to known physiological
processes in the central ngrvous~system and 1ts appendages.
Since we are concerned here with only the first of these
two tasks of explanation--the reduction of behavior to
information procésses—~what guarantee exists against intro-
ducing vitalism by the back door? What is to prevent one of

the elementary processes from harboring some kind of elan vital?

Since explanation at the second level has not been carried

out, we cannot guarantee directly that the human nervous
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system contalns mechanisms capable of performing each of the
elementary information processes. But we can lnsist that
there exlists some mechanism--a mechanism that can be explalned
completely at the level of physlcs--capable of performing all
these processes. We can demand that the processes and the
programs constructed of them be realized in a digltal
computer. If the computer executes the processes and, in
executing them, simulates human thinking, then no vitalistic
mystery can be hldden in the postulates.

We are not talking df a crude analogy between the nervous
system and computer '"hardware." The inslde of a computer
does not look llke a brain any more than it looks like a
misslle when 1t 1s calculating 1ts trajectory. There 1s every
reason to suppose that simple information processes are
performed by quite different.mechanisms in computer and brain,
and we'shall sometime want to know what the brain mechanisms
are as we now know the mechanisms of the computer. However,
once we have devised mechanisms in a computer for performing
elementary information processes that appear very simllar to
those performed by the braih (albelt by quite different
mechanisms at the next lower level), we can construct an
explanation of thinking in terms of these information
processes that 1s equally valid for a computer so programmed

and for the brain.
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3. PROGRAMS AS EXPLANATIONS

We have described a program as a condltionally branching
sequence of elementary information processes. To explaln a
behavior path by a program is qulte analagous to explalnlng
the path of a planetary system by a system of differential
equations. The differential equations determine what will
happen next (during the next "infinitesimal" interval of time)
as a function of the exact state of the system at the beglnning
of the interval. The program determines what the mechanlsm
will do next as a function of its exact state at the moment--
this state being dependent, in turn, on the previous history
of the system and its current environment.

How 1s the "right" program dilscovered--the one that
explains the behavior? Proceed the same way that you would
to find correct theory for aﬁy phenomena. One recipe 1s thils:
tape-record some human subjects who are thinking aloud while
gsolving problems (make observations of the phenomena);
try to write a computer program that you think will simulate
the human protocols (formulate some differential equations);
realize the program on a cdmputer, and determine what behavior
path it ecould follow when confronted with the same problems
as the human subjects (integrate the equations numerically);
compare the simulated with the actual behavior (compare the
predictions with the data); modify the program on the basis
of the discrepancies that are discovered (modify the equations).
Repeat untlil you are satisfied with the fit.
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A number of investigators have independently proposed
this general path to the explanation of higher mental processes,
and 1ts origins can be traced back at least to Ach and the
Wurzburg School. In recent times, perhaps the most explicit
examples are to be found in de Groot's 1lnvestigation of the
thought processes of chess players [4] and in A Study of
Thinking by Bruner and his assoclates [3]. Bruner uses the
term strategy, borrowed from the mathematical theory of games,
for what we have called a "program.” What the digital computer
and the techniques of programming add is the machinery that
gives us hope of following this path, not merely in principle
and in general, but in fact and 1n detaill.

4. COMPUTER SIMULATION OF A PROGRAM

The methodology outlined above requires that a computer
simulate the sequence of verbal utterances of a human subject
(or other symbolic behavior, such as button pushing). It
1s easy to understand how thls can be done once we recognize
that computers fundamentally have nothing to do with numbers.
It is only by historical accildent that we percelve computers
as mechanisms for manipulating numerical symbols. They are,
in fact, extremely general devices for manipuléting symbols
of any kind; and the elementary processes required to simulate
human thinking could be performed by a computer that had no
speclal capacity for rapid arithmetic--that could

do no more than simple counting. The programs we shall
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describe make no essential use of the computert's arithmetic
processes,

What processes can a general-purpose computer perform?
Some of the cruclal ones are these:

It can read a symbol--transform a symbol presented to
its input mechanisms into a different representation of that
symbol in 1ts iInternal storage (transform a pattern of holes on
a punched card into a pattern of magnetism in core storage).
The relation between the external and internal representation
is quite flexible, almost arbitrary, and can be altered by
thé program.

It can move a symbol--reproduce in a storage location
a symbol that 1s present in another storage location, with or
wlthout a change in the form of representation.

It can generate a symboi-—create and store a pattern
in one of 1ts modes of internal representation.

It can compare two symbols--executing one program step
1f they are ldentical, but a different one if they are not.

It can associate two symbols, allowing access to one
symbol (the associated symbol) when the other is given.

Programs can be written that combine these simple
processes 1lnto processes that are slightly more complex. For
example, a computer can be programmed to manipulate a series
of symbols as a list, so that it can perform such operations
as: "Put thils symbol at the end of that list," or '"Find a
symbol on this list which 1s identical with that symbol."” Such
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list structures, and the processes for operating on them,

have many resemblances to human memory and assoclation.
Finally, still more complex programs can be composed

that enable a computer to respond to instructions like: "Solve

the problems on the following list," "Print out the steps of

the proof, giving the Justification for each step," "Print out

the prbcesses used at each step of the problem~solving process:

the methods, what 1s being noticed and attended to, what

plans are formed, what subproblems are created." When this

last stage has been reached, the trace that the computer

prints out while 1t 1s attempting to solve the problem can be

compared, line by line, with the tape recording of the human

thinking-aloud protocol. If the stream of words produced by

the two processes 1s almost the same, then the computer program

that produced the trace 1s an explanation of the thought process

of the human subject in every significant sense of the word.

5. TES?ING PROGRAMS AS THEORIES

Thé'phrase "almost the same" glides over the whole problem
of goodness of fit. Unfortunately, existing statistical theory
offers no solution to the problem in the situation we have
described, nor can we propose any simple answer. A rough
and ready answer 1is that the evidence provided by filve minutes
‘'of thinking aloud and the corresponding trace is so volumilnous
as to scarcely leave room for doubt whether a first approximation

has been achleved or not. This 1is a subjJective answer, and we
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should 1like to discuss a slightly more objective, though

weaker one:

6. TURING'S TEST

No two human subjects solving the same problem will have
the same program or produce the same protocol. Hence, any
single program can only be a precise theory of the behavior
of a single subject. There must be, however, close qualitative
similarities among the programs and protocols of appropriately
selected classes of subjects--1f not, then it 1s meaningless
to speak of a theory of human problem solving. Suppose
that we mix ten traces of computer programs and ten human
protocols in an urn. Suppose that a properly qualified human
observer is unable to separate, with more than chance success,
the protocols produced by the computer programs from those
produced by the humans. Then we shall say that the programs

which produced the computer traces pass Turing's test*, and

provide a satisfactory explanation of the human protocols.
Turing's test can be applied 1n stronger or weaker forms.
Comparison of the move chosen by a chess program with the

moves chosen by human players in the same position would be

¥R Test of thls sort was first proposed by A. M. Turing [17]
in a discussion of whether a machine could think. Given two
communication channels (say teletypes), one connected to a
‘human, the other to a machine, a human interrogator was to identify
which channel was the machinets. Active questioning was allowed,
and the machine's problem was to fool the interrogator, despite
the best efforts of the human on the other channel (who it was
assumed would side with the interrogator) to reveal his 1ldentity.
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a weak test. The program might have chosen 1ts move by quite

a different process from that used by the humans. For the

task environment itself defines what are appropriate behaviors,
and any mechanism capable of behaving adaptively in the
environment might be expected to exhiblt about the same external
behavior. Simllarity of function does not guarantee similarity
of structure, or of process.

If data are gathered, however, by the thinkilng-aloud
technique or by other means, that indicate the processes used
to select the behavior, it may, and usually will be possible
Yo distingulsh different ways of arriving at the result. If
the program makes the same analysis as the humans, notices
the same features of the board, overlooks the same traps, then
we will infer, and properly, that down to some level of detall,
the program provides an explanation of the human processes.

The more minute and detalled the comparison between program
and behavior, the greater wlll be the opportunities for detecting
differences between the predicted and actual behaviors.

This method of theory bullding and testing meets the
problem of inductilon no better and no worse than other methods.
There never 1s, and can never be a guarantee that some other
theory will not explain the data equally well or better. As
in other sciences, it will be time to face this problem when
" someone actually proposes an alternative theory that explains
the data equally well and in comparable detail. Meanwhile,

the validity of programs as theories can be tested in stronger
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and stronger form by pushing the level of detall of matching

down toward the level of elementary information processes.

7. THE EXISTING STATE OF THE ART

Several computer programs in exlstence at the present
time can more or less lay claim to being theorles of certain
kinds of human problem-solving behavior--eilther by Turing's
test or by more stringent criteria. A brief and partial inventory
of such programs will give a better picture of where matters
stand.

Not every computer program for performing complex tasks
constitutes a theory of human problem solving. A program that
solves large problems by relying substantially on the arithmetic
speed and 'brute force" of the computer in performihg systematic
routine calculations is certainly not a simulation of the
program that humans use in solving similar problems. Most of
the programs, for example, that have been written for solving
operations research problems, and which incorporate such mathematical
techniques as linear programming, solution of differential
equations, and the like, fall in this category. We will
have nothing to say about these, for‘they were not constructed
as simulations of human problem solving, and make no claims
as theories of human thinking.

In general, computational routines of the kinds Just mentioned
tend to use systematic, arithmetic procedures (impracticable

without the rapid "inhuman" arithmetic processes in modern
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eomputers), whieh are usually called algorithms. The programs

thgt‘simulate human thinking tend to rely on less systematic,
more selective search for paths to the solution. Their
selectivity 1s based on relatively unsystematic rules of thumb,
which seldom guarantee a solution to the problem, but which
frequently yield solutions with relatively little processing.
They make no use of the fast arithmetic processes available

to the computer. We call such procedures heuristics. There

is no hard-and-fast line between algorithms and heuristics,
but it is easy to point to clearcut examples of each.

We will comment briefly on some examples of types of
problem-solving programs that are relevant for the simulation
of thinking. The first three that are mentioned--programs
for musical composition, for playing gameé, and for making
business and engineering decislons--have generally been
constructed with the goal of performing the task and without
ahy special concern for human simulation. The same may be
sald, to a lesser extent, of the loglc and geometry programs.
However, many of these programs have a strong heurlstlc, rather
than algorithmic, flavor, because 1t happens to be easler to
solve the problems in question by imitating human tricks
than by using the arithmetic speed of the computer.

The other two categories of programs: the general problem
solver, and programs for "simple" processes, were written as
direct attempts to simulate human processes. Most of our

discussion will center on them.
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A Program for Musical Composition. In 1956, Hiller
and Isaacson at the University of Illinoils programméd the
ILLIAC to compose music [6]. The music has been Judged
tolerable by some modern ears, but could not pass Turing?s
test before an audience of musicians. Its lnterest lies 1n
the fact that 1ts rules of counterpoint approximate those
of Palestrina.

The Loglc Theorist. In 1956, J. C. Shaw and the

authors programmed JOHNNIAC at The RAND Corporation to

discover proofs for theorems in the Principila Mathematica

of Whitehead and Russell [9,14]. The program, in several
variants, was able to prove about 70% of the theorems in
Chapter 2 of Principla. The program, distinctly heuristic

in character, was derived largely from the lntrospections of
its authors. Some learning programs were later 1lncerporated
in 1t that definitely modified its behavior, usually in an
adaptive way. It could certalnly not pass Turingt!s test 1if
compared with thinking-aloud protocols, although many of 1ts
qualitative features match those of human problem solvers [10].

Game-Playing Programs. A program for checkers, written

by A. Samuel, plays a strong game and incorporates some powerful
learning programs, but cannot be considered a simulation of
human checker-playing--1t explores far too many continuatlons.
Chess programs written by M. Wells and hls assocliates at Los
Alamos [7], and by A. Bernstein and his associates at IBM [1],

can beat novices but not passable amateurs. These programs



RM-2506
18

explore large numbers of continuations (800,000 per move in the
Los Alamos program, and about 2,500 per move in the IBM
program), although the latter also 1ncorporates certaln
heuristics for finding plausible moves that resemble those
used by human chess players.

A third chess player has been programmed by J. C. Shaw
and the authors [11], incorporating about the same amount
of selectivity as the program of a strong human player. The
firat aim has been to write a program that would play good
chess, with simulation as a secondary objective. The program
plays a'game about as strong as the other two, with much
more selectivity in 1ts explorations, but could not yet pass
Turing's test. (Parenthetlcally, the attraction of chess for
these researches lles in the fact that it is a game of sufficient
complexity and irregularity that a heuristlic rather than an
algorithmic approach is almost certalnly required for strong
play.)

Business and Engineering Decisions. Programs have

been written, with purely pragmatic aims, for preparing
payrolls, maintaining inventories and making purchases,
designing electric motors and transformers, and the like, which
incorporate many heuristic elements and which are probably not
very dissimilar from the human processes they replace [8]. None
of these programs has been systematically investigated for

the light it might throw on human processes; probably none
could pass Turing's test. Currently, an expliecitly heuristic
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program 1s being written by F. Tonge [16] to handle an assembly
line balancing problem that has proved too complex for existing
algorithms.

Geometry. A theorem prover for geometry, developed
by Gelernter and Rochester of IBM [5], produced its first
complete proof in April 1959. It probably will compete in
skill with high school geometry students, and lncorporates a
number of heuristics used by humans--although fewer than are
used by a skillful student. It will therefore not pass Turing's
test.

‘The General Problem Solver. The Loglc Theorist was

superseded in 1957-58 by the General Problem Solver, which has
been hand simulated but not yet fully tested on the computer.
This new program will be described more fully in the next
sectlon. Its heurlstics are based on general ldeas for
reasoning about problems In terms of means and ends, and

are not specific to loglc or any other subject matter.

It was derived largely from analysis of human protocols,

and probably can pass Turing'!s test for a limited range of
tasks.

"Simple" Human Behaviors. The work on the Logic

Theorist led to conjectures that certain "simple" psychologilcal
tasks, llke responding in a partial reinforcement experiment

or memorlizing nonsense syllables actually involve a great

deal of problem-solving behavior. These conjectures are now

being explored by J. Feldman, 1n a program for a binary cholce
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experiment, and by E. Feigenbaum in an EPAM (Elementary Perceiver
and Memorlzer) program. These programs are being deslgned to
simulate the behavior of subjects, 1n response to experimental
instructions, over a range of standard psychologlical experiments.
It 1s too early to evaluate them beyond saylng that they

show great promise of explalning the processes involved in
recognizing patterns in sequences, distinguishing stimuli,

and responses of high and low similarity, serial and palred-
assoclate memorlzing, and the llke. Both programs would have

a good chance to pass Turing'!s test.

8. THE GENERAL PROBLEM SOLVER

To give substance to these generalities, we shall conclude
by examining more closely what 1s perhaps the most advanced
of these programs at the present time: The General Problem
Solver [12,13]. The General Problem Solver was devised to
simulate the behavior of some specific human subjects solving
problems in symbolic logic 1n a task situation devised by O.
K. Moore and Scarvia Anderson [8]. Some thirty thinking-
aloud protocols for these tasks have been recorded in the
laboratory at Carnegle Institute of Technology. Comparison of
these data obtalned for 64 subjects by Moore without requiring
the subjects to think aloud indicates that there are no sub-
stantiél differences in process under the two conditions.*

GPS, as we shall call the program, 1s called '"general' be

cause it is not limited to the task for which it was originally

* Professor Moore kindly provided us with the full data on
his subjects prior to publication.
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devised. Hand simulation indicates 1t can also solve the
Whitehead and Russell loglc problems, do trigonometric
identities, perform formal integratlion and differentiation,
and, with a small extenslion to the program, solve algebralc
equations. As will be seen, there 1s reason to hope that it
can bhe extended to an even wilder range of tasks.

Before comparing GPS in detail with human behavior, we
should like to observe that it does solve problems. Hence its
program constitutes a system of mechanisms, constructed from
elementary information processes, that 1s a sufficient system
for performing certaln tasks that humans perform. However much
it may prove necessary to modify the detalls of the program
for close human simulation, in its present form 1t constitutes
an unequivocal demonstration that a mechanlism can solve problems
by functional reasoning.

In simplest terms, GPS 1s a program for reasoning about
means and ends. It grew out of our observation that the
protocols of laboratory subjects contained many statements of
the following sorts: "So in all these now I have notes as to

exactly what I can do with them." (Paraphrase: "Here are

some means at my disposal, what ends will they serve?")
"I'm looking at the 1dea of reversing these two things now . . .

then I'd have a similar group at the beginning." (Paraphrase:

"If I use means X, I will achlieve Y.'") "I'm looking for a way,

now, to get rid of that symbol." ("What is the means to achieve
this end?") "And now I'd use Rule 1." ("I'll apply means X.'")
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Closer scrutiny of the protocols reveals that the vast
majority of the statements in them fall within this general
framework. Simulating the behavior of these subjects requires
a program that can handle problems in this kind of functional
language. Further, the functional language makes no reference
to the specific subJect matter of the problem--in this instance
symbolic loglc. The program must be orgaﬁized to separate its
general problem-selving procedures from the application of
these to a specific task. GPS is such a program.

The adjective '"general" does not imply that GPS can
reason about all or most kinds of problems; or that it will
simulate all or most human problem-solving activity. It simply
means that the program contains no reference to the task
content, and hence 1is usable for tasks other than the one
for which 1t was devised.

GPS operates on problems that can be formulated in terms
of objects and operators. An operator 1is something that can
be applied to certain obJects to produce different objects (as
a saw applied to logs produces boards). The objects can be
described by the features they possess (boards have flat

parallel sides), and by the differences between palrs of

objects (a 2xU4 i1s thicker than a 1lx4). Operators may be
restricted to apply to only certain kinds of objects (nalls are
used on wood, not steel); and there may be operators that are
applied to several objects as inputs, producing one or more

objects as output (Joining four beams to produce a frame).
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Various problems can be formulated in a task environment
containing objecté and operators: to find how to transform one
obJect into another; to find an object with specifled features;
to modify an object so that a specified operator can be
applied to it; and so on. In the task environment confronting
our laboratory subjects, the objects were symbolic logilc
expressions (which the subjects were told were messages in
code). The operators were twelve rules of loglc for
transforming one or two input expressions into an output
expression. Figure 1 gives the first eight of these rules,
enough for our illustrative purposes. For example, by Rule 1
an expression of the form (A.B) could be transformed into (B.A),
thus reversing the order of the symbols. The problems given
the subjects were to "recode," using the rules, one or more
given logilc expreésions into é different loglc expression.

One problem, for example, was to transform R.(-PDQ) into (QVP)°R.

A statement like: "I'm looking for a way, now, to get
rid of that horseshoe" expresses a goal. The goal in this
instanee is to eliminate a difference (the "horseshoe" in the
original expression versus the "wedge" in the desired expression)
between one object and another. The goals that the subjects
mention in their protocols take a variety of forms. We have
incorporated three types of goals, which account for the vast
majority of goal statements, in the present verslon of GPS.
They are:

Goal Type 1: Find a way to transform object a into
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object b (1.e., a sequence of operators that will accomplish
the transformation).

Goal Type 2: Apply operator % to object a (or to an object
obtained from a by transformations).

Goal Type 3: Reduce the difference, d, between object
a and object b by modifying a.

The problems initlially given the subjects established
transform goals; "getting rid of the horseshoe" expresses a

reduce goal; "And now It'd use Rule 1" states an apply goal.

&===3 BvVA 5. AVB &> »%—A.-—B)
1 ﬁYg &= B.A A.B &= _(-AvV-B)
2. ADB &> -BD-A 6. ADB &= -AVB

3. AvA &—> A

7. AV(B.C) &> AvB).}AvC)

A == 4 A.§BVC) &> (A.B)V(A.C)
4y, Av(BvC) &== (AvVC)VC 8. AB === A
A..%B.C; gA.B).C A.B =3 B

Fig. 1 — Rules for transforming logic expressions

To attain a goal, consideration of the goal must evoke in
the problem solver some idea of one or more means that might
be relevant. The subject, for example, who says "I'm looking
for a way, now, to get rid of that horseshoe," follows this
statement with, "Ah . . ., here it 1s, Rule 6. So I'd apply

Rule 6 to the second part of what we have up there." Applying
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Rule 6 (See Figure 1) has been evoked as a method for getting
rid of horseshoes.

Thus, the evoking process 1s represented in GPS by associating
with each type of goal one or more methods for attaining a
goal of that type. These are shown in Figure 2. Method 1,
associlated with Transform goals, consists in: (a) matching the
objects a and b to find a difference, d, between them; (b) setting
up the Type 3 subgoal of reducing d, which 1f successful
produced a new transformed object, c; (c) setting up the
Type 1 subgoal of transforming ¢ into b. If this last goal
is achieved, the origlinal Transform goal 1is achieved. The
match in step (a) tests for the more important differences (in
terms of some priority list) first.

Method 2, for achieving an Apply goal, consists 1n:

(a) determining if the operator can be applied by setting up
a Type 1 goal for transforming a into the input form of the
operator g (which we call C(g)); (b) if successful, the output
object 1is produced from the -output form of q (P(q)).

Method 3, for achieving a Reduce goal, consists in: (a)
searchiﬁg for an operator that is relevant to reducling the
difference, d; (b) if one 1s found, sebtting up the Type 2 goal
of applylng the operator, which if attalned produces the modified
object.

To see how GPS goes about applying these goal types and
methods to the solution of problems, conslder a concrete

example. We willl use the problem mentioned earlier: to
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Goa! type |: Transform object a into object b
Method I:| Match a to b Difference d - Reduce d between | Fail Me?hod
- - a and b fails
Identical Modified Fail, try for
object, ¢ new object
Succeed ,
Method — Tronsform ¢ into b
succeeds

Goal type 2: Apply operator q to object g

Method 2: Transform a S 4 Produce the output M

“linto ¢ ()» the ucceeds c from P(g_)the [ ethod
i for succeeds
input form of q

output form of q

Fail

Method
fails

Goal type 3: Reduce the difference, d, between object a and object b

Search for operator, q, q
Method 3: . - o Appl
¢ relevant to reducing d ~Apply g to g
Fail w Succeed, new
Try for new object, ¢
operator
Method Method
fails succeeds

Fig. 2— Methods for means—ends analysis
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"recode" the expression Ll, R+*(-PD>Q), into the expression
L0, (QvP)*R. As we go along we will explain the recoding rules
as far as 1s necessary to understand the example.

GPS begins by establishing the Type 1 goal of transforming
Ll into LO. Among the information processes avallable to 1t--
built up from the elementary processes, are a number of tests
for the possible differences among pairs of expressions; for
example:

1. A test whether the same or different variables
(letters) appear in the two expressions;

2. A test whether each variable occurs the same or
a different number of times;

3. A test whether a variable or group occurs in the
same or in a different position;

4. A test whether a pair of connectives (-, v, D) is
the same or different.

And so on. The tests may be applled to whole expressions or
to corresponding parts of expressions (e.g., (-P>Q) and (QvP)).
Method 1 applies these tests 1n order. It discovers
a difference in position of the R's in Ll and LO, and establilshes
the Type 3 goal of reducing the difference. For each difference,
it has available a l1list of operators that are possibly relevant
to removing a difference of that kind. (These lists can be
constructed by GPS itself by examining the set of avallable
operators.) In this case, it discovers that Rule 1, which
transforms an expression of form (A*B) or (AvB) into an
expression of form (B-A) or (BvA), respectively, affects

differences in position. Consequently, it establishes the
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Type 2 subgoal of applying Rule 1 to Ll. This can be done
by identifying R with A and (-P=Q) with B in the rule, thus
producing L2, (-P>Q)°R, as the output expression.

This done, the original goal now sets up the new subgoal
of transforming L2 into LO. Repeating the cycle, a difference
in connectives is found between the left-hand sides of L2 and
LO, respectively; a rule, R6, is found that changes connectives
by transforming (-ADB) into (AvB), hence transforms (-PDQ)°'R
into L3, (PvQ)‘R.

A third repetition of the basic cycle discovers the
~difference in position between (PvQ) in L3 and (QvP) in LO, and
applies Rl to remove the difference. Finally, @GPS discovers
that the product of this transformation 1s ldentical with LO,
and declares the problem solved. We may summarize the steps

as follows:

Step Expression Justification for Step
Ll R.(-P>Q) Given
L2 -P2Q) R Rule 1
L3 PvQ)-+R Rule 6 inside parenthesis
LO QVP) *R Rule 1 inside parenthesis

9. COMPARISON WITH HUMAN BEHAVIOR

Granted that GPS can solve this problem, and many
that are a good deal more difficult, why do we suppose that the
processes of GPS resemble in any way the processes a human
would use in solv;ng the same problem? Let us compare GPS's

processes, as just narrated, with the content of the protocol

of a human subject solving the same problem. We shall let
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the reader Judgé whether the two processes are or are not
closely similar. (Neilther the particular problem nor the human
protocol we shall examine was used in devising GPS.)

In the right-hand half of Table 1 we reproduce, word for
word, the human protocol, omitting only some introductory para-
graphs. In the left-hand half we reproduce the trace (hand
simulated) of a program that, we belleve, approximates closely
the processes of the subject!s thinking. This program is not
identical with the one we described for GPS, but incorporates
some modifications to fit it to the empirical data. Baslcally
however, the objects, operators, differences, goal types,
and methods that appear in this trace are those of GPS.

Scanning down the protocol, we see that the subject sets
up the goal of transforming L1 into LO, notices the difference
in order of terms in the two expressions, and considers
reversing them (lines 4-9). Simultaneously, the program is
establishing the same goal (Goal 0), noticing the same
difference (line 4), discovering that Rule 1 reduces this
difference (line 9), and fixating the idea of applying Rule 1
when the analysis 1s complete. (This distinction between
overt and covert action is one of the modifications introduced.)

Next, the subject scans down the list of rules--there is
explicit evidence that he looks at Rules 2, 3, and 4--rejecting
each because it doesn't apply (Rule 3), would introduce a
new difference ("That would require a sign change"), or doesn't

perform the function of switching the P and Q (Rule 4). Simul-



Table 1
SIMULATION 7 OF SUBJECT 9 ON O. K. MOORE PROBLEM al.

o
Line Simulation Protocol =
n
1 L0:  (QvP)-R (Expression to be obtained) cg§
Ll: R*(-P Q) (Expression given at start)
3 Goal O0: Transform L1 into LO (Goal set by experimenter)
4 Match gives position difference (Ap) I'm looking at the idea of reversing these
two things now.

5 Goal 1l: Reduce Ap between L1 and LO (Thinking about reversing what?)

6 Search 11st of rules The R's . . .

T Goal 2: Apply Rl to L1

8 Match: R1 applicable

9 Test rule functions: reduces Ap then I'd have a similar group at the beginning
10 no others but that seems to be ...

11 Set to execute R1 when analysis I could easily leave something like that ttil

complete the end,

12 Goal 3: Transform right L1 into left LO except then It1ll . . .

13 Match gives position difference (Ap)

14 Goal 4: Reduce A p between right L1

and left LO

15 Search 1list of rules

16 Goal 5: Apply Rl to right L1

17 Match:)RI fails, right L1 has (Applying what rule?)

Ac

18 Goal 6: Apply R2 to right Ll Applying, . . . for instance, 2.

19 Match: R2 applicable

20 Test rule functions: reduces Ap,

21 but introduces unwanted - (As) That would require a sign change.

22 Re ject goal (Try to keep talking, if you can)

23 Goal 7: Apply R3 to right Ll Well . . . then I look down at rule 3

24 Match: R3 not applicable and that doesnt't look any too practical

25 Goal 8: Apply R4 to L1 Now 4 looks interesting.

26 Match: RH¥ not applicable¥* Itts got three parts similar to that ..

and ... there are dots

* But the subject mistakenly thinks R4 1s applicable; therefore tests its functions.
Statements in parentheses are experimenterts statements and explanatory comments.
All other statements are the subject's.



Simulation 7, Subject 9, 0. K. Moore Problem 1. Table 1 (cont.)

Test rule functions: doeantt
reduce Ap
Reject goal

Goals 9 to 13: Apply R5 to R9 to Ll
All goals faill on match
or test of function

Search rules again, but don't reject
without attacking subproblem
Goal 14: Apply Rl to right Ll
Matc?: )Rl fails, right L1 has
Ac
Test rule functions: reduce Ap,
no others

Set to execute R1l, if applicable
Goal 15: Reduce Ac between right
L1l and R1

so the connective ... seems to work easily

enough,
but there's no switching of order.

I need that P and a Q changed, so
I've got a horseshoe there. That

practical any place through here.

I'm looking for a way now, to get
that horseshoe.

Search list of rules, for rule with

that reduces Ac.
Goal 16: Apply R6 to right L1
Match: Rg applicable
Test rule functions: reduces Ac
reduces As
Set to execute R6 when analysis

Ah . . . here it is, Rule 6.

complete

Goal 17: Transform right L1, after reducing

Ap, Ac, As, into left LO

Match: transformed right L1 identical with

left LO

Goal achieved, and analysis complete
So I*d apply Rule 6 to the second part of

Execute R6 on right L1 (from line 46)

what we
have up there.
(Want to do that?)

doesnt't seem

rid of

1€
9042 -Wd



Simulation 7, Subject 9, O. K. Moore Problem al.

L2: R-(PvQ)

L3

Execute Rl on right L2 (from line 38)

: R-(QvP)

Execute Rl on L3 (from line 11)

L.

(QvP) R
Match: L4 identical with LO

Table 1 (cont.)

9062~y

w
n

Yeah.
(OK, to line 1 you apply R6. Line 2 is R-(PvQ)

And now I'd use Rule 1.

(Rule 1 on what part? You can use it with the
entire expression or with the right part.)

I'd use 1t in both places.

(Well, we'll do them one at a time ... which do
you want first?)

Well, do it with P and Q.

(R+(QvP). Now the entire expression?)

Yeah.

(on line 3, Rule 1 ... you'd get (QvP)“‘R)

And ... that's it.

(That's it all right, OK ... that wasntt too
hard.)
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taneously, the program is establlishing the goal or reducing
the difference in order of P and Q (Goal 4), scanning the
1ist of rules, and rejecting them for the same reasons.

Next, the subject observes that the horseshoe creates
difficulty in changing the P and Q (lines 36 to 37), and erects
the goal of eliminating the horseshoe, discovering that Rule 6
w1ll do this (line 42). He applied Rule 6, then Rule 1 to
the right-hand subexpression, then Rule 1 to the whole
expression, and observed that he has solved the problem.
Simultaneously, the program undertakes a second search for
a rule that will reverse P and Q (lines 33-34), but now
tackles as d subproblem getting an otherwise relevant rule
to be applicable. Considering Rule 1, it establishes the subgoal
(Goal 15) of changing the horseshoe to a wedge, finds Rule 6,
checks whether this will solve the problem, then executes
Rules 6, 1, and 1 (on the whole expression) in that order.

There are a number of interesting points of fine structure
in the comparison of program with protocol that we cannot
%0 into here. For example, the program searched all
the rules the first time through, while the protocol of the
éubject glves evidence for only the first few. The cause of
the discrepancy is not at all clear. The reader can use
Table 1 to discover and examine a number of such features.

In testing whether thils program provides a good theory,
or explanation, of the behavior of the human subject, we can

ralse two kinds of questilons:
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(a) How much did we have to medify GPS to construct a
program that would fit this subject'!s protocol?

(b) How good is the fit of the modified program to the
protocol?

In the next paragraphs we wlill discuss some of the
methodological issues that are imbedded in these questions.
We are, of course, considering a test of simulation that is
mueh stronger than Turing'!s test, and perhaps the reader can
be persuaded from the evidence presented thus far that GPS
and 1ts variants will passvTuring's test.

Fitting a General Program to Specific Behavior. The

form the theory takes 1s a program--in this case, GPS. But,

as in the natural sciences, the theory 1s more appropriately
expressed as & class of programs to be particularized and
applied to concrete situations by specifying parameter values,
initial conditions, and boundary conditions. For example, one
subject may attach higher priorities to a difference in
variables, another to a difference in connectives. GPS 1is
fitted to these subjects' behaviors by modifying the program to
represent the difference in priorities--this 1s precisely

what we did in constructing the example shown in Table 1.

As in all fitting of theory to data, we must watch our
degrees of freedom. If we are allowed to introduce a parameter
change or a new mechanism for each bit of behavior to be
explained, we will have explained nothing. The program must

be a parsimonious descriptlion of the mechanisms generating the
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behavior. Let us point out--to be sure the reader understands--
that the trace is the output of the program, and not modifiable
at will. Any change in the program affects the trace in a
number of places. A chance to reduce one discrepancy--say the
apparently more exhaustive initial search of the list of rules
mentioned above--is likely to introduce new discrepancies.
In the case in poljt, we were unable to find any simple change
in the program that would remove this particular discrepancy,
and yet leave the rest of the fit as good as 1t 1s.

Comparing a Trace with Behavior. The computer does not

yet speak fluent idiomatic English; hence we cannot compare the
trace with the subject?!s protocol literally word for word. The
trace says: "Goal 1: Reduce Ap between L1 and LO." The
subject says: "I'm looking at the idea of reversing these two
things now." The trace says: "Goal 6: Apply R3 to Ll." The
subJect says: " ... then I look down at Rule 3." Instead of
having the computer speak English, we could hope for a code
(in the psychologistt!s sense of the word) that would reduce
the human conversation to "problem-solving content." Again,
techniques are currently lacking for doing this, but perhaps
we can agree that a large amount of the content of the
subjectds remarks is captured in the computerts "phases."
Further, the trace describes the information processes
uniformly down to a specified level of detail, while the protocol
fluctuates greatly in its explicitness--sometimes providing
more detail, but usually much less. Thus in our search example,
it 1s certainly possible that the subject scanned the entire
set of rules, but simply failed to mention them after the
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first few. This kind of mismatch 1s probably inevitable, at
least 1n the present state of our knowledge. The most we can
aim for is a trace that avolds sins of omission and contradiction,
although it may sometimes speak when the subject remains silent.

We do not mean that the level of detail in the protocol 1is
arbitrary--im fact, we suspect that 1t is very much related
to the mechanisms and functions of consciousness in problem solving
and learning. The distinction between conscious and unconsclous
does not appear in the present GPS mechanisms, and hence cannot
be reflected in a non-arbitrary way 1in the trace.

The exhibit presented here provides a sample of the work
that has been done in comparing GP3, and variants of 1t,
with the problem-solving behavior of human subjects. The
protocol shown here covers only four mlnutes of behavior.
Relatively little simulation has been carried out to date--
1t is a painstaking activity. Our most intensive empirilcal
study thus far has been the simulation of the behavior of a
subject solving a considerably more difficult problem over a
period of 30 minutes. We shall report on our findihgs in more
detail elsewhere, but the following conclusions, from this
intensive study, and from less detalled examination of about
twenty other protocols seem reasonably certain:

Measured in terms of time and numbers of words, virtually
all the behavior of subjects falls within the general framework
of means-end analysis. The three goal types we have described

account for at least three fourths of the subjects! goals, and
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the additional goal types for which we find evidence are close
relatives to those we have mentioned.

The three methods we have described represent the vast
majority of the methods applied to these problems. One
additional exceedingly important method--planning--has been
incorporated in GPS [13], but limits on time prevent us
from discussing it here. Planning appears in several
different forms in the protocols, but in all of them it
serves the function of temporarlily omitting details in order
to see if the main line of reasoning will yleld a solution.

There are evidences that the programs of the subjects
change--that they learn--in the course of problem solving. For
example, initially they have to scan the rules, one by one,
to find an applicable rule; later, once they create the goal
of reducing a specified difference, they choose almost lnstan-
taneously a rule that is relevant to that particular difference.
No clear distinction between learning and problem solving
appears. Some of the learning takes place--and is used--in
the course of attempting a single problem (one-half hour).

In fact, the GPS network of goals and subgoals constitutes

a "learning about the problem,"” so that on successlve phases
of the solution, the subject behaves very differently.
Conversely, some of the learning occurs as the result of

specific problem-solving activity devoted to learning.
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10. CONCLUSION

In this Research Memorandum we have described a method for the
study of human problem solving and other higher mental processes,
have given an example of an application of the method, and have
indicated the theory of human problem solving that emerges.

We have drawn our examples largely from the work of ourselves
and our associates, because 1t represents the only current
undertaking with which we are familiar that includes detailed
simulation of human protocols. There are, of course, other
investigators who are exploring human problem solving, on

the one hand, and simulation techniques, on the other.

The method consists in constructing a theory of central
processes in the form of a program, or class of programs,
demonstrating the sufficiency of the theory to produce problem-
solving behavior by realizing it in a computer, and testing
the theory against human processes by comparing the trace
generated by the program with the protocol of a human subject.

The application conslsted in constructing a general problem-

solving program, capable of solving problems in logic and
other domains, demonstrating that a computer so programmed could
solve problems, and comparing its processes wlth those of human
subjects in a problem situation designed: by O..K. Moore.

‘The theory of human problem solving consists in a program,
constructed of elementary information processes, for reasoning
in terms of goals and methods for attaining those goals.

Perhaps the most striking characteristic of this program is
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that it seleets the paths it explores by first determining
the functions that have to be performed, and then finding
courses of aetion relevant to those functions. 1In this and
other ways it reflects (and incorporates in determinate
mechanisms) the "insightfulness" and "directedness" that has
so often been observed as a sallent characteristic of human
problem solving. In terms of today's nomenclature in psychology,
one could describe it as a "mediational"” theory that encompasses
"Gestalt" processes. Its novelty 1s that it is definite and
that, at least in one problem area, 1t works.

It 18 easy to point to difficulties and unfinished tasks.
Systematie methods for fitting programs to protocols and
testing goodness of fit are nonexistent. The "General"
Prablem Solver 1s still highly specific compared with the
humans 1t simulates. The construction and testing of
learning programs has hardly begun. Only the most rudimentary
programs for simulating "simple" human processes have been
written, and these have not been tested. There 1s little
information for seleeting the correct set of elementary processes;
and even less for connecting them with neural mechanisms.

In spite of this imposing agenda of unfinished business,
we wishzto recerd our conviction that 1t is no longer necessary to
talk about the theory of higher mental processes in the future
tense. There now exlst tools sharp enough to cut into the tough
skin of the problem, and these tools have already produced a rigorous,

detalled explanation of a significant area of human symbolic behavior.
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