
TO R. Spinrad DATE 13 September 68 

, FROM . J. Shemer 

SUBjECT: Performance Investigation of Mass Memories REFERENCE 

ANALYSIS OF II IBM 2314 11 VERSUS 117232 RAD AND CRAMI! FOR FILE STORAGE IN TS.U 

INTRODUCTION 

This memo investigates the performance of two hardware organization schemes for fi Ie 

storage in the TSU time-sharing environment - 1) a mass storage device identica I to 

the IBM 2314 disc and 2) a storage heirarchy of a 7232 RAD coupled with a lower , 

fevel CRAM mass memory in which fifes migrate between the two devices as determined 

by fi Ie promotion/demotion activity with the majority of fi Ie I/O to and from the 7232 

(i.eo l this latter structure is at}a logous to that currently proposed for TSU~) In this 

ana lysis, it is assumed that the principe f criterion of performance is response * to fi Je 

access requests since rapid response is a principa I goa I of time-shared computer 

opera·Hon. Therefore, the analysis focuses attention upon the derivation of the expected 

response time expeiienced by individua I fi fe I/O requests as a function of device 

performance characteristics and device loading. In addition, estimates of core memory 

require~ents for fiie I/O buffering are.obtained for each of the two implementations. 

The mat,hematica I ana lysis is presented in Section II. Then uti lizing the mode Is of 

Section Ii together with examp Ie parameters constructed from typica I TSU app fications, 

a set of graphica I studies,. comments, and recommendations are presented in Section Ill. 

II MATHEMATICAL MODELS OF THE 2314 AND THE 72341CRAM FILE SYSTEMS 

A. /v\odel of 2314 Seek and Latency Servicing 

Assume requests for fi fe access occur at Poisson rate A and are equa f!y distributed 

* Here, response is defined as that period of time elapsing betweeQ requesting file l/q from 
a device and completion or that file I/O request by the appropriate devlce, neg!ectlng any 
software time necessary to set up or acknowledge such I/O transfer. 
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among n storage mod~les which comprise the 2314 system (i.e., 1 < n < 8). 

Furthermore, with the 2314 storage systemJ assume response to fi ie requests is 

achieved subsequent to service in two queues. First, requests enter a seek (or. 
f 

positioning) queue in which service is -first-come-first-served, and each of the 

n storage modu les can concurrent fy serve distinct ~equests. Then upon comp leHon 

of positioning service, the request enters a latency queue where requests for data 

channel service are treated first-come-first-served, yet on a one at a time basis 

by each data channel. 

Thus to study response characteristics of a 2314 type of device, the problem is 

'to examine the random variables wI' tv w2' and t2i where w 1 and tl denote the 

w.aiting time and service time in the seek queue, respectively;, and w2 aoo t2 

denote the waiting time and s~rvice time in the iatency queue" respectively. 

For notationa I purposes, let p (t) represent the probabi Iity density function for x ' 
a random variabie x with respect to the independent variable t (where t denotes 

time), end let X(s) be the laplace-SHelties transform of the distribution for x. 

That is 

co ,... 

X(s) = \ 
-st 

e p (t) dt 
x 

Emp loying this notation, consider ~he variables w 1 and t 1 are independent, then 

the time m which a request spends waiting for end accomplishing cylinder positioning 

is distributed as the sum of w 1 and t 1i whereby 

/ 

(1) 

Now since the input to the positioning queue is Poisson with mean request rate 

'A/n per storage ~odu Ie, the transform W 1 (s) is obtained from the Pollaczek­

Khintchine formu 10* 

'* See "Elements of Queueing Theory by T. L Scaty, McGraw-Hi!!, 1962. 
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S - A/n (I-B1 (5)) 
(2) 

where Pl denotes the utilization ractor or each storage module, and B
1
(s) is 

the Lap !ace-Stie !ties transform or the distribution for the access mechanism 

servicing period b
1 

(i.e., b
1 

equals the sum of the seek positioning time t l' 

latency queue waiting time w
2
, and latency queue service time t

2
). 

Here from the properties of the Laplace-Stieltjes transform, the expectation * 
~ b . o. 1 1S 

-dB
1 
(s) 

E r b, 1 = 
l. IJ ds 

s = 0 

r "i r.., r-f 1 
= E it 1; + E lW21 + c it21 

L .J l...; L J 

and the device load PI is given by 

Substitution of these resu Its into equation (1) yie Ids 

i "1 
= E IW'I+tli 

L I j 

:- 21 
= it E Lb1 j 

2n (l-p 1) 
'------...----- . 

r ... 
E !w \ 

L lJ 

+ 

* U . 'd . r- r I h . f h . I r . ISlng stanaer . noratlon,J:! i represents t e expectatlon 0 t e vanao e or 
function enc losed within the brackets. . 

(3) 

(4) 

(5) 
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where 

s = 0 (6) " 

E"x~-ending this reasoning l consider the v<?riables t y w21 and t2 are independent. 

Then the time d spent waiting for request recognition and accomplishing data 

transfer is distributed as the sum of w 2 and t
2

; hence 

I wnere 

(7) 

and 

(8) 

Here, a II n devices supp Iy cumu lative input A to the latency queue; thus if there 

are c data channelsr then the utilization of each cho"nnel is expressed 

c 

Thusr proceeding as before 

["' "I 

~ ! d I = - D I (0 \} = 
I- L j 

(9) 

_ r 2: 
A t :t2 i 

l. .J 

+ ( - T2 (0)) 

(10) 

1= lW 1 E t2~1: .. L 2j _ 
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! 

wnere 

= 

s=O (11 ) 

Hence, employing the foregoing results, the expectation of the 2314 1s response 

t~me r f to' fi Ie requests is 

r 2l 
= AELbl J 

2n (l-p 1) 

'------~-----_/ 
r 1 

Elm I seek service 
~ , 
'- .J 

This expression can be further simpl-rfied by noting 

r 21 ~ 21 ". 

21 E l b1 ~ = E if l + E Lt2 +' i oJ L 1 J .; 

.- ... ..• ... 
+ 2 E : t 1 (E I t21 + E: w

2 
~ ) 

L L ... ..l L ~ 

(12) • 

~------~------/ 
~ , 

E i d I data channel 
~~ J 

service 

2l 
E LW2 

! 
J 

( 13) 

... -, 

+ 2 E 
~ ~ 

E t2 iW2i 
L. .; 

The result of equation (12) is of particular interest since it not only provides 

an indication of response speed, but a Iso an estimate of core I/O buffer 

requirements for file referencing. Let n
f 

be a random variable denoting the 

number of pages which must be transferred for each file request (i.e., n
f 

is a 

function of the record size). Then the expected number of core pages which 

~ust be dedicated to sustain this I/O activity is 

(14) 
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Note, however, that this result does not include the storage required for the 

2314 I/O software and the data bases which this software must use to achieve 

fi Ie management. 

B. tv\ode! of 7232/CRAi\~ Servicing 

Consider the 7232/CRAM system currentiy contemplated for TSU. In this system, 

·the 7232 RAD is reserved for storage of active fi les, or portions of such fi les; 

whereas the CRAlV\ is the mass storage reservoir for dormant files and large system 

fifes. Here it is assumed that fifes (or portions of fiies) are promoted and demoted 

between the CRAM and 7232 with Poisson mean activity rate AI for each device . 

. In addiHon to demand AI, CRAM service is requested at Poisson rate All for 

individua I page transfers (e.g., direct, sing Ie page references of a large fi Ie), and 

service of the 7232 RAD is demanded at Poisson fiie referencing frequency ""0. 
Here, in order to be consistent with the 2314 mode! described in part A of this section, 

Ao = A - All where A equals the total file request frequency. Thus the CRAM and 

7232 are demanded at Po-isson request rates A and Ad' respectively, wi.th A = 
c . . c 

AZ + All and A, = AI + A • 
a . 0 

Assume that each device awards service on a first-come-first-served basis. Let 

t denote the time required for the 7232 to service a file request and let t 
o' p 
represent the 7232 service time for a single promotion/demotion request. Further-

more, let til represent the CRAM service time of a single page transfer request, 

and let t l be the CRAM service time for a fife promotion or demotion activity. 

(Here the service time includes both positioning time and data transfer time.) 

Now let t c represent the service time of a typica I CRAlv\ request and t d denote 

the service time of a typica! 7232 request. Hence the expectations of t and td 
. c 

are given by 

I \ I , 
r 1 A: r "1 i A" i r 1 

E 1.J. ; = I E!·I t + 

~ 
, 

E l.l.lIi 
I 1 r 1 

. 
I I I I ! jl ; 
l cJ \ A1+)..Uj L .J AI + All 

J 
... ..l 

( 15) 

A ~ \ .. 0 't f AI E t 1 E ltdJ = I 

E t + j 0 \ A + AI } 
PJ 

"-0 + AI J \ 0 t 

( 16) 
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.! ! ' • ... .' 7232' ana hie ioaolng ot rh~ 1S 

( 17), 

Similarly if there are c data channels serving the C~AM, the load per channel is 

p = 
c 

(AI +A")E ft I 
L c J 

c 
( 18) 

Then reasoning as in Part A, since the service is first-come-first-served and the 

generation of requests is a Poisson piocess, the distribution. of the waiting time W d 

ror 7232 ~ervice 1S described by the Lapface-Stieltjes transform 

Thus the response time r d' to fi fe requests stored on the 7232 has mean 

2 ( 1 - Pd) 
j 

r .. 
r i ! 
C $w

d
! 

t J 

+ E h ! 
L oj 

Record 
access time 

(19) 

(20) 

Simi iady the distribution of the waiting time w for CRAM service is characterized 
c . 

by 

/' 

w (s) = 
c 

(1 - P ) s 
c 

(21 ) 
s - A (1 - T (s)) / c 

c c 

. whereby the expected response time to a direct fi Ie access of a sing fe page record 

stored on the C RAM is 



E!r i = 
L cj 

2 
A E t 

c c 

2c (1 - p ) 
c 

,.. i 
E Iw I 

L cJ 

+ 

I 

Single page' 
record ac cess time 
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(22) 

The core memory requirements P dc (in pages) for I/O buffering in the 7232 

CRAWl system can be estimated by the expected value 

E r Pd 1 = 
L c J 

'\ II E ir l I\. <, 

. L CJ 

-., .-., r 1 r- .., -
+ A IE: n 1 (E IL: WcJI + E i t IJ,i + E I wd 1 + E : t 

L pJ L L J L p 

r -"'! (I'" ""I; 

+ A E inf :.: E I rd 1 o !...l L j (23) 

where Ern 1 denotes the mean number of pages which are transferred with each 
L P J 

fi Ie promotion (or demotion) act1viiy,and E [ n f]i's the expected number of pages 

which are accessed with 'each fiie reference (i.e. t n
f 

is a function of record size). 

Note however that this resu It does not inc Iude the storage required for the I/O 

sofi"vvare and data bases which are nec~ssary for managing the 7232 RAD and the 

CRAlvt 

Another measure of interest is the time f required to promote (or demote) a fiie 
p 

in its entirety from one device to the other - the CRAM to 7232 (or visa versa). 

An estimate ;s provided by 

,. 'I 

Elf: = 
l.. PJ 

-I 

E Iw ! + 
L cJ 

c It 11. I.:i 1 
l J 

+ E iWd1 + 
L J 

(24) 

Equations (20) and (22) provide response measures for the 7232 and CRAN\, 

respectiveiYI which can be compared to the 2314 result given in equation (12) . 

. Simi lady, equations (14) and (23) can be uti lized to compare the core memory 

requirements for I/O buffering in the two systems (23i4 and 7232 CRAM). 
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III PERFOR/y\ANCE ANALYSIS 

A. Graphical Results 

In order to' compare the two fi Ie storage design schemes (1) the 2314 and 2) the 

7232;tRAM), it is imperative to select reasonable estimates of the variabJes for 

each of the mathematica r models. This can be achieved, in pajt~ by considering 

a number of cases for each of the systems as determined by variables such as 

record size, fi Ie size, and positioning time. 

FirstJ let us examine the 2314 system for the, following four cases: 

Case i-sma I I records and non-restricted cylinder accessing. 

Case 2 - sma i I records and restricted cy finder access. 

Case 3 - large records and restricted cylinder access. 

Case 4 - farge records and non-restricted cylinder accessing. 

with 
, ~ r 74.25 ms if non-restricted cylinder access. 

E .It 1 J= l33.65 ms if restricted cylinder access .. 

_ r 1 f 19.5 ms if sma I f records. 
t!t:=i ,. 

L 2J t20.5 ms 1$ large records. 

c = 1 or 2 data channels 

./ 

where a usma Ii record 1/ is equiva lent to one page (512 words) per file request, 

and a IIlarge record II corresponds to an average of two pages per fi Ie request. 

Here the consideration of different seek positioning' times arises because it is 

conceivable i-hat storage a nocation on the 2314 is designed to minimize mechanica I 

mO!lon (e.g~, no more than 11 cyf"inders (~220 tracks) for 90% of the requests*. Such 

a situation might result from storage allocation algorithms based upon frequ.ency 

or file usage and/or file contents and ownership. 

in addition to the foregoing, assume the mean file request rate A varies from 5 to 

'* Note, however, if limited motion is strictly adhered to, it would effectively reduce the 
amount of immediately addressable data. 
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30 requests/sec. (0 range corresponding to the TSU esi-imates verba liy obtained 

from W. Shu ltz), and let the system consist of 8 independent storage modu !es 

(i.e., n = 8) in order to comply with TSU fi Ie storage estimates. * It is a Iso 

. assumed that the 2314 storage modu Ie operates at 2400 rpm with 7 sectors 

(256 words eaci--~ recorded per track. 

Now directing attention to the 7232;tRA/'A system, let us consider 

wl;;-h 

Case A - small records and smail H!es. 

Case B - sma I I records and large fi les. 

Case C - Jarge recor:ds and smaii fifes. 

Case D - large records and large files. 

{ 
if sma Ii records. 

E r,. 1 J 22.5 ms = 
~'oJ l' 28.4 m~ if large records. 

E It 1 r 63 ms 'if sma il files. = 
1109 ms if large L pJ fifes. 
l ' 

'" .., ( 
515 ms if sma II fi ies. E; tir = ~ 

l 915 ms OJ: large c· i :. ~ 1 i 11 :es. 

E r~IJ = 165 ms. 1 ! 
.. J 

AI = 0.5 requests/sec. (promotion/demotion activity). 

All = 2 requests/sec. (single page fife accesses from CRAM). 

c = 1 or 2 data dIanne !s. 

where a "sma il file" is of average size 8 pages and a "large fiie ll is of average 

size 16 pages. Here the attributes of allsma rl record II and a II large record Ii are 

the same as above. The promotion/demotion activity AI is based upon a 200 user 

sysrem with an dvercge session time of 20 min/user and 3 file promotion/demotion 

activities per session. Assume that the CRAM c luster consists or two decks 

totaling 768 cards (or ~ 226 x 106 byI"es) in accordance with the ~inimum TSU 

* Nomina/iv. 225 mec;a bytes. 
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cor.figuration described by Computer Sciences Corporation in their TSU 

architecture document. (Note this two deck cluster approximately corresponds 

to the storage capacity provided by the 8 ( n =, 8 ~ storage modu les in the 2314 

system.) Again let A range from 5 to 30 fiie requests/sec. 

Utilizing these parameterizations/ system performance is derived and grapnicaily 

presented in Figures 1-5. 

r- "1 

Fiaures 1 and 2 depicT the exoected response time E ! r A 1 to fi le requests for a 
v I L t~ 

single data channel 2314 system and a two data channel 2314 system, respectively. 

As indicated, a nomina 1 response time of ~ 60 to 120 ms is obtained for a broad 

_ spectrum of the independent variables. 

In Figures 3 and 4, the mean core memory requirements are presented. Figure 3 
r 1 r., 

disp lays Doge reauirements E; p (" and E ; P
d 

: versus A when a sing fe dafoa channe I 
,I L rj L cJ 

1S used by the file storage device (the 2314 or the CRAM, respectively); whereas 

Figure 4 displays these requirements when two data channels are used by tne file 

storage device. Note that (barring the case of IIsmaiI fiies ll
) the nominal main 

memory savings ranges from 10 to 25 pages (5K words to 12.5K words) when the 

2314 system is used~ 

The expected r~sponse time to f~ Ie r~quests for 7232 RAD service in the 7232/ 

C RAl\{'\ system is shown in Figure 5. Here, the nomina I response ranges -from 35 

to 70 ms for a broad range of variables. 

/ 
r -, 

As a fine I set or resu ltsr the expected response time E ; r ; to file requests for 
L CJ 

CRAlv\ service and the mean promote (or demote) time E r flare tabu lated in 
L pj 

Figure 6 for the spectrum of conditions examined above in each system. 

B. Comments and Recommendations 

i) Parameter Assumptions and Resu its 

The primary intent of this analysis was to examine the response characterisHcs 
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of f1 ia storage hardware for two different imp !ementation sc hemes in the 

TSU system. * Here, the a1-tempt was made to provide reasonable 

cmoroximctions of the independent varicbies as construed from current 
i i .. 

• • I" iTS' I' TI . k· , eshmaTlons or tne l.J env1ronment. nus as we acqu1re more nowledge 

about TSU, other ranges of variables may prove to be relevant for a study 

of this sort. 

On the surface, it appears as though fi Ie response in the 7232/CRAM 

system is better than that provided by the 2314 system (see Figures 1, 2, 

end 5). Yet it snou Id be pointed out that a portion of Ii!e requests (those 

d-irectiy referencing the C RAM with rai"e A") experience long response times 

as shown in Figure 6. To further discount this performance difference, it shou Id 

a Iso be noted that the response time estimates for the 7232/CRAlV~ system ere 

b-icsed towards the i:best case ll since it was assumed: 

a) fiies were mapped into contiguous sectors on the 7232 RAD 

b) a fiie resided in its entirety upon one cylinder of a single CRAM card 

c) the -rime required by the executive to accomplish file response 

(interrupt hand ling, dictionary searches, etc.) was neg ligib Ie 

d) the tota I fi Ie request A of the 2314 system directly translated into a 

corresoonding A + A II in the 7232/CRb.M system (i.e., A = A + A Ii). 
, o· 0 

In regard to the fatter of these, ! would suspect that identical user 

environments wou Id produce d-ifferenr toto I fiie request rates in each system 

due to added requests 'for maintainii1g and utilizing device maps, dictionaries 

and directories in the 7232/CRAM ;system. 

Along this same line of reasoning, the file promotion (demotion) raTe AI 

end the H!e size significantiy affect the 7232/CRA/v\.performa"nce. Assuming 

the same set or variabies used in Section II LA of this study, if >: were to 

* Note hO'Never that the emphasis of this study to TSU does not preclude the application of 
'i-he mathemctica i models presented here to performance investigation in other system 

• L enVironrnan IS. 



Page 19 

1:":C;eOse to 1 request/sec., theCRAlv\ with a single data channel would 

rapid ly become ov~r!oadedl thereby drama-Hca I Iyincreasing response 

t"imes. Ntoreover, it is obvious i-na"1" fi fe promotion (demotion) activity 

couid easiiy produce additional 7232 RAD traffic (extended servicing. 

periods) if it became a necessity to !lwrite check ll all write operat"ions. 

In short, one cou Id easiiy conceive of a variation in parameters which 

wou Id degrade the response characteristics of the 7232/CRAiv\ system. 

In contrasi", ii- is difficult to produce the corresponding result in l"he 2314 

system so long as ·the records ere typically 1 or 2 pages per file request 

and the fiie request rate A is less than 30 requests/sec. 

However, in defense of the CRAMI the 7232/CRAW\ system provides up 

to ~ 888 mega-bytes of fi Ie storage capacity since six additiona I decks 

couid be added to ~"he "fWO deck CRAM cluster with all eight uH!izing 

the same controller; ,whereas if additiona I storage (above the ~225 megc-

bytes provided by the eight modules) is required in the 2314 system, then 

another control ler must be added ror each g~oup of eight storage modules. 

This: poses an attendant problem of this ana lysis - how much file storage 

is required in the TSU environment? Note however that 225 mega-bytes 

provides fi ie storage sufficient for over 2000 users, each with fi les or lOOK 

bytes. 

H) Rel1ability and Cost 

A?ort from marketing considerations or potentia I sa les, there are at least 

two other maior areas of. system design which this analysis did not examine 

- 1) system re Hobi lity end 2) the toto I cost of each storage system. 

Since these latter consideraHons cannot be divorced from design decisions, 

it is appropriate to comment on ';·hese. 

) R t. , 0'., I +" 1. • , k .. a • e I1Cbl 11"t'1: n, lme-.Shanng envlronmenrs, one ey to SYSI em 

efficiency is a reliable and rapid access mass storage system. T' • 
I nlS 

memo and others have examined system response; yet to the best of my 
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knew iedge, no one at S DS has examined .the C RANI re Habi Hty. 

Storage devices such as the eRA/v\ are referred to by some engineers. 

in the industry as IIrnechanica I monsi-ers. II This labe I is due (in pert) 

i-o 1'"he inherent reliability problems or their mechanisms and their 

stringent maintenance requirements. 

!f TSU is implemented w-ith 7232/CRAM file storage, ! won't be 

. d or ,. '_'0 ° ,. +:1 ,0 ,. CRAM '0 bO'., satpnse IT system rel1abl11~-y 1S a 01rect rei iecnon or r\ re 10 1 !liy}' 

. d J ,.., ,. b- 'i II r,' t· •• h . In epenaent 01' the re I1C 111fY or oTher aevlces compnslng t e system! 

in comparing the refiab1!ity of the two fife storage systems, 1 would 

intuitive Iy expect that the mean time before rai lure of the 2314 

storage is at least a fac'for of 2 longer than that of the 7234/CRAM 

storage. 

it suffices to emphasize that r~liability considerations must not be 

overlooked, deferred, or taken lightly --: we must look further into this 

area, NO'vV! !n this respect, it wou Id certain Iy be worthwhi Ie to 

sampfe r;rCRls CRAlV\ customers. 
/ 

Cost: It is difficult to oro:ect cost estimates of the file storage 
i • 

systems considered herej not on Iy because some of the sub-systems 

ere not yet engineered, bu·~ a Iso because the cost of such storage 

depends upon the system IS storage capacity*. The tables below serve, 

i-o provide a cursory comparison of the two systems. (Note the inclusion 

of the addiHonal COie memory req~ired in the 7232/tRAM system for 

I/O buffering - see Section IIl.A.) 

* The range Gnd flexibi lity of CRAM capacity are undoubted Iy its most desirable attributes. 
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One 7231 contro j fer (with 4 byte interface) 

Two 7232 sTorage units 

Two deck CRAj\A 

~RAlv\ con1To!!er (sing!e data channel) 

~ 8K core memory 

Totaf: 

C2314 System 

Device 

Eight storage modu las 

Controller (single data channel) 

TO'rai: 

~ 20 

. ~ 80 

~120 

~25 

~50 

$ 
3. 

~. 295 x 10 

~ 280 

~ 25 

. 3 
~$305 x 10 
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AdmittedlY, the above estimates are subject to closer scrutiny; however, 

what is 1rnoortant to note is the relative cost differentia I between the 
I 

two systems. On the surface, it appea:-s as though both hardware 

..... be! . * connguratlons are a . ut rna same pnce. 

. T' " •. !., • • r' ' d· . ·.Lh pi' P' . .c . 
. X. I nese COST esnmCTes were ootcnneq In an HiTOrma i lScussion Wl1 rODuct lonmng ror 

purposes of comparison and are not to be assumed as specific price quotes. 
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If these conclusions are co:-rect, then I strongly favor the 2314 for TSU 

(barring adverse reliabHity performance) since for the vadabfes chosen/ 

,; I L' ,. (" ~!. J. .! . to' i Tne response cnaraCiensncs or file TWO sys.ems are nor suosran lal y 

different; and moreover/ the above somewhat superficia I cost estimates 

do not include the cost of core memory required by the supporting 

sof7ware and its da"ra bases, nor does it account for the cost of software 

design and development. 

One should not under esi-imate the design effort (and cost) necessary to 

build and maintain a fiie sys1-em with the promotion (demoi-ion) strud'ure 

currentiy envisioned for TSU with the 72~2/CRAlV\i n~r sho~Id 'one base 

the operational efficiency of a time-sharing system upon a basicaHy 

unreliable mechanicai device. 

, (--: 
/', 

I ..... ___ ~)' / 

" 
i 

.;/} .. r- ,./(/) 
J. E. She:-ner 
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