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NOTICE

This publication provides an overview of UTS and an index to the complete set of UTS technical manuals. The
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INTRODUCTION

This document is designed to give the technically-oriented reader,
who 1is assumed to have a general knowledge of large computer
operating systems, an overview of UTS. It 1is assumed that the
reader is familiar with the use of the system, knowing both the
kinds of service which are provided and the language elements
which the user uses to request these services. He should come
away from the reading with a general knowledge of how UTS
accomplishes the various requests made of it. He should also come
away with an idea of the parts into which the system is divided,
both functionally and physically. Finally, he should be able to
understand where to look, both in the technical documentation and
in the listing of the code itself, when there is a need for more
detailed knowledge.

As can be seen from the table of contents, this overview comprises
six major sections:

The introductory section (of which this paragraph is a part)
skims lightly over the system as a whole describing the
services it provides, the salient characteristic of its
implementation, the operating systems on which it is based,
and the hardware which is required for operation.

The second section describes the concepts fundamental to UTS
operation, It introduces some of the vocabulary used
throughout the technical documentation of the system.

In section three are gathered descriptions of how UTS formats
all the storage elements under its control: core memory in
both physical and virtual forms, secondary storage used for
UTS residence and user swapping space, RAD and disc storage
used for files of stored data, and the contents of the source
system tape are included.

Section four divides the system into functional groupings and
describes the general techniques used to accomplish those
functions.

Section five reviews the functional structure of section four
giving module~by-module names, sizes, and description of
function performed.

Finally, in section six, the processors which, together with
the UTS monitor, make up the total system are functionally
reviewed. '
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The UTS Operating System

UTS is a multiple-user Sigma 6/7/9 operating system providing
service for a maximum of 50-200 concurrent on-line terminals (a
physical limitation of 512 1lines is imposed by the hardware;
system logic 1limits the number of concurrent terminals to 250;
response and throughput impose a practical 1limit of 50-200
terminals depending on the load submitted) and full
multiprogrammed batch processing services with full resource
control. It includes BPM-compatible management of consecutive,
key-indexed (ISAM-like), and random (direct) files (on either
fixed-head disc (RAD), disk pack, or magnetic tape). These files
are use-protected by password and access designation. A symbiont
(spooling) system services the low=-speed peripherals (card
equipment and 1line printers) asynchronously with other CPU
functions to buffer I/0 to and from secondary storage.

Central to the operation of the system is the secondary storage,
used for monitor and processor residence, symbiont buffers,
swapping, and user information files.

Users at the terminals may create, modify, compile, execute, and
symbolically debug programs on-line in BASIC, FORTRAN, COBOL,
METASYMBOL, and other languages. Through terminal batch entry the
user may submit tasks to batch processing, where COBOL,
SORT/MERGE, MANAGE, and other processors are available, Any
program may be run in either on-line or batch environments.
Memory mapping allows reentrant processors (which may be overlaid
and may contain initial data areas) to be shared by terminal and
batch users. Other shared processors of UTS are EDIT (a context
editor), DELTA (a DDT-like machine-language debugger), FDP (a
FORTRAN debugging package), a program loader and link-editor, PCL
(a device~-to-device transmission and conversion program), and both
batch and on-line executive-level command processors. The system
can easily admit additional shared processors for other languages
or for specialized user services added at each installation.
Batch jobs may be inserted either at the central site, from
remote batch terminals, or from on-line consoles, On=-line
terminals make use of the output printers and punches via the
symbiont mechanism; they may also access tape drives and private
disk packs.



UTS TECHNICAL MANUAL SECTION BA
1/12/73
PAGE 3

Map access controls and write locks secure the system from its
users and the users from one another. Through the map the full
virtual address range is available for user programs, I/0
buffering, shared libraries, and the operating system on machines
with less than maximum memory. Multilevel queue scheduling for
execution and swapping assures rapid response and overlap of
computation with file I/O swapping. The map makes possible
multiple user programs and shared processors in core, which
contributes to efficient operation through the overlap of CPU
execution with I/0O. The map obviates the need for core shuffling
or compaction.

A comprehensive performance monitoring facility which instruments
and displays a wide variety of internal counts and timings allows
an installation manager to examine current operation and adjust
system performance.

Continuous operation is maintained by automatic error detection,
reporting, and recovery. System recovery, which includes
automatic failure analysis, maintains integrity of user files
while providing automatic restart within one to three minutes.

Printers, punches, card readers, and tapes are maintained with
time-shared diagnostics during system operation. System services
allow on-line diagnostic programs for maintenance of all
peripheral devices concurrent with system operation.

UTS is delivered as a package which includes the following:
1. An operational system tape for a standard configuration.

2. A tape containing compressed decks, symbolic updates, and
binary versions of each system module.

3. Tapes containing symbolic, binary, and object modules for the
following language processors: BASIC, METASYM OL, FORTRAN
IV, SORT/MERGE, the Extended FORTRAN IV Library, ANS COBOL,
and 1401 Simulator.

4, A full set of user and operations manuals for the system and
language processors.

5. A set of test cases to exercise and verify proper system
operation,

6. A delivery document (=11 or =-61) describing it all.
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Salient Characteristics

Some especially noteworthy characteristics of UTS are the
following:

1. Full use of hardware page mapping (eguivalent to a
relocation register per page) to provide for location of a
user's program and data in an arbitrary set of physical core
pages (512 words each). This makes it possible for a
variable number of different sized program partitions to be
concurrently resident in core memory and for the number and
size of partitions to vary dynamically from moment-to-moment.

2. Use of the map to share the code portions of reentrant
processors among concurrent users with attendant savings in
core requirements and associated overhead.

3. Division of all programs into procedure and data areas
separately protected with execute-only and read/write access
codes. Access codes and write locks are used to protect
users from another, to protect the system code from the user,
and to prevent the system from writing in its own procedure
area.

4, Identical treatment at the execution 1level of batch and
on-line programs, which provides for multiprogramming of
batch programs and of batch with on-line, and for file
sharing between batch on-line programs.

5. Swapping of user programs as a whole (rather than demand
paging) as regulated by the swap scheduling algorithm,
Unmodified pure procedure is never swapped out.

6. A multi-level gueue scheduling discipline, which provides a
common algorithm controlling both execution and swap
scheduling and which allows separate scheduling of terminal
I/0, file I/0, interactive CPU requests, batch/compute-bound
execution, and other special situations. Terminal 1I/0, for
example, has a higher priority than file I/O or compute-bound
execution, :

7. Full overlapping of user and swap I/0 with CPU execution
through scheduling, provided that there is enough core in
which to do the overlapping.

8. Complete automatic recovery system with primary attention to
preservation of user files provides fast restart following
hardware malfunction. :
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0. Ability to create an installation-specific command processor
to efficiently pass control to a subsystem and field all
exits, errors, etc.

10. On-1line diagnostics for card reader, card punch, 1line
printers, tapes, and disk packs.

11. A compreheﬁsive file management system which includes three
organizations:

Random (direct)

Contiguous pre-allocated set of 512-word granules accessed by
relative granule number. Content is managed entirely by the
user program,

Consecutive

A collection of variable length 1logical records physically
blocked into granules by the system. Access is tape-like:
sequential, forward, reverse or spacing. Allocation 1is
dynamically 1limited only by the size of physical devices on
the system.

Key-indexed (ISAM=-like)

Collection of variable length logical records each of which
has an associated key (name). Access is either by key or
sequentially or a mixture. A tiered tree index provides for
fast access by key to any record. Allocation is dynamically
limited only by the size of physical devices on the system.

Lineage

UTS is the 1latest member of a family of operating systems, or
monitors, for the XEROX 6/7/9 line of computers. Because each is
built wupon its predecessor, each takes advantage of much of the
expérienced code of the preceding systems. From time to time
portions of the monitor are rewritten to add facility, improve
performance, enhance maintainability, reduce size, or some
combinations of these. When this happens the common line makes it
possible to apply the improvement to all monitors in the 1line.
Broad-brush characteristics of each system are given below.
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BCM, the Basic Control Monitor, provides device handlers for XEROX
peripheral devices and an I/0 enqueueing routine which
synchronizes requests and provides for error recovery. Two
monitor families distinguished by their file management systems,
arose from this common ancestor.

RBM, the Real=-time Batch Monitor, added simple job scheduling for
batch jobs, and a basic file management system as well as
real-time services, A new version of the I/O gueueing routines
and device handlers were added which improved real-time
performance. They also replaced their counterparts in BPM, BTM,
and UTS.

BPM, the Batch Processing Monitor, is a major full-service
operating system for a single stream of batch jobs. Real=-time
services allow concurrent process control and other high response
needs. Symbionts concurrently spool card-to-disk and
disk-to-printer or punch. A full file management system is
included with access methods for consecutive files, indexed
sequential files (called KEYED), and pre-allocated direct files
(called RANDOM). A Control Command Interpreter (CCI) processes
the job control language to allow the user to call processors for
compilation, assembly, loading, and execution, and to assign
logical I/O units (DCBs) to physical devices or files on RAD or
disk pack.

BTM, the Batch Timesharing Monitor, added to the full BPM batch
service a single fixed partition of memory for terminal users.
Editing, debugging, and various interactive languages serve the
terminal user through a terminal command language. Since BTM does
not make use of the memory map, it may be used on Sigma 5, 6, 7,
8, or 9 computers, It is limited by its two partition design.

UTS utilizes the hardware memory map to provide for a variable
number of variable-sized memory partitions that do not require
relocation after being moved into physical memory. Having several
user programs in core increases the probability that the system
can find concurrent computing to overlap with swapping and file
I/0. The map also makes it possible to share the code portions of
processors (e.g., BASIC, FORTRAN) in concurrent use. Because the
executing partitions need not be confined to on-line users, UTS
contains a basic multiprogramming facility for batch jobs. Up to
16 simultaneous batch streams are multiprogrammed with full
control over physical resources, such as tapes, to prevent
inter-job 1lockup. New and improved processors for on-line
interactive use are provided in UTS.
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Typical Hardware

A typical UTS hardware configuration would include the following:

Sigma 6/7/9 CPU with 256-page map

6U4K-128K word core memory

High speed swapping RAD

File RAD and/or disk pack

Tape units

Card punch, card reader, line printer
Operator's console

8 - 512 teletype, typewriter, or CRT terminals
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CONCEPTS

Jobs

The UTS scheduling unit is the JOB or USER (see below). As each
terminal user calls up or as a batch job is selected for execution,
the job becomes active. For each active job, UTS maintains in core
records in the form of user-associated tables that allow the job to
be scheduled and swapped. Also, associated with each active job is
a Job Information Table (JIT) which is the first page of each job -
both in core and on the swapping RAD, It contains accounting
information, memory map, swap storage addresses, and other
information.

There are three kinds of jobs in UTS: BATCH, ON-LINE, and GHOST.

Batch jobs arrive via the input symbiont from a local card reader, a
remote card reader, or an on-line terminal, They may be scheduled
in the same way as on-line jobs, or in other ways, at the discretion
of the system manager. The Control Command Interpreter (CCI) is the
shared processor that reads and acts upon the control command stream
(! commands) for batch jobs.

On-line jobs are terminal-initiated and generally assume interaction
with a user at a keyboard-type device. The Terminal Executive
Language (TEL) processor handles control commands for on-line jobs.
Additionally, a user may build his own command processor.

Ghost jobs are operator- or program-initiated by naming the program
load module to be "forked" to and do not have card or terminal input
streams, although they may read command files or take commands from
the operator's console. Ghost jobs are used in UTS for the
following: initialization, operator key-in commands, file backup,
hardware error 1log processing, certain diagnostics, performance
monitoring, secondary storage (file space) granule allocation,
multibatch scheduling, and remote batch and input symbiont
processing.
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User, User Number, User ID

The term USER is often used to describe a UTS job. Users are
either terminal users, batch jobs, or ghost jobs. Each user is
assigned a unique number at job entry which is carried in his JIT,
printed on terminal page headings, and 1listed with every
user—associated message that is typed at the operator's console.
The number is also referred to as the user ID (or system ID) and
is used by the operator to send messages, to abort or otherwise
affect the user's job. A different, but associated value, user
number, is wused to index scheduler control tables when jobs are
active. :

Job Step

Each job, whether under terminal control or submitted through the
batch stream, is divided into a set of sequential increments
called job steps. For example, a FORTRAN compile and execute job
divides into three job steps: a compilation, a load operation, and
the execution.

Common information carried across all steps is the accounting and
limit information carried in JIT (CPU time, elapsed time, pages
out, cards in, tapes used, RAD space accumulated, etc.), and DCBR
assignment information carried in a special RAD record called the
ASSIGN/MERGE record. The latter is the accumulation of
information from all the ASSIGN cards or SET commands which have
occurred previously in the job stream.,

At each job step, control returns to the user's associated command
processor, For batch jobs, all control cards occur between job
steps and are read by CCI. For on-line, TEL reads and acts on all
commands issued to it between steps and, in certain cases, during
interruptions within job steps.

At the end of each job step, the user's core memory areas are
released to the system's common pool, as are the corresponding
spaces on the swap device. Thus, only the JIT accounting
information, COOP buffers, and the DCB ASSIGN/MERGE records (plus
files created by the steps) are carried from step to step.
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Virtual Memory

Virtual memory 1is the 1logical memory seen by the user or other
mapped program running under UTS. Instruction addresses of the
program are virtual memory addresses. During program execution a
hardware map register relates each virtual memory page (user
addresses) to a page in real physical core memory. UTS keeps
track of physical memory and assigns it as appropriate to
individual users by establishing the contents of the map.
Physical pages are associated on user program reguest either for
an explicit page or implicitly when a program is called for and
requires memory for residence. Unassigned pages are filled with
the physical page address of a write-protected monitor page. This
protects the system from erroneous references in master-mapped
routines.

The map frees the monitor to choose any physical page to satisfy a
request for virtual space at a given location. Thus, programs
remain at the same virtual (logical) location and requirement for
moving programs in core and relocating them are removed. A
program may be placed in any available collection of physical
memory pages.

Mapping also permits sharing of the pure program procedure
portions of commonly used system processors. (It is also possible
to share data areas but this feature is only used for monitor
data.) Programs requesting shared processors are connected via
the map to a single in-core copy. Separate data areas are
provided for each instance of execution of a shared processor.
Programs which do not modify themselves may be shared in this
map~-reentrant way by separating them into data and pure procedure

sections.

UTS takes full advantage of the extended memory capabilities
offered with the Sigma 9, and may use up to 512K words to hold the
monitor and user programs. User program area size may be as large
as 64K and additionally have up to 12K of context area.

UTS has over 40 shared processors including ordinary shared
processors, their overlays, monitor overlays, shared command
processors, a shared debugger, and shared run-time 1libraries.
Shared processors may be added or replaced during system operation
by use of the processor DRSP,

Figure BB-1 shows how several users, each with his own virtual

memory, might be mapped when they are all in the same physical
core.

10
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to the Sigma Physical Memory
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Each user has a separate JIT, DCBs, Data, and other memory areas
which are private to him and his execution. User 1 and User 2
share a single processor as indicated by the fact that their maps
point to the same places in physical memory. Similarly, User 1
and User 3 share a single monitor overlay. User n has his own
private program resident in the same virtual space which Users 1
and 2 are using for a shared processor.

JITs

The Job Information Table (JIT) is the central record keeping
place  for information related to each job. Accounting
information, the memory map image, disc addresses for the job's
image on swap image on swap device, the I/O command chain used for
swapping, a DCB for terminal use (M:UC) and one for miscellaneous
functions (M:XX), control command buffers, and the user-related
push stack are some of the important elements stored in this
table,

JIT is mapped. The CPU accounting clock ticks subjectively into
one user's JIT or another depending on how the map is set. The
monitor pushes temporary data into a user-related stack depending
on how the map is set. In fact, much of the monitor, the file
system for example, need not be and is not aware of which user it
is working for, rather it is mapped to the appropriate user via
the hardware map.

A master JIT exists in the physical space corresponding to the
virtual space where all JITS are located. This JIT is used by all
unmapped programs, the symbiont system, and interrupt processing,
for example. All CPU accounting for symbiont operation is,
therefore, recorded in the master JIT.

Each user is assigned a JIT in order to create the job., Depending
on the source of the job, a JIT may be created which is
appropriate to 1) an on-line, 2) a batch, or 3) a ghost program.
The JIT for KEYIN, the operator's command language, holds in its
push stack the entire program for KEYIN operation: a call for the
KEYIN overlay and a self-destructive exit,

The JIT disc address is the scheduler's "handle" which allows
retrieval of the job when needed from the swap device. This
address is kept in a core-resident table along with the
job=scheduling information.,

12



UTS TECHNICAL MANUAL SECTION BB
1/12/73
PAGE 13

Shared Programs

There are six distinct kinds of shared programs in UTS:

1. Ordinary shared processors (FORTRAN, BASIC, PCL, LOAD)
2. Overlays of the ordinary shared processors

3. Special shared processors (TEL, LINK)

4, Shared debuggers (DELTA)

5. Public libraries (FORTRAN run-time library, FDP)

6. Monitor overlays (OPEN, labeled tape routines, KEYIN)

Ordinary shared processors occupy the same virtual memory as user
programs. Special shared processors, shared debuggers, and public
libraries occupy (and are overlaid in) dedicated high virtual
memory and may be associated with user programs or ordinary shared
processors. The processors CCI, TEL, and LOGON which reguire
store access to JIT are granted that special privilege.

Although user programs may have large complex tree structures in
both data and procedure sections, ordinary shared processors are
restricted to a single overlay level in the procedure area onlv.
However, they may have any number of overlays within that level.
All changeable data must be in the root segment (unlike the
overlays of unshared programs, which may have data in the
overlays). Data is initialized at the same time the shared
processor 1is called, and thereafter is associated with each user
of that processor and swapped in and out with him,

Shared processors of other than ordinary type may not have
overlays.

Shared processors are not limited to programs provided by XEROX.
The facilities may be effectively used whenever a program has a
high probability of common usage. Service bureaus, for example,
may use the mechanism for proprietary packages, and corporate
installations may use it for programs with a high freguency of
use.

13
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UTS processors may be shared processors when they are named during
SYSGEN and contain shareable pure procedure (reentrant code) or
when they are added during system operation using the program
DRSP. Data areas of the processor which will be user-associated
are initialized at first entry. A shared processor has the
following special charastics:

1. Its name is known to the system at SYSGEN time or provided by
DRSP and is stored in resident tables,

2. It has dedicated residency on swap storage established at
system initialization or by DRSP.

3. A single copy of the pure procedure is shared by all
requesting users.

Any program which meets the restrictions may be established as a
shared processor by naming it at SYSGEN, which causes the file
copy of the program from the :SYS account to be written on the
swapping RAD and its name placed in shared processor tables in
resident monitor core during system initialization. The program
is then available through high-speed swapping I/O. DRSP
accomplishes a similar task during system operation.

The file copy of the program is retained for recovery purposes and
may be run as an unshared program under DELTA for development and
debugging purposes. If the 1load module in the :SYS account is
replaced, the shared copy of the program on the swapping device is
updated to the newer version in the event of a system recovery.

Public Programs

A program whose load module is in the :SYS account is a public
program in the sense that it may be called either by a control
card containing the ! symbol and the program name or by entry of
the program name in response to a TEL prompt (i) for commands.
Each user of a public program has his own copy of the program. If
a program name refers both to a shared processor and to a load
module in :8YS, then the shared copy is used,

14
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Files and Accounts

Upon the basic physical 1I/0 management routines of UTS/BTM/BPM
systems is built a file management system which is used not only
by the users and processors of the system but also by the system
itself. Read, write, open, close, and other command directives of
this "file system" are issued by users and processors via CAL
instructions. The monitor itself may issue CALs as a user does or
may BAL directly to the routines through internal interfaces.

With minor exceptions, all temporary storage needed by the monitor
is managed by this file system.

Files may be either consecutive or key-indexed and consist of a
variable number of variable length records. Records may be read
from key-indexed files by name or in a seguential manner. Unlike
the file management of many systems, space is acquired from a
general pool and files may expand indefinitely in size restricted
only by the physical size of the secondary storage avgilable.

A third type of file, called RANDOM, pre-allocates a fixed amount
of space at open time and is read or written addressing by
relative granule number. This type of file is not wused by the
monitor for any of its I/0. -

All files are divided into and cataloged by account.
Authorization to read or write a file within a given account 1is
granted on an account basis., Each user must establish an account
under which he runs at logon time.

Logon account, therefore, establishes control with respect to the
file system and should not be confused with accounts established
by the installation for fiscal purposes or with the "accounting"
records produced at the end of each job to record time, core use,
I/0 activity, and other resource utilization. Accounting routines
which gather this information have nothing to do with file
accounts.

Star Files

Processes within the monitor, including the loaders and CCI, which
require files of temporary intermediate information place this
information in files which are called star files. These files are
special with respect to their handling by file management since
they are not entered into the file directory, and are special in
their naming convention and in handling at job logoff.
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The file name of star files is constructed of three characters:
the first two are the halfword user ID which is included to assure
that the file has a name unique in the system. (Two distinct
files will therefore be created and used by a shared processor or
monitor component executing concurrently for two different users.)
The third character of the file name is assigned to the process
using the file. The file named idD for example is a file used by
the monitor batch debugging facility to temporarily save MODIFY
and SNAP commands., Note that the star file names are often
referred to with the ID in lower case and the following character
in upper case to indicate that ID is substituted at file creation
time.

Star files and their use in UTS are as follows:
ids Binary file of ROMs from card input formed by CCI (and
the tree table) so that the Loader may make its two
passes.

idp Batch debugging commands - MODIFYs, SNAPs, etc.

idL Load module output file created by LOADER or LINK when
a LM file is not explicitly named.

idG Assembler or compiler output ROM file used when the GO
option is specified. The default file assignment of
the M:GO DCB.

idR Assembler ROM output for LINK if no explicit file is
given, R 1is exactly equivalent to B with respect to
the file system.

idr File containing the names of all files which have been
marked for release at job end by the M:TFILE operation.

idN Load and Link files
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Libraries
There are three kinds of program libraries provided in UTS:

1. Relocatable Object Module (ROM) libraries (computer or
assembler output) which may be private to a user's account or
public by placement in the system account.

2. Load Module (LM) librarios (loader output) which may also be
either publicly or privately held (these are formed by the
Loader in :DIC and :LIB files as described in the UTS System
Management Reference Manual).

3. Shared libraries (in absolute form) which are publicly shared
by all concurrent users.

Association of libraries with a user program is carried out by one
of the loaders, either the one-pass on~line loader, LINK or the
two-pass overlay loader, LOAD. LINK does not include LM loading
in its capabilities. Both loaders associate programs with the
shared 1libraries either on explicit command or implicitly by
knowing that certain unsatisfied references can be found in a
particular library (e.g., 9INITIAL is to be found in the FORTRAN
run-time shared library).

Shared libraries are created and absolutized at SYSGEN time, They
consist of three elments each:

1. The instructions (pure procedure) of the library routines
which will be the shared part,

2. An unitialized data area which provides local library context
to each user at a fixed virtual address, and

3. A symbol table (REF/DEF stack) which enables the Loader to
provide direct linkages to the library from the user program.

Two shared libraries are supplied with each UTS system: a standard
set of FORTRAN run-time routines (excepting only complex and
hyperbolic functions), and the same standard set, together with
the FORTRAN Debug Package (FDP).

17
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UTS Structures

The UTS Operating System may be divided into the resident monitor
with its overlays and the processing programs without which it
would be skeletal.

As shown in Figure BB-2, the processors may be thought of on two
levels: first, on the executive level, are the command processors.
These shared processors, of which TEL, CCI, LOGON, and EASY are
examples, pass control to other processors on error command. They
are returned to in the case of errors and aborts or exits in the
other processors; secondly is a level containing user programs,
language processors, utility programs, and management control
processors. On this 1level, any special privileges required are
granted to the user job.

The monitor and all processors except the application processors,
language processors, FDP, libraries, are termed the control
program and are those programs delivered with a UTS release. (As
a matter of convenience, the latest versions of the FORTRAN
Library and the language processors Meta-Symbol, FORTRAN, and
BASIC are included in a UTS release.)

18
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Figure BB-2 - UTS Logical Structure
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Dynamic Structure

Another way of viewing UTS 1is through the dynamics of its
operation. Here we see three levels: the slave program level, the
monitor service level for carrying out the users' requests, and
the scheduling level where the decision for next user is made.

Slave Level

This 1level includes all programs that run in the MAPPED,
SLAVE mode (parts of some specifically privileged programs on
this level may run in master mode). Batch and on-line user
programs, with their shared public 1libraries, language
processors, such as FORTRAN and COBOL, and the special
processors of the system, such as CCI, TEL, LINK, and DELTA,
all fall into this category. Programs operating at the slave
level are always mapped and are protected from others in core
by the access codes and write-locks of the hardware. Monitor
services for 1I/0 and other services are provided via CAL
instructions which pass control to the monitor service level.

Monitor Service Level

The second 1logical level of UTS provides for service of CAL
instructions, processing of machine traps, I/0 interrupts,
clock interrupts, and external interrupts. Operation at this
level 1is always in the MASTER mode and may be either mapped
or unmapped. Code at this level is largely resident in core
memory and is divided into data and pure procedure sections.
Write locks are set so that the procedure area can never be
written even by the monitor itself. After the called service
program is executed, exit is made to the scheduling level,

Scheduling Level

The third logical level of UTS controls scheduling of machine
operations by making an appropriate selection for a swap
between the swapping device and core memory, followed by
selection of the next user for execution. Map, access codes,
PSD and general registers are then loaded and control goes to
the selected slave program.

This logical organization of UTS is shown in the diagram of Figure
BB-3.
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; Figure BB-3 - UTS Dynamic Organization
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CORE, SWAP RAD, FILE, AND SYSTEM TAPE LAYOUTS

Core Memory

UTS makes full use of Sigma 6/7/9 mapping hardware, access protection,
write locks, and Sigma 9 extended memory in allocating available
physical core pages to users. Physical core pages are allocated to
users at their request. At system boot time the physical size of the
actual memory is determined by referencing all memory and linking

" existing pages into an available pool. Thus, it is possible to remove
core from service by turning off the physical boxes so long as the
available physical memory is contiguous from address zero.

Use of the map obviates the need for program relocation or physical
moves. Full protection is provided, not only of the monitor from the
users but also of one user from another, the monitor from itself, and
each user from himself. All programs including the monitor itself are
divided into procedure and data. The procedure area is protected by
write-locks or access codes, or both, against inadvertent stores.

The strategy of write-lock usage to protect master mode programs are
as follows:

See the Sigma 7 Reference Manual for a complete description of locks
and keys, but remember that a key is associated with each program
through the PSD and a lock is attached to each core memory page. Keys
and locks control only store accesses. A key of 00 fits any lock; a
lock of zero is "unlocked"; otherwise, the key must match to permit a
store. »

1. A key of 11 is never used nor is a lock of 10.

2, The monitor operates with a key of 01 and thus may store in

a.. its own data area (iock = 01).
b. any batch, on-line, or shared processor core (lock = 01).
C. a reserved area for resident real-time data (lock = 00).

It may not store in

a. 1ts own procedure (lock = 11).
b. pure procedure of resident real-time (1ock = 11).

3. User programs operate with a key of 00 but in mapped/slaves
mode so that protection is provided by the access controls.
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4, A key of 10 is reserved for resident real-time. It may
store only in its own data area (lock = 00). It may not
store anywhere else (lock = 01 and 11).

5. Write-locks are initialized only once (at system startup)
and are not changed thereafter except when running under
control of EXECUTIVE DELTA where thev are used to enable
data bhreakpoints. .

A typical layout of physical memorv is shown in Figure BC-1.

The access code of each virtual memory page controls references made
by slave mode programs (user programs and shared processors). Full
access and map images are retained in the JIT of each user and are
loaded when the user gains control. TEL, CCI, and LOGON are given
special write access to JIT and other job context areas.

In examining the virtual and physical memory lavouts to determine the
protections, the reader should recall that although the map applies to
all addressing operations when the map bit of the PSD is on, address
protection depends on the master/slave bit. In slave mode, the access
test is made first and then the write-key write-lock test. In master
mode, the access test is skipped.

The layout of virtual memorvy that apnlies to user programs and
ordinary shared processors is shown in Figure BC-2, Virtual core
addresses shown are those appropriate for a typical system. More (or
less) physical core may be established for the resident monitor at
SYSGEN time depending on installation needs, such as the requirement
for special device handlers or other options. The bound at which the
one-pass Loader (LINK) places the user program is adjustable by
assembly parameter in LINK,
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Typical contents of the various areas together with number of pages
used are as follows:

Context Area Available Area Special Area
Job Information Table (1-2) User programs, data, Special shared
and symbol tables. processor and
data:s
DCBs (1=n) Ordinary shared LINK
processors including:
File Buffers (4-n) Root segment DELTA
fa)
Initial Data TEL
COOP Buffers (0-2) Overlay Area FDP
Monitor Overlay (1-6) Public Libraries

Virtual pages which have no physical core page associated and are
mapped into a resident monitor page (20) that is write-locked and
protected by the no-access (11) code. Thus, slave mode programs are
denied access through the access mode, and attempts to store at these
virtual addresses by a master mode program are protected by
write-locks.

System Residence and Swapping RAD

In UTS, the system resides on the swapping RAD or disk pack. _
Allocation of components of the operating system on this system device
is accomplished at the time the system is booted from a PO tape. The
initial portions of the RAD contain enough information to accomplish a
complete restart after quiescence or a recovery in event of system
failure.

This device is also allocated dynamically to individual user jobs as
they are swapped between bursts of activity which require core
residence and use of the CPU or an IOP.

System Storage

Table BC-1 lists the system components and shared processors appearing
on the system/swap device. Two categories are listed: the area
provided by the boot-from-tape process, and the area constructed from
system files by the initializer GHOST1. This latter area is used by
recovery for a core dump area and is reconstructed by the initializer

follow%ng each recovery. The remaining portion of the system device
is dedicated to user-swap space.
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Figure BC-2 - Typical User - Program Virtual Memory Layout
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Table BC-1 - Contents of System Portion of the Swapping RAD

Items Written During System Boot

1. Disc bootstrap routine (Sectors 0-1).

2, Space for ALLOCAT JIT, AJIT (Sectors 2-5).
3. Master JIT (Sectors 6-7).

4, ALLOCAT data, including HGPs, the granule allocation
bit maps.

5. ALLOCAT procedure - the granule allocation ghost
program.

6. GHOST1, the system initializer.

7. Space for new or replaced monitor overlays (six pages
each per MOSPACE).

8. Nine monitor overlays - Open Files (OPEN), Close Files

(CLOSE), Label Tape (LTAPE), Operator Keyins (KEYIN),
Load-and-Link (LDLNK), Batch Debugs (DEBUG) , multilevel
index creator (MUL), Device and Type CALs (IODTYPR), and
miscellaneous routines (MISOV).

9. RECOVERY, the system failure recovery and restart
routines.

10. XDELTA, the executive system debugger.
11. UTS Monitor Root, in absolute core image format.
Items Written by GHOSTI1.

The shared processors are built according to specifications in
monitor tables provided by SYSGEN. XEROX shared processors
established automatically by SYSGEN are as follows:

CCI, TEL, LOGON

LOGON, LOADER

BASIC, METASYMBOL, FORTRAN
EDIT, PCL, DELTA, BATCH
FILL, RUNNER

GHOST1, DRSP

FORTRAN Public Library, FDP
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Swapping Storage

Users (batch and on-line) are removed from core to a dedicated area of
secondary storage (RAD or disk pack) when core storage is required for
higher priority users.

A bit table (SGP) is used to keep track of the availability of each
granule (two sectors = 512 words) on the RAD. In this table, a zero
1s used to indicate that the granule is in use (assigned to a user)
and a one is used to indicate that the granule is available. Users
are assigned, in groups of four, a sufficient number of page-size
granules to accommodate their current use. The assignment is done in
such a way that command chaining of the I/O can order the granules to
be fetched for a single user with a minimum latency. That is, each
user's pages are spread evenly over the set of available granules so
that data will be transmitted in every disc sector passed over when
the user is swapped.

The records of disc granules associated with each user are kept in the
user's Job Information Table (JIT), which is kept on the swap device
when the user is not in core. The disc location of the JIT is kept in
core by the scheduler. The device layout is such that sufficient time
is available after the user's JIT arrives from the swap device for the
system to set up the I/O command chain contained therein for swapping
the reaminder of the user program.

The amount of secondary storage assigned to swapping is a parameter of
SYSGEN. The number of active (batch and on-line) users that the
system can accommodate is limited by the space allocated for swapping
and the total size of all active users.

If the swap device is a disk pack, each user is allocated one or two
cylinders during SYSGEN. The system still uses the RAD SGP and
allocates swapping storage in terms of granules. The exception is the
swap I/0 routine which obtains the user's cylinder number from a
resident table and epecially sets up disk pack command lists to
perform I/0 to continuous granules on cylinders.
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Symbionts and Files

RADs and disk packs are divided into page size (512 words) granules.
Each RAD or pack except for the system (swap) RAD is divided into a
symbiont area (PER) and a file area (PFA). At SYSGEN, the proportion
of each kind of storage on each device is specified. Once generated
the PER and PFA are not exchangeable; they form separate allocation

pools, except that when PER is exhausted, PFA is used for symbiont
space.

For each device, SYSGEN provides an allocation table which contains a
bit per granule on the device. These tables are collectively referred
to as the HGP, although technically, HGP, the Head of Granule Pool, is
a cell containing the address of the first of a linked chain of
allocation tables. Also, contained in each allocation table are
pointers dividing the PER and PFA area and constants defining the
number of granules per track and other device~specific parameters.
These allocation tables reside in and are manipulated by the ghost
program, ALLOCAT, which is called occasionally to £fill or empty stacks
of available granules in core memory. Granules required for file
addition or released when files are deleted are taken from the stacks
of available granules. When the stacks' contents exceed
pre-established thresholds, then the ALLOCAT Ghost is called to
refresh them to an optimum level.
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File Structure

A file may be organized as consecutive, keyed, or random. In a
consecutive file, the records may be accessed only in the sequence in
which they were orginally written. In a keyed file, each record has
an associated name or key. Records in a keyed file may be accessed
directly by specific key values or sequentially, according to their
order in the file. A random file consists of contiquous granules
rather than a group of records. Random files are accessed by granule
number relative to the beginning of the file.

A disk file resides on the Monitor's secondary storage. UTS uses both
the RAD and disk pack devices for secondary storage. Any combination
of these devices can be defined for a UTS system at SYSGEN time. A
disk pack device has dismountable volumes and can be declared either a
public or private device at SYSGEN time, while a disk device, not
having dismountable volumes, can only be declared a public device. A
public disk pack has only one volume that can be recognized by UTS,
and that volume must be mounted at all times while the system is
active. A private disk pack device has any number of dismountable
volumes that can be recognized by UTS. The Monitor requires that only
those volumes needed for execution of the user's job be made available
and be mounted. A public file resides on public devices (RAD and/or
disk pack); a private file resides on private disk pack volumes.

A private volume set is defined as a collection of removable volumes
that the user has grouped together containing any number of files with
any type of organization (consecutive, keyed, or random). All files
in a private set must belong to the same account. A private volume
set is identified by the volume serial numbers specified in the SN
option of the !ASSIGN command when the first file is written on the
set. Volumes may be added to the set by entering a new volume serial
number in the~ SN list, but a volume may not be removed.

Keyed and consecutive file space is allocated .on a demand basis as the
file is being created or updated, therefore such files do not
necessarily exist in contiguous areas on a RAD or disk pack device and
can exist on many different physical devices. Random file space is
allocated when the file is opened for output. The size of a random
file can never be changed.
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Access to user files is via a hierarchy of disk-resident Monitor
files. Figure BC-3 shows the structure of system-managed files. The
top file is an Account Directory, which contains a directory of all
accounts that have public user disk files. There is one account
directory for all public files in the system (the Public File Account
Directory). Each account has its own file directory, which contains a
directory of all files in the account. Each file has a File
Information Table (FIT), which is part of the file directory for
random files and part of the file itself for keyed and consecutive
files, and contains all the information necessary to open a file, such
as its organization, location, password, etc.

To locate a public file, the public account directory is searched for
the file account number. The account number entry contains the disk
address of the account's file directory. The file directory is
searched for the file name. The file name entry contains the disk
address of the file's FIT. The FIT contains the disk address of the
file.

Private files are located via AVR and MOUNT logic. A keyed file
consists of two parts: a Master Index and a set of data granules. The
data granules contain the records in the file, which are packed in
granule-~size blocks. Data granules do not contain any system
information. The Master Index is a collection of hierarchical levels
of index blocks where the entries in a higher level point to index
blocks at the next lower level, and the entries in the lowest level
point to data records.

A consecutive file consists of granules containing the data of the
records preceded by four bytes of control information per record,
generally. A random file is devoid of system information. Record
management and format of the file is the user's responsibility.
Besides the security checks required for access to a file, the only
checks made by the system are to prevent the user from reading or
writing past the limits of the file. Functionally and operationally,
a random file is a collection of contiguous granules on the specified
device type. However, if a random file is larger than a disk pack in
size, the file will extend beyond volume boundaries (if private) or
device boundaries (if public).
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System PO Tape Contents

The system tape, called a 'PO tape' for reasons lost in antiquity,
contains all data needed to begin UTS operation. The tape contains
ready-to-run load modules for the monitor, its overlays, and the
processors of the operating system. It may contain any other files
which the installation desires and includes when the tape is written
(DEFed). The tape is structured into two parts. Prior to the first
file mark are records absolutely required in getting the system into
operation: the monitor, its overlays, EXEC DELTA, recovery, ALLOCAT,
and the elements of the initialization program, GHOST1. Following the
first file mark, the tape is in standard labeled tape format and
contains load modules for all remaining parts of the system. The tape
may contain any modules or files whatever. Only those preceding a
null file named LASTLM are copied to the system device file structure
during system initialization,

The system tape may contain any necessary number of records prior to
the formatted part and still be a valid standard format tape because
of the label tape identification procedure (AVR sequence). In this
sequence, the tape is rewound, forward spaced to the first file mark,
backspaced two records, and read forward to find the tape label.
Thus, the label is found independent of the number of records
preceding the first file mark.

Table BC-2 lists the records on a UTS PO tape.
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Table BC-2 - Contents of UTS PO Tape

A, Unformatted Area Records

Tape Boot
Monitor Root in one-page records
System information record containing
version and creation date
EXEC DELTA Head
EXEC DELTA Data*
ALLOCAT Head
ALLOCAT Data*
ALLOCAT Procedure
GHOST1 Head
GHOST1 DCBs (load module protection type 2)
GHOST1 Data¥*
GHOST1 Procedure (load module protection type 1)
Overlay Head
Overlay Data*
Recover Head Repeated for the nine overlays:
MISOV,IODTYPR,0OPEN,CLOSE,LBLT,KEYIN,
Recover Data* DEBUG,DLNK,MUL

B. Standard Labeled Tape Formatted Area

:LBL

:ACN

First Physical End-of~File

File records for all system load modules and
other needed files (SYSTEM PROCs, Error
Message Files, etc.)

LASTLM File

Other files as desired

:EOT

*Data 1s protection type 0 of the load module.
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MONITOR FUNCTIONAL STRUCTURE

This section describes the UTS monitor's functional capabilities
together with the broad strategy which is used to accomplish each.
The outline of this section is echoed in the following section,
BE, which reviews the system module by module giving details of
the function provided by each, together with approximate physical
size.

The broad categories and services provided by each are as follows:
1. Basic I/0

This section describes the operation of routines which
centrally queue all requests for I/0, provide device-specific
handling of each request, service I/0 interrupts, and buffer
and manage all terminal I/0O requests.

2. System Management

This section describes the operation of those portions of the
monitor which are responsible for scheduling execution and
swapping of user programs, managing core and swap RAD memory,
and controlling the sequencing of jobs from step to step.

3. Symbionts and Cooperatives

The routines described in this section provide for buffing of
input and output between user programs and low-speed
peripherals (card readers, card punches, line printers, and
remote batch terminals).

4, System Services

This section describes routines which relate to the system as
a whole. Areas covered are: initialization, recovery,
operator communications, accounting, performance monitoring,
system debugging, and hardware error logging.

5. User Services
The routines described in this section carry out services at
the explicit request of user programs. Covered are file

management, the load-and-link commands, and batch debugging
commands,
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Basic I/0 System

The code grouped in the 'basic control' category includes (a)
the routine which queues up reguests for I/0 activity and
handles the I/0 interrupt, (b) the basic device I/0 handling
routines, and (c) the UTS terminal I/0 and buffering
routines. The first two sets are nearly identical for the
BPM, BTM, and UTS systems. The I/0 queue routines and
handlers are also close cousins to those used in BCM and RBM,

Data used by these routines are largely generated by SYSGEN,
including the Device Control Tables (DCTs) and RAD Granule
Maps (HGP) in the module IOTABLE, the Queue Tables (IOQ) in
M:CPU, and the terminal I/O tables in M:COC.

a. - I/O Queueing and Device Handlers

The Basic Input/Output System which is common code to
RBM, BPM, and UTS provides a simple interface bhetween
all parts of the operating system and the external
peripheral devices. It stacks or 'queues' the reguests
for service rather than waiting for each operation to
complete before returning to the caller. When a
request 1is completed, the caller is notified via
certain parameters in the DCB, or the caller may
specify the address of a subroutine to be executed at
this time (called the ‘'end-action' routine). It is
capable of receiving requests for input at any time or
from any place in the system and dispatching them in a
manner which is independent of other operations
concurrently being executed by the system, Error
recovery procedures are invoked when necessary and do
not regquire any additional specifications from the
caller.

Requests are normally serviced in the order in which
they are received. In a real-time system, requests are
serviced by task priority. Precautions are taken to
prevent any major service to lower priority requests
when a higher priority task is active.

Standard techniques within the handlers provide
centralized recovery from errors and device
malfunctions Operator intervention 1is enlisted when
reguired, for example, to reinsert a card read with
error or to take action on unrecoverable device
failure.

36



UTS TECHNICAL MANUAL SECTION RD
1/12/73
PAGE 37

There are two basic entries to IOQ: a standard entry in
which the I/0 commands are prepared by IOQ and the
handlers, and an entry in which the entire I/0 command
list is supplied by the caller. '

Few restrictions are placed on buffer size or location.
Facilities are included for gather-write/scatter-read
operations (data chaining), and provision is made to
allow construction of IOP command lists outside of the
basic I/0. For standard tape, RAD, and Pack I/0, a
monitor buffer is obtained in which data chained 1I/O
command lists are built according to the actual
physical core locations of the record requested. A
maximum of 8K words is allowed for tape requests.

UTS 'blocks' I/0 requests if the calling process is
mapped, i.e., a user service. Operation is
discontinued for this user and the system turns to the
next.

The inherent differences between peripheral devices are
accounted for by the insertion of device-oriented code
(handler) for each type of device in the system. A
well-defined handler interface allows addition of new
handlers with a minimum of difficulty. Also, a number
of subroutines are availahle which perform common
hander functions.

Handlers are added to the monitor root as a result of a
SYSGEN PASS2 DEVICE command which names the device, its
addresses, and its handler. This causes the handler to
be added to the standard file of handlers which
initially includes the handlers for the operator's
console, the card reader, the line printer, the RAD,
and nine-track tape.
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Logical I/O0 Channels

A channel is a data path connecting one or more devices
with the CPU, only one of which may be transmitting
data (to or from memory) at any time.

Thus, a magnetic tape controller connected to an MIOP
is a channel. But one connected to an SIOP is not, for
in this case, the SIOP itself fits the definition.
Other examples of channels are a card reader on an
MIOP, a keyboard/printer on an MIOP or a RAD controller
on an MIOP.

Input/Output requests made on the system are gqueued by

channel. This method facilitates starting a new
request on the channel when the previous one has
completed. The exception to this rule is the

'off-line' type of operation such as rewinding of
magnetic tape or arm movement of certain moving arm
devices. If this type of operation is started, an
attempt is always made to start a data transfer
operation as well., Thus, the channel is always kept
busy, if concurrent requests are available.

By using 1logical channels to separate devices on a
physical channel (MIOP), the IO0 routine may be used to
prevent data overruns when more devices are connected
than can be handled by the MIOP simultaneously.

In addition to assigning a logical channel (data path)
to a group of devices, it is possible to define two
logical channels for a group of devices where the
hardware permits. Thus, requests to use any of the
devices will be honored as soon as either channel (data
path) is available for data .transmission. This
facility is commonly referred to as 'device pooling’',
Thus, for example, two controllers can simultaneously
have any two of eight disk packs; whereas, without the
feature, each controller would be able to serve any one
of four. Obviously, the former case is more efficient,
in general.
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Since requests on a channel are normally Ychained" by
the I/0 interrupt, there must be a means whereby any
action on a request which is deferred by priority may
be resumed at a later time. This provision is the
'Control Task', wusually the lowest 1level external
interrupt in the system. When action is deferred, the
device code is entered into the Control Task stack and
its interrupt-is triggered. When it becomes active it
will call the scheduler for the device in question, 1In
a system created with no Control Task, the console
interrupt will be triggered instead. The console
interrupt receiver is designed to perform Control Task
functions when there is no external interrupt assigned
for this purpose,

There are two major parts involved in the processing of
an I/0 request: start (done by STARTIO) and cleanup
(done by CLEANUP). The start consists of building the
IOP command list and executing the SIO instruction,
while the <cleanup consists of testing for errors and
notifying the caller of the completion. For a given
request, the time at which a start of cleanup is done
is determined by the 1I/0D scheduler (called Service
Device or SERDEV).

-39



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 40

System Flow

The center of I/0 activity is the scheduler, Service Device. This
routine starts all operations and processes their interrupts
(cleanup). Thus, Service Device must be called whenever certain
key events occur or when other special conditions are present in
the system, The figure below shows the downward flow of control
from some of the most important areas of the I/O system.

Request 1s Monitor wailts Control
made Interrupt occurs for completion Task
NEWOQ TOINT JOSPIN CTIOP
QUEUE1

SERVICE DEVTICE

Initiate Process
operation interrupt
STARTIO CLEANUP
Handler Handler
pre-processor post-processor

40



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 41

Service Device is a highly independent routine in the
sense that it can be called at any time £from anywhere
in the monitor. It is called whenever there is any
chance that a start or cleanup can be done for a given
device. Some examples of when Service Device is called
are as follows:

1. When a request is queued (start may be performed

for the next request in the queue).

2. After an I/0 interrupt has occurred (cleanup may
be done).

3. After a cleanup has been done (a start may be

performed for the next reguest in the queue).

Device-dependent routines are provided for building
command 1lists and testing for errors. STARTIO calls
the 'handler pre-processor' to do the former, while
CLEANUP calls the ‘'handler post-processor' to do the
latter. These two parts constitute the device handler
for any given peripheral and are provided in separate
assembly modules.;9

Information pertaining to requests, devices, and
channels is maintained in a series of parallel tables
produced at System Generation Time. The first entry
(index = 0) in each table is reserved for special use
by the system. Three groups of tables are used 1) to
carry individual 1I/O requests, 2) to carry status and
control information for each device, and 3) to group
the requests for each logical channel.

I0Q, Request Information

These tables contain all information necessary to
perform an input/output operation. When a
request 1is made on the system, data is
transferred from the controlling DCB and/or
registers into one element in each of the
parallel 1I0Q tables. This set of elements forms
a 'queue entry'. The entry is then 1linked into
the channel gueue below other regquests of higher
or the same priority.
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DCT, Device Control

The device control tables contain fixed
information about each system device (unit level)
and variable information about the operation
currently being performed on the device.

CIT, Channel Information

These tables are used primarily to define the
'head!' and 'tail' of those entries which
represent the gqueue for a given channel at any
time. A channel gueue may have more than one
entry active at any time (such as several tapes
rewinding while another reads or writes).

Terminal I/0 (COC)

Terminal I/O COC routines are the read/write buffering
and the external interrupt handling routines for I/O
directed to user terminals. The read and write
routines on the user-interface side translate
characters to external form and buffer messages into
linked, core-resident blocking buffers. Insertion of
page headers, vertical format control (VFC), wuser
headings, tab simulation, and other formatting tasks
are performed.

The interrupt routines demultiplex incoming characters
by line, translate to internal EBCDIC form, check
parity, block messages into buffers, echo characters to
the terminal, and test for valid end-of-message
characters.,

The routines support teletypes, ASCII-compatible CRTs,
and 2741's for most common speeds, formats, and
character encodings. Where full-duplex terminal are
available, type-ahead is supported - the user may type
input while output is ongoing or before a read request
is received. Paper tape units are supported for both
full- and half-duplex terminals. Translation of
characters may be suppressed to provide arbitrary
binary I/0.

Recognition of special characters to allow simple
character-delete and 1line-~delete editing functions,
mode settings to control echoplex operation, tab
simulation, code set restriction, and other activities
are included.
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A routine entered periodically as a result of a clock
interrupt scans all 7611 1lines to detect data set
hangup and data set answer to provide automatic logoff
and logon, respectively.

The COC routines carry out their functions using
information carried in a series of line-associated
tables, processing both characters deposited by the
7611 hardware in a 'ring-buffer' and messages to and
from a pool of four-word blocking buffers., All these
data are included in the module COCD and in M:COC,
which is provided by SYSGEN as a result of processing
the :COC control card. Initialization of 7611 lines is
accomplished by the routine COCI, which is needed
during system initialization, recovery, and power
fail-safe restart.

The COC routines are resident in the monitor root and
consist of four main parts plus common subroutines, all
assembled as a single unit:

1. Output interrupt handler.

2. Output interrupt handler.

3. Code to process a user's Write CALs directed to
the terminal.

4, Code to process Read CALs directed to the
terminal,
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System Management

Four groups of routines are associated with this activity: a)
those that record the significant events which occur during
operation and schedule user execution and swapping from them,
b) those that centrally manage core and RAD or Pack memory,
allocating and releasing pages of core and granules of
secondary storage on demand, c) those that properly segquence
the operation of a job between its individual steps, and d)
those that associate and release monitor overlays in a job's
virtual memory space.

a. Scheduling and swapping

The routines in this group control the overall
operation of the system. Inputs to these routines,
together with the current state of users as recorded by
the scheduler, are used to change the position of each
user in the scheduling state queues. It is from these
queues that selections are made for both swapping and
execution. Swaps are set up by the selection of a
high-priority wuser to be brought into core and by
pairing this user with one or more low-priority users
to be transferred to swap storage. Similarly, the
highest priority wuser in core is selected for
execution,

Scheduler Inputs

System activities are reported by direct entry to the
scheduler, which makes changes to user state state
queues through a 1logical event signaling table. The
scheduler records inputs by changing the user the user
state and other information associated with the user.
In general, a table~driven technique 1is |used. The
received event 1is on one coordinate of the table and
the current state of the user is on the other. The
table entry thus defined names the resulting state or
the routine to be executed in response to the given
event-state combination. Since the number of events
and states is large, the table technique aids in
debugging by forcing complete specification to all the
possibilities. Inputs to the Scheduler are 1listed in
Table BD-1.
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The Scheduler also receives control at execution of
each CAL issued by a user program that 1is requesting
monitor service. All these entries (Table BD-2), the
special entries from the executive language processors,
and entries from internally reported events drive the
scheduling of the system. Other entries to the
Scheduler occur following each trap, each interrupt,
and the end of each clock gquanta.

Scheduler Output

The scheduling routine performs two major functions
during the time it is in control of the computer. The
first 1is to set up swaps between main core memory and
swap storage in such a way that high-priority users are
brought into core to replace low=-priority users
transferred to swap storage. The actual swap is
controlled by the swapper according to specifications
prepared by the Scheduler according to priority state
gueues described in the next section. Given a suitably
large ratio of available core to average user size
(greater than 4), the Scheduler can keep swaps and
compute 100 percent overlapped.

The second function is to select a user for execution
according to the priority state queues and the rules
for batch processing. The rule is simple: the highest

priority user whose program and data are in core is
selected.
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Table BD-1 - Events Received by Scheduler

EVENT MEANING
E :ABRT Operator-aborted user.
E:AP Associate shared processor with user.
E:ART Associate real-time job (not used).
E:CBA COC buffer available.
E:CBK Break signal received.
E:CBL Number of output characters system limit,
E:CEC TEL request: Y received.
E:CFB COC buffer available.
E:CIC Terminal input message complete.
E:CRD Read terminal command received.
E:CUB Number of output characters = system limit.
E:DPA Swap page available.
E:EI External interrupt event (unused).
E:ERR Operator errored user.
E:IC I/0 complete.
E:IIP I/0 started and now in progress.
E:IP Request permission to start I/O.
E:KI User back in core.
E:KO User kicked out of core.
E:NC Cannot get requested core pages,
E:ND Cannot get requested swap page.
E:NOCR j Initiate user requesting open or close.
E:NRD H Job exit until next external interrupt (unused
E:NSYMD . No symbiont disc space.
E :NSYMF No symbiont file entry.
E:OCR User request to do open or close.
E:OFF User hung up or logged off.
E:0A { Q for access (e.g., for access to tape

: or disk pack).
E:QE g Quantum end. .
E:QFAC : No file granules available for user,
E : OMF Master I/0 function count exceeded.
E:SL Sleep time for user.
E:SYMD Symbiont disc granule is now available.
E:SYMF Symbiont file table entry is now available.
E:UQA De-Q for access (e.g., for access to tape

or disk pack).

E:UQFAC ALLOCAT has filed granule stacks.
E:WU Wake up time for user.
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Table BD-2 - Service Request Input to Monitor
SOURCE OF INPUTS SERVICE REQUEST ENTRIES
User program (through 1. Terminal input/output request.

monitor service calls)

2. Input/output service calls for RAD, disk
pack, or magnetic tape.

3. Wait (sleep) request.

4, Program exit (complete).

5. Core request (for common, dynamic, or
specific pages).

6. Program overlay request.

7. Debug requests.

i
i 8. Requests for control of breaks, traps,
‘ timing, etc.

Executive Processor ! 1. Name of system programs (shared or not)

' to be loaded and entered (implies
deletion of any current program).

2., Continuation signal

3. LINK load-and-go exit.
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User State Queues

State queues form a single priority structure from
which selections for swapping and execution are made,
The state queues form an ordered list with one and only
one entry for each user. The position in gqueue is an
implied bid for the services of the computer. As
events are reported to the Scheduler, individual users
move up and down in the priority structure. When they
are at the low end, they are prime candidates for
removal to secondary storage. This latter feature,
that of having a definite priority for removal of users
to swap storage, is an important and often overlooked
aid to efficient swap management. It avoids extraneous
swaps by making an intelligent choice about outgoing as
well as incoming users.

In addition to these primary functions, user state
gueues have other functions:

1. Synchronizing the presence in core of the user
program and data with the ability of I/O devices.

2. Queueing user program to be 'awakened' at a
pre-established time.

3. Queueing requests for entry and use off
processors.

4, Managing core memory.

5. Queueing requests for buffers in core or on RAD,

6. Queueing requests for several non-reentrant
services.

A list of the state queues is given in Table BD-3.
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Table BD=3 - Scheduler State Queues

STATE NAME MEANING
AB Users waiting for a COC buffer.
BAT Batch compute-bound users under segregated batch
scheduling discipline.
BK Users who have high BREAK.
C High~-priority compute-queue (used for associating
processors and some special cases of memory and
swap storage management) .
COM Compute-bound users
Ccu Current user of the CPU,
CP Users waiting for a core page. i
DP Users waiting to be allocated a swapping page.
EC Users queued for entry to TEL (they have hit Y€).
ERR User jobs errored by the operator.
I0C Users with I/0 complete.
Iow Users with I/0 in progress.
IOMF Users queue because of excessive current
I/0 count,
IR Users with complete terminal input messages.
NRRT External interrupt received (not used).
0oCU Users waiting to open or close a file while
another open or close is in progress (non-
' reentrant portions only).
OFF | Operator aborted user or user hung up.
. ON i Users queued for the log-in process. ,
i QA i Users queued for access to an I/0 device. !
QFAC : Users queued for ALLOCAT managed granules. g
SYMD ¢ Users queued for symbiont disc space. ;
SYMF § Users queued for symbiont file table entry.’ i
TI ' Users typing input and in core.
TIO i Users typing input and user not in core.
TOB ' Terminal output users - in core (more %
I characters than the system limit are ready |
for typing). ;
. TOBO Same as TOB except user is not in core. :
TOC Users ready to continue terminal output
' (the number of characters remaining to be
| typed is less than a system limit).
"W Users waiting for a specified 'wake up'
, ' time,
NOTE: The actual names of the scheduler state gueues are those

given above prefixed with the letter 'S°’.
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Scheduler Operation

The scheduling queues may be divided into four
categories:

1. READY Queues (SB:EXU)

Jobs in one of these state gueues are ready for
execution if in core or ready to be swapped in if
not. Through some event, they have indicated a
present need for the CPU.

2. ACTIVE Queues

Jobs, in one of the states CU or IOW, are
currently running either using the CPU or one of
the IOPs.

3. WAITING Queues (SB:SWP)

These jobs have no present need for the computer
and are not in core.

4, OUT-OF=IT Queues

These jobs have no present need for the computer
and are not in core.

Table BD-4 shows the queue list used for selection of
users to be brought in for execution and the queue list
used for execution of users to be moved to the swap
device. HIR (High~-In-core-Ready-to-run) is a condition
set when an in core user is in one of the READY Queue
states (actually a count of such users).

50



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 51

Table BD-4 - Ready and Waiting Queue Lists

READY QUEUES WAITING QUEUES
NRRT ? High Priority SYMF
ON SYMD
OFF , W
ERR QEI
EC HIR oA
BK DP
IR I
TOC TOB .
C
10C Yy ocu I
coM
BAT |

Low Priority i

To select users for execution, the scheduler searches a
list of the state gueues, the READY list, in order to
find the highest priority user in core memory. The
highest priority user is served first. Thus, for
example, interrupting users are served before those
with an active input message (both of these take
precedence over users with unblocked terminal output),
then come on-line compute-bound users and, finally,
compute-bound batch jobs. Note that wusers in order
states have no current regquests for CPU resources.
Note also that as each user is selected for execution,
the state queue of the user is changed to CU. When the
guantum is complete, the highest priority gueue which
the user can enter is the compute queue, Users that
enter any of the high (above COM) priority states
receive rapid response, but only for the first quantum
of serivce. Thereafter, they share service with others
in the compute queue.
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A similar selection procedure is used to set up users
for swapping. First, the highest priority in the READY
list who is not in core 1is selected and his size
requirement (including the requirement for shared
processors not in core) is determined. Second, users
are selected from the WAITING list until enough space
is freed until enough space is freed by these users and
their shared processors to provide for the user
selected for swapping. If a single user can be found
to swap out, then a single rather than multiple swap is
chosen. No swaps occur until a user that 1is out of
core enters a high-priority queue (READY Queue). No
execution selection occurs prior to the end of the
minimum compute quanta. No execution selection occurs
prior to the end of the full compute quanta unless the
HIR signal is set.

Two lists resulting from this selection are presented
to the swapper. One list contains the user (or users)
to be swapped out and the other contains the user to be
swapped in, the shared processors that must accompany
the user, and the current free core-page list.

Priority queues are arranged from high to low in order
of increasing expected time before the next activation.
This ensures that the users that are least likely to be
needed are swapped out first, while the users most
likely to require execution are retained in core. For
example, the swap algorithm operates so that compute
users remain in core and use all available compute time
while the interactive users are swapped through the
remaining core space whenever the following three
conditions exist:

1. There is room in core for three user programs.
2. Two users are computing steadily.
3. Other users are doing short interactive tasks.

In order to prevent deadlocks and to provide for round
robin scheduling of the compute~bound queue, the swap
algorithm also provides for a search through the READY
Queue 1list in inverse order up to the level of the
inswap user for a set of outswap users.
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Thus, users whose programs have just issued a terminal
input request will be swapped out before programs which
have blocked on terminal output. Both of these will
precede programs blocked by file I/0 reguests, and the
final selection will be made in reverse order through
the gqueue of compute-bound users.

For file I/0, programs are blocked from the time the
I/0 command is issued until it is complete. Terminal
input is similar. Output to the terminal is no wait
until about four seconds of +typing have been
accumulated in system buffers, It is then blocked;
unblocking occurs when one-half second remains.

Since users' programs are of different sizes, it may be
necessary to swap out more than one program to make
room for the incoming program, although a detail of the
selection algorithm causes it to preferentially select
a single outswap program if one adeguate size
(including any associated shared processors) can be
found on the WAITING Queue list.

The layout of programs on the swap device is made by
selecting four pages (always a 512-word granule) at a
time from a common pool, but preferential allocation
occurs for pages which will maintain nearly continuous
sector-by-sector allocation. This technique keeps swap
time short while preserving a general allocation
scheme. Programs are allocated to storage with the
pure procedure portions ordered 1last so that the
procedure portions do not have to be transferred from

core to swap storage when a copy already exists on the
device.

Note that the queues CU, IOW, TOBO, and TIO do not
appear in either list. Thus, the users in these states
are not selected either for execution or for swapping,
nor is unnecessary overhead expended in their search.

Two examples of typical interactive use are
illustrative of the scheduling operation. The first
example traces scheduling operations for a simple,
short interactive user request. At the time the
request is typed, the user is in the typing input (TI)
gqueue. His program, which has probably been swapped,
remains on swap storage until the COC routines receive
an activation chracter. Receipt of this character is
reported to the scheduler and causes a change in state
of the user to input received (IR).
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The scheduler finds a high=-priority user not in core
and 1initiates a swap removing a low=-priority user (if
necessary) and bringing in the one just activated. On
completion of the swap, the scheduler is again called
and now finds a high priority user ready to run. Given
that the current user has completed his minimum quanta,
the user's state is changed to CU, the program is
entered, and the input command is examined by the
reading program. The «cycle in this example is
completed by preparation of a response 1line and a
request to the monitor for more input, which changes
the wuser's state to TI again, making him a prime
candidate for removal to swap storage.

The second example illustrates an output-bound terminal
program. This program moves through the state cycle
TOB-TOC-CU as output is generated by the program. The
COC routines signal when the output 1limit has been
reached, thus causing the program to be delayed while
output is transferred to the terminal. In a typical
operation, four to six seconds of typing is readied in
buffers each time the user program is brought into core
and executed. During the typing time, the program is
not required in core and the CPU resources can be given
to other programs.

I/0 Scheduling

I/0 scheduling is designed to give job step I/O a very
high priority to provide good terminal response. Other
I/0 is permitted to run as fast as possible until the
user has accumulated a full maximum quantum of CPU
time, at which point the user is placed at the bottom
of the compute queue, The scheduling scheme is
illustrated in Figure BD-1,
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An I/O-bound user cycles through the gqueues CU, IOW,
IOC, and CU until he exhausts his time quantum at which
time he cycles through the compute (COM) gueues. This
.ensures that a single I/0 bound user does not dominate
the system. I/O0 that occurs at job step time (that
done by CCI, TEL, and the program fetch logic) proceeds
through the higher priority C queue. If the number of
concurrent I/0 operations for a user exceeds a
specified limit, the user is blocked in state IOMF
until some of them complete.

Reentrancy

The scheduler permits job-to-job switching only at
certain carefully controlled points within the monitor.
At these points control is explicitly given to the
scheduler for job switching, The scheduler also
receives control on asynchronous events from traps and
interrupts (this code is completely stack-reentrant in
the unmapped stack), but it enforces a logical disable
of monitor operations by returning to the point of
interrupt if the trap or interrupt occurred with the
monitor in control. This scheduler-enforced logical
disable allows critical monitor operations, such as a
file index update to run to completion before
permitting another user job to proceed and possibly
interfere with the incomplete activity.
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Batch Jobs

Two ways of scheduling batch jobs which result in quite
different fractions of machine time devoted to batch
processing are reasonable in this priority structure.
Both are provided in UTS, and the mode of opration may
be selected by the installation manager.

The first scheduling technique keeps the batch job
stream in a separate gqueue (BAT) that has a lower
priority than the interactive compute queue indicated
in Table BD-3. Thus, batch jobs get service only when
no interactive user has a request. Estimates from
current systems indicate that 10 to 20 percent of
compute time is available to batch processing on a
system supporting between 20 and 30 concurrent users in
prime shift, During nonprime time, 80 percent or more
of CPU time is available to batch jobs.

The second method of scheduling cycles batch jobs
through the interactive compute gqueue, where each job
receives an equal fraction of the available time. It
is usual in on-line systems for 5 to 20 percent of the
on~line users to be computing at any one time. Thus,
as much as one~half of prime time, plus 80 percent of
nonprime time, could be devoted to batch background
operation. In this scheme, batch jobs can be biased to
get a different gquantum than on-line wuser, thus
permitting the installation manager to control the
actual percentage of computer time devoted to batch
processing.

Memory Management
These routines control the allocation of physical core
memory, maintain the map and access images for each

user, service the get and free page CALs, and manage
the swapping space.
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Core management includes the parallel management of
swap space. When a core page is requested, a swap page
must also be acquired. Similarly, a release of core
requires release of swap space. In order to provide
for fast swaps, space acquired must be contiguous, or
nearly so, to that already allocated. Further, the
program pure procedure is always placed 1last on swap
device so that it need not be written out if it is
unchanged. These two requirements make necessary a
shuffling of space on the swap device and corresponding
adjustment of memory maps and swap command list when a
new data page is acquired.

Frequently no new core pages are available when
requested. In this event, memory management must
allocate the swap space and not the core space by the
‘get wvirtual, no physical' process and cause an entry
to the swapper to provide the needed extra page(s)
through its normal swap scheduling algorithms,

Physical Core Allocation

Allocation of core memory pages to a user at his
request depends on the actual size of the machine as
determined during initialization, the current size of
the user including all needed shared processors and the
management set limits on user size. Details of the
calculations are given below.
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The follo&ing table describes how physical memory is
reserved for system functions in UTS:

AMOUNT (in pages) USED FOR HOW ESTABLISHED
(JITLOC+511) /512 Resident Monitor SYSGEN
9 XDELTA Answering "Y" to DELTA
during initialization
request.
6 Longest Overlay Initialization
(OPEN)
3 KEYIN Procedure Initialization
1 KEYIN JIT Initialization
1 Monitor JIT Initialization
1

Each Symbiont Device Initialization

The above table shows that an 80K system with three symbiont
devices and a 27K monitor will have 41.,5K in which to run
user programs if XDELTA is requested, and 46K if it is not.

In addition, pages must be reserved for the context area and
other things, as follows:

PAGES PURPOSE HOW ACQUIRED
1 JIT Logon
1 AJIT Allocated when N pages

are acquired and is
never released once
allocated. N is 32 for
27 and 13 on X9 greater

than 128K.
n DCBs Job step time, from
user program,
m ' IPOOL/FPOOL Job step time. A
Buffers minimum of two IPOOL

and two IPOOL are re-
guired; i.e., three
pages.

2 CPOOL Buffers Automatic for batch
jobs, -reserved if an
on-line user has sym=—
biont access in his
account.

8 TEL Reserved if user is
on-line,

Note: n may be obtained from the LOADER map and is never
program-dependent.
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m may be altered using !POOL card; otherwise, system
defaults are assumed., these defaults are defined at
SYSGEN time and may be altered using CONTROL.

Therefore, the maximum user program size run on-line on
the previously mentioned system, with two pages of DCBs
and the minimum allocation of file buffers (three
pages) would be 33K with XDELTA and 37.5K without. The
maximum size of the same program in batch would be 37K
with XDELTA and 41,.,5K without,

An increase in physical memory will increase the
maximum size of a user program up to a point (less than
128K) where the limiting factor is the virtual memory
layout. The first 32K of virtual memory is dedicated
to the Monitor, The context area which includes
monitor overlays, buffers, DCBs, JIT, and AJIT follows
in the next 16K of virtual memory. The next 64K is set
aside for user programs, and the last 16K of virtual
memory is allocated to special shared processors and
shared libraries. 64K is available for user program
pure procedure and data, and 12K is available for user
context (DCBs, buffers), not including JIT and AJIT -
maximum program size is 76K.

On Sigma 6 and Sigma 9 configurations with 128K or
less, an AJIT is required when the user size exceeds 32
pages. On Sigma 9 configuration over 128K, this
threshold is 13 pages due to the larger memory map.

Job Step Control

The collection of monitor resident routines called STEP
is entered between major segments of a 3job or an
on-line user's session. Entries are made whenever
ERROR, EXIT, or ABORT CALs are executed or when a new
shared processor or new program must be fetched. When
command processors (CCI, TEL, or LOGON/OFF) exit, they
do so with coded information in registers which are
used to associate a shared processor or fetch a
prepared load module. (This exit is known as an
interpretive exit.) Prior to either type of fetch, the
user's core and swap RAD space are returned to the
available pool to be reacquired during the fetch.
Following the fetches, all DCB assignments associated
with the user are merged into the DCBs acquired in the
latest fetch. Required initialization of JIT is
completed.
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Following an exit by LINK from the 1load phase of
processing a RUN command, step control sets up the
loaded program, core image for execution, including the
association of required shared debuggers and public
libraries.

Exit from CCI, TEL, and LOGON/OFF includes two other
'interpretive' exits. The first, to simply continue
the current activity, and the second, to do the final
cleanup after LOGOFF exits. The latter includes a test
for completion of a batch job. If the job is
completed, entry is made to the batch scheduler for
selection of another batch job for processing.

I/0, issued by STEP in order to fetch programs and
processors at wuser request, is handled as a special
high priority in order that good response time be
achieved in these cases.,
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3. Symbionts, Cobperatives, and Multibatch Scheduling (RBBAT)

a. Symbionts/Cooperatives

Records sent to and received from the low=-speed
peripherals (CR,CP,LP,PL,RBT) are buffered to RAD or
pack through the symbiont-cooperative routines. Four
stages are readily identifiable.

First, input jobs from the CR or RBT are blocked by the
input symbiont into disc unit records and written in
the peripheral storage area (PER). This process is
carried out asynchronously with respect to other tasks
in the system and, once started, is interrupt-driven
until completion. Initiation is accomplished by
operator command for CR and is automatic for RBT. The
input symbiont recognizes !JOB cards for CR and RBT and
treats them as beginning-of-file and end of previous
file (if any), recognizes !FIN cards for CR and RBT and
treats them as end-of-stream, and recognizes !RB cards
for RBT and treats them as beginning-of-file/end of
previous file as with !JOB cards. At file end, the
file starting disc address 1is passed to RBBAT, the
symbiont file ghost job, for entry into the batch
tables.

Second, when a user issues a read directed to the card
reader, the operation is intercepted by the input
cooperative. This routine reads and deblocks the
records for presentation to the reading program, which
is not allowed to read past the end of the symbiont
file containing his own job. Initially, the multibatch
scheduler selects the job to be run by placing the job
and resource information in the GET tables. The batch
user is started and the !JOB card CCI read causes this
information to be placed in the wuser's JIT.
Thereafter, records of the file are passed to the user
on subsequent reads.

Third, the output cooperative, which is an intercept
routine acting on all output directed to symbiont
devices, blocks records into buffers, and writes them
to secondary storage, Separate symbiont files are
built for each type of output (print and punch). Upon
user signal ('superclose', usually at end of job), the
file is cloosed by entering it into the RBBAT queue via
the add output file communication.
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Fourth is the interrupt-driven task (the output
symbiont), which reads symbiont files and writes the
symbiont  device. Output symbionts are started
automatically when RBBAT senses that there is work to
do, the device 1is 1idle and, otherwise, capable of
processing the output.

Symbionts use, for buffer memory, pages obtained from
the general pool of physical memory. This restricts
maximum user size in that a user must not be allowed to
exceed the available physical memory left while
symbionts are active. The cooperatives use similar
buffer and control memory pages from the user's virtual
space. The buffer management routines get memory and
restrict size appropriate to the mapped/unmapped
(cooperative/symbiont) condition on entry.

Symbiont files are selected by the Multibatch Scheduler
(MBS) portion, RBBAT, for input and output by resource,
priority, system id, and control information maintained
by RBBAT, Priority by symbiont files which originates
from the job card (or on-=line user default) may be
changed by the operator, who may also delete files.
Control information (e.g., remote batch hold) is
specified by the user. Figure GA-1 shows the symbiont
and cooperative big picture.

Multibatch Scheduler

Inguts

o . Job description (resource requirements) from JOB
and LIMIT cards. This information is carried in
input symbiont tables which reside in the RBBAT.

o Partition definitions (permissible ranges of
resource values) created by SYSGEN in resident
tables and modifiable dynamically during system
operation using CONTROL.

o Maximums, also carried in resident tables and
changeable via CONTROL, which limit the total use
of each resource by all batch (or on-line) jobs
taken together,
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New Job selection initiated whenever:

1. a job completes exeuction.

2, a new job is entered.

3. partition definitions are changed.

4, operator command !S is issued.

5. Resources are released (by an on-line job
or by a CAL which releases resources).

6. Clock routine which checks a flag set by
certain cases of resource releasing.

Scheduling Algorithm

1. Identify all available partitions (not executing,
not locked).

2. Find the highest priority job which fits one of
the available partitions.

3. Verify that execution would not exceed
established maximums.

4, Failing 3, increment job priority and go to Step

. 2.

5. Verify that order and account parameters do not
preclude running the job.

6. Run the job selected if all tests have been
passed.

7. Go back to Step 1, unless:
a. The job was 'F' priority and not selected.
b. No partitions are available.
C. All jobs in the input gqueue have been processed.
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4, System Services

a. System Initialization

UTS initialization routines accomplish three major
functions: booting from a system PO tape, booting from
system resident secondary storage, and
recovery-restart. The functions are accomplished by
common routines which distinguish recovery from booting
by zero contents of cell 2A which is always filled in
during a device boot by the hardware.

The initialization routines fall into three physical
groups: first, the routine INITIAL which initializes
trap and interrupt cells and 1loads locks and access
images both for booting and recovery; second, the
routine BOOTSUBR which provides for monitor patching
and system storage initialization; and third, the
initialization job, GHOST1, which copies the system
tape to the system account, provides for GENMOD patches
to processors, and completes system storage
initialization. The last two processes which have
similar functions are divided in order to remove as
much code as possible from the monitor root to job
status even though, in this case, it is a master mode
job. BOOTSUBR completes just enough initialization of
the system to enable it to run its first job, GHOST1,
which completes the initialization task. Figure BD-1
summarizes the initializarion process.
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INITIAL

This routine 1is entered immediately after a tape or
disc boot has read in the monitor's root or after
recovery has done the same thing., Its purpose is to
preset the hardware for system operation, It
accomplishes this in the following order:

1. the unmapped JIT is moved from assembled location
to execution location;

2. external interrupt cells are preset to zero;

3. the trap and interrupt cells 40 through 5F are
initialized;
4, the memory locks are set to 01 everywhere except

the code portion of the monitor, which is set to
11;

5. the virtual memory map is preset in one-to-one
correspondence with physical memory;

6. access 1is preset to read-only for virtual page
zero and to no-access for the rest;

7. I/0 interrupts are enabled for tape boot; CLOCK4
counter for disc boot; and

8. GETHGP is called to read in XDELTA if
initialization is from disc.
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FIGURE BD-1 - Initialization Overview
INITIAL

Move master JIT to Execution Location.
Zero external interrupts

Set up 40 through 5F.

Load Locks, Access.

Enable I/0 interrupts.

Enable CLOCK4 counter interrupts.

BOOTSUBR
MONINIT

Check and set assigns for C, LL, DC, COC.
Print and type patch numbers.

Type sense switch setting assignments.

Set up location 2B with proper monitor type.
Read in XDELTA.

Read card reader via XDELTA, patch root.

SWAPINIT

Copy ALLOCAT, GHOST1, Monitor Overlays
XDELTA, RECOVER to swapper.

Set up monitor tables with disc addresses.

WRTROOT

Write monitor root to swapper.
Write bootstrap on swapper.
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GETHGP (Get XDELTA)

Set up memory size info.
Turn off symbionts.
Enable all interrupts.

GHOST1

Ask about DELTA and keep or no; release core
of INITIAL and BOOTSUBR. '

PASS0 to read and patch (GENMOD) processors.

RECOVERZ2 for shutdown of open files.

SYSMAK: copy shared processors to swap RAD

Request date and time from operator.

Write start record in ERRLOG.

Initialize COC.

Turn on symbionts

Log on Analyze to process crash dump

Start scheduling batch jobs by start of RBBAT
ghost job; interpretive exit to FILL.
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BOOTSUBR

Three subroutines of BOOTSUBR are then called if the
initialization is from a PO tape: MONINIT, SWAPINIT,
WRTROOT.

MONINIT, the first subroutine of BOOTSUBR, carries on
the initial dialogue with the operator:

1. it requests from the operator new device

- addresses for card reader, line printer, system

resident swapper, and COC, providing dynamic
reconfiguration for these devices;

2. it prints the patch segment numbers and sense
swith setting both on line printer and on the
operator's console;

3. it sets 1location 2B with monitor version and
type; version comes from the monitor information
record generated on the PO tape by DEF;

4, it reads in EXEC DELTA and initializes the
monitor cells which locate it;

5. it then passes control to EXEC DELTA to read the
card reader for monitor patches, interpret them,
and place them. If the ** card is read, a flag
is set to control the
'boot~-under-the-file-structure' operation, in
which the PO tape is not read.

SWAPINIT, the second subroutine of BOOTSUBR,
initializes the system portion of the swapping RAD,
Enough monitor elements must be placed to be able to
run the first job - the GHOST1 initializer. During
copying to the swapper of monitor overlays, ALLOCAT,
the elements of GHOST1, XDELTA, and the RECOVER
overlays, the card reader is read by DELTA for patches
to them; monitor tables which record overlay swapper
locations are set up. This setup defines the portion
of system RAD which must be intact to accomplish
recovery. Recovery uses the system swapper from this
point on (that which will be occupied by the shared
processors) to save the crash core dump.
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WRTROOT, the third subroutine of BOOTSUBR, writes the
monitor root which is now fully initialized and patched
to the system swapper. The routine also writes the
disc bootstrap routine onto system swap storage.

INITIAL's Entry to GHOST1

Final activity carried out before entry to GHOST1
includes:

1. scanning memory for existing physical pages which
are linked into an available memory page pool;

2, enabling of all interrupts (COC 1lines are not
scanned by the <clock interrupt routines until
later when the input external interrupt locations
are set up);

3. temporary disabling of the symbionts so that
GHOST1 will use printer and card reader directly.

INITIAL exits through the job initialization logic
calling for startup of GHOST1.

GHOST1, The System Initializing Program

This master mode job contains all initialization and
recovery functions which can be run as a job (as
distinct from those functions which must be imbedded in
the monitor root). The program takes differential
action on recovery (cell 2A = 0) and on disc and tape

boots. Major elements included in GHOST1 are as
follows:
1. RECOVER2, which 1is entered only in a recovery

situation to replace dynamic system information
like the date, to provide accounting summaries
for all interrupted jobs, to copy files that were
open in update mode and could not be closed
normally, and to copy the core dump from the
swapper to a permanent file,

2. PASS0, which copies PO'tapes to files, including
the application of GENMOD patches,

3. SYSMAK, which reads the shared processors from
files and prepares absolute copies on the
swapper.
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As shown in the schematic flowchart of Figure BD-2,
GHOST1 first asks if EXEC DELTA is required. If not,
or if there 1is no answer within six seconds, the
physical memory used by EXEC DELTA (from about 60-6U4K
physical) is released to the physical page pool and the
'Lees-watering~hole' entry to EXEC DELTA at location 4E
is disabled.

A check of location 2A determines whether recovery (2A
= 0) or boot is intended. RECOVER2, PASSO, and SYSMAK
are entered, as shown.

Following a date-time request, if booting, common logic
is entered which:

1. writes a startup (or recovery) record into the
hardware error file,

2. initializes terminal I/0 by starting COC I/0 and
turning on all line receivers,

3. turns on the symbiont systen,

4, logs on a ghost job for Analyze (if recovering)

to process the crash dump,

5. enters the batch job scheduler to start jobs
still in the input symbiont gqueue after a
recover, and, finally,

6. exits through the monitor's interpretive exit
logic to activate FILL for possible reading of
backup tapes.

The flowchart Figure BD-3 shows PASS0O's main execution
line. ‘

SYSMAK copies the shared processors 1listed in the
monitor table P:NAME from files to 1locations on the
swapper with addresses, sizes, and start addresses
placed in the monitor shared processor tables.
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" Do you want Exec Delta? )
\? R e
yes L no

f Release core pages to physical pool,
| ! reset XPSD in location 4E to an
é | effective NOP.

Recovery or Boof@
Recovery \\Boof
¥ X
/ Boot type? j
dlsc_ tape
Do you want HGP reconstruct?)
lYes No /. PASSO
MHGP ee Fig BD-3. /¢
\ RECON
I > SY SMAK \
. RECOVER2 } /
\“. B I
\ Request date and time
SYSMAK L from operator |
Write start record to ERRLOG
Initialize COC
Turn on Symbionts
Initiate Analyze, if recovery
Schedule batch jobs Figure BD-2 -
Exit to FILL Overview of GHOSTI
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Figure BD-3 - PASSO Overview

!

""\ PASSO

e

|
| Read Cards (GENMOD, GENDCB, etc)
| saving them in a core buffer

e e |

O
!

BITOTM
y

Boot under files?
. (was a ** card read?)
N
yes ’ no
Read all files from PO tape and write
them on file RAD using standard monitor
CALs and continuing until the file
LASTLM is encountered.

|
|

PHASEC l

i

| Open each file in the :SYS account and if
GENMODs exist for that file read it in, patch
it, and write it back on file.

|
v

exit
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Operator Communications

The machine operator communicates his instructions and
requests to the system through key=-ins at the
operator's console. This 7012 console is a TTY-like
EBCDIC transmitting device connected to an MIOP, It is
usually designated TYAO1. Since the device may be used
in only one direction at a time, the operator must
signal his desire to type by pressing the PCP interrupt
button. He is prompted for input with a !, carriage
return terminates the control message, and EOM deletes
it for a retry.

When the PCP interrupt button is pressed, I00Q
recognizes the request and starts the console read

~operation into a dedicated buffer. On completion of

the message, the ghost job for KEYIN is initiated. The
pre-established JIT for this job is read, and the
initial environment is pulled and executed as is normal
for job beginning. For the KEYIN job, the program is
contained entirely in the registers, The
two=-instruction program calls for association and entry
into the KEYIN overlay and for 3job deletion after
return.,

The KEYIN overlay reads the input message from its
fixed buffer, interprets it and acts on the commands.
The overlay structure is used in order to provide
convenient direct entry to monitor routines and to the
monitor tables which KEYIN 1is directed to change or
display.
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Accounting and Performance Monitoring

CPU execution accounting is carried out by the
incrementing of the CLOCK4 timer. This clock ticks
each 2ms into a cell in the JIT. Addressing is
subjective, that is, the JIT of the current user is
selected by the setting of the memory map. When the
map mode is not on, the time increments are accumulated
into the monitor's JIT located at the same physical
address that is occupied virtually by user JITs.

Thus, when the CPU 1is executing for a given |user,
whether in his program or in the monitor -cting at his
request, time ticks are directed to his JIT via the
map. When the monitor is operating unmapped in
servicing I/0O or terminal character interrupts,
processinag traps, providing symbiont I/O or scheduling
jobs - all general services which are not simnly
allocatable to a single job = the time ticks are
accumulated to overhead cells in the master unmapped
JIT.

Two other breakdowns are performed on the CPU time
accunmulated for each user. The two breakdowns result
in four separate CPU time accumulations. Time is
separated at the CAL boundary accumulating time used by
the user program and monitor time used to carry out his
CAL requests, Monitor service and program time are
carried separately also for UTS shared processor
execution and other program execution. This is
slightly different than BPM/BTM which counts processor
execution for all programs coming from the :SYS
account. COBOL is the important processor which is not
shared and 1is therefore accounted for as a user
program,

Performance monitoring is carried out as an integral
part of the uTSs system. Subroutines and
count-incrementing instructions are embedded in the
monitor at appropriate places. The counts which they
accumulate and the program to display these counts are
described in detail in the UTS System Management
Reference Manual.
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Approximatelv one page of memory is devoted to
accumulation of data on system operation. In order to
keen the memory required small some reduction of the
data is done at the time of gathering. Along with sums
and counts for averaging, certain data is accounted for
by adding into an appropriate cell of a distribution
histogram.

Automatic Recovery

The system recovery function is provided to restore UTS
to operational status very guickly following an
unrecoverable failure, which may be either hardware or
software caused. Some examples are memory parity error
by the hardware or an illegal memory reference trap
because of software error. Each reported error is
checked to determine whether the entire system is in
danger (unmapped mode errors) or if only one user is
affected (mapped mode errors). In the 1latter case,
that wuser is logged off, or failing that, deleted, and
system operation continues. In the former case,
recovery is entered. Recovery consists of cleaning up
all open-ended information (both user and
system-oriented information) and restarting the system
at initialization., If this occurs all terminal users
must log on again and the current executing batch
job(s) must be resubmitted. Any job partially read
through the card reader must be reinserted. Jobs
already submitted but not yet in execution are saved
and need not be resubmitted. The recovery routine is
entered whenever hardware and software errors are
detected. Manual entry is also provided for use by the
operator when the system cannot automatically recover,
such as if low core erased or the system loops.

When the recovery routine is entered, none of the
normal operating system is assumed to be operating.
Most routines of the normal system required for
recovery are duplicated in the recovery routine, but
for automatic recovery a small resident recovery driver
is required intact. This driver brings in the bulk of
the recovery routine, overlaying the pure procedure
portion of UTS. Certain monitor tables are also
required intact. This is verified where possible, If
the recovery process cannot be completed, the operator
is instructed to reload the system from the PO and file
backup tapes.
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The recovery routine performs the following functions:

1. Displays cause of failure,

2. Takes a full core dump for later analysis.

3. Closes all oven files using default o tions.

4, Packages or releases all partial svmbiont files.
5. Packages error log.

6. Informs users o€ interruption.

7. Saves time, date, error log pointers, accounting

information, s mbiont file directory, and RAD
granule stack contents,

8. Restarts system and restores items saved above.

When any functions cannot be performed, these are noted-
on the operator's console. If the function is
considered minor, recovery continues., - If it is
connected with file operations, the file identification
is noted and recovery proceeds.

If recovery determines that the RAD allocation tables
(HGP) or File Control Tables (CFU) have been destroyed,
then a routine is called to rebuild the H P bv reading
through the entire file hierarchy, recording RAD and
pack addresses as it proceeds. While this technique
cannot repair or replace file elements which have come
unlinked during the failure, it does provide a much
faster restart mechanism than reloading of files from
tape (about 15 minutes, as opposed to one to five
hours, depending on reload technique and file size).
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System Debugging

Although much svstem debugging is carried out by other
means and with other tools, UTS carries with it a
master interactive debugger called EXECUTIVE DELTA.
Language features of this debugger are virtually
identical to those of user DELTA as described in the
UTS Time-Sharing Reference Manual.

EXECUTIVE DELTA carries with it an elided symbol table
for the monitor and may be entered through location 4E.
EXEC DELTA does not use (and therefore depend on)
monitor I/0 and thus, may be used to examine, change,
set breakpoints and otherwise completely control the
operation of the system whenever such steps are
necessary for detailed debugggina or development
activities, (For most crash analysis on running
systems, the dumps taken by recovery and reported by
ANALYZE are adeguate for finding problems.)

EXECUTIVE DELTA is loaded with the monitor's REF/DEF
stack and placed on the system PO tape by SYSGEN. One
of the first tasks of the boot routines is to bring in
EXEC DELTA and place in physical memory at approximate
location 60-64K. During the boot processes it may be
used to make symbolic patches to the system either
entered from the console or from the card reader. At
the end of the boot process the overator has the option
of retaining DELTA for possible later use or releasing
it and returning its physical svace to system use.
Once released EXEC DELTA cannot be regained except
through the recovery process.
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Error Logging, Diagnostic Device Access

Recordinc of hardware errors for analysis by customer
engineers 1is carried out by a special procedure
designed to minimize the possibility of losing the
record of the errors. Each device error, watchdog
timer trap, memory parity error, device timeout, etc.,
together with system startup and recovery records and
software-detected inconsistencies which might have been
caused by hardware errors are recorded by the resident
error logging routine into a pair of 64-word core
buffers which are then transferred to RAD in a simple
linked chain. A special CAL may be used to read this
file and a routine, ERR:FIL, is provided with the
system read this special file and, using standard file
management operations, transfer it to a standard
managed file, ERRFILE. ERR:FIL is called as a ghost
program each time five error records are accumulated.
In file form, the records are accessible to customer
engineers and to two standard system programs, ERR:LIST
and ERR:SUM, for listing and summarizing the error file
contents. Descriptions of these programs and of
ERRFILE record formats are given in the UTS System
Management Guide.

Also provided for customer engineers is a privileged
method for opening I/0 directly to a device, bypassing
the symbiont operation. Thus, diagnostics may be run
on-line during system operation to diagnose, test, or
PM the peripherals, In this special mode, the AIO,
TDV, and TIO status information from the device are
returned directly to the program via the DCB. Error
and failure records are still recorded in the error log

-and privilege-controlled CALs allow direct reading and

writing of the special error file. Alternately, the
diagnostic program may cause . ERR:FIL to transfer
records to the standard file, ERRFILE, by issuing a
ghost job initiation CAL, and read the records from
that file.
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User Service

This category encompasses most of the monitor routines which
are called at the explicit request of user programs, both
batch and on=line, through CAL instructions. The major
categories are: a) file management service for reading and
writing of files on tape, RAD, and disk pack; b)
load-and-link services; and c) batch debugging services.
Also in this category but not explicitly described in this
overview, are routines for the UTS-specific CALs, trap
control and timer CALs, the wuser program overlay segment
loading CAL, error 1log read and writing CALs, and the job
entry CAL.

a. File Management

This category includes routines which manage the
contents of and access to physical files of
information. Included are the functions of indexing,
blocking and deblocking, management of the pools of
granules on RADs and disk packs, 1labeling, label
checking and positioning for mag tape, formatting for
printer and card equipment, and controlling access to
and simultaneous use of a hierarchy of files.

Four subgroups are identifiable:

1. Basic routines for reading and writing files and
physical devices.

2, Routines for opening and closing files.

3. Routines to service the CALs requesting position
changes in files or on tape (PFIL, PRECORD, REW,
WEOF, PEOF) and those requesting DCB changes for
device DCBs (all the M:DEVICE CALs).

u, Routines to service labeled tape.

The primary storage areas used by file management are
the DCBs and buffer areas in user virtual memory, and
the CFUs in resident core which control simultaneous
file usage. Also in resident memory are ‘'monitor
buffers' from MPOOL, which are used primarily for
preparing operator console I/0. Occasional use of DCT
and I0OQ tables occurs.
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All physical I/0 1is accomplished via the basic I/0
routine, I0OQ. Entries to the file management routines
are via the CAL receivers, CALPROC and ALTCP,

Load-and-Link Command

This set of monitor routines 1is contained in the
overlay, LDLNK, and processes the M:LINK and M:LDTRC
CALs. They allow processors to pass control back and
forth from one to another in either a subroutine or
transfer-of-control fashion. COBOL object programs and
the MANAGE processor use SORT as a subroutine via
M:LINK; PASS3 of SYSGEN uses the Loader in a similar
waye. Communication between caller and callee is via
information stored in COMMON memory and 1in registers,

When an M:LINK is issued, the entire program and
context, including open DCBs but not the COMMON memory
area, is saved in the star file idN where N is a binary
number incremented for each M:LINK. All memory except
COMMON is released and control passes to a point in
STEP to associate the indicated shared processor or
fetch the named program. The parameter N is passed to
the called program to identify the saved program for
possible return,

Two possible actions are available for M:LDTRC. The
first is like M:LINK except that the current program is
not saved. The second occurs when the request names a
program file, idN, preserved by a previous M:LINK.
Current memory pages are released and the file idN is
read in. The file idN is released and the program
entered at its return point just following the M:LINK.

Cleanup is necessary for the saved program images after
program exit or abort and processing of any PMDs. This
need is indicated by a nonzero value of the 1link
counter, N, in the rightmost byte of the JIT cell,
J:RNST. Each idN file is read and all DCBs therein are
closed, the file is released, and finally, N is zeroed.

80



UTS TECHNICAL MANUAL SECTION BD
1/12/73
PAGE 8l

Batch Debugging

Batch debugging services include program  MODIFY
commands, execution output and test via SNAP, IF, AND,
COUNT, -etc., CALs and control cards, and postmortem
dumps through PMD commands. :

These commands are read, processed, and executed by the
coordinated action of the processors CCI and RUNNER,
the root element STEP, and the monitor overlay DEBUG.
The processors read and prepare tabular forms of the
commands while the monitor elements carry out the
indicated actions.

The process begins when CCI reads the MODIFY, SNAP,
PDM, etc., cards which follow the RUN command in the

'JCL stream. A RUN table is built from the information

on the RUN card and left in high wvirtual memory for use
by RUNNER and STEP. For each card read after the RUN
card, a record is written into the star file, idD. A
flag is left in JIT to indicate the presence of PMDs
and a count of the number of other debug cards is left
in the run table and CCI exits indicating the required
load module fetch to STEP.

The fetch portion of STEP calls the special shared
processor, RUNNER, as an aside in order to process the
idD file. RUNNER reads the file and creates two tables
in core, the first of which contains location and
contents values corresponding to MODIFYs and SNAPs.
The second table contains FPTs for the debug CALs. PMD
and PMDI records are left in the idD file.

The head and tree of the load module requested (as
recorded in the RUN table) by the original fetch are
read by RUNNER, the size of the pure procedure area is
determined, the two tables are moved into position just
above it, and the head and tree records are updated to
reflect the additional pages (if any) and the LM start
address, The page containing the Run table is
released.

STEP interprets the final exit from RUNNER and, after
completing the load module, fetch places the MODIFYs
and SNAPs in the appropriate 1locations in the user
program as indicated in the RUNNER prepared tables.
The user's program is then placed in execution.
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When SNAPs, IFs, COUNTs, etc.,, are executed, the CAL
receiver associates the DEBUG overlay which provides
the dumps and other required operations.

On final exit from the user's program, if either the
flag indicating idD presence is set, or if the program
exits with an error or abort indication, then STEP
associates the DEBUG overlay. The TELUSER portion of
this overlay processes error and abort codes into
messages and appropriate dumps, while the PMD portion
processes PMDs from the idD file, provides the
indicated dumps, and releases the idD file.

Return to STEP is made for the remainder of the job
step shutdown procedure,
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MONITOR PHYSICAL STRUCTURE

This section summarizes the UTS monitor by 1listing and
functionally noting each of the system modules. The modules are
summarized in six functional categories, then each category is
detailed, module by module, as to function and size. Finally, the
utility processors (as distinct from language processors, which
are delivered with the system) are listed by function and size.
Sizes and exact module content are approximate only; they are
accurate for a particular version of UTS. The gross size of the
system can also be estimated from the size of the compressed
source files (280 files totaling 2400 granules) and from the size
of a typical :SYS account (175 files totaling 3100 granules),
although this later value 1is highly dependent on individual
installation desires.

Modules are grouped by place of residence in four categories:

1. MONITOR ROOT - These routines are loaded together, enter the
machine at system boot time, and are never replaced except
during recovery.

2, VIRTUAL OVERLAY ~ These groups of routines are required to
perform specific wuser serivces. They are loaded with the
REF/DEF stack of the monitor root and communicate directly
with it. They run in master mode but are mapped. They act
as map reentrant shared processors - only one copy is
required for all  users., More than one overlay may be
physically resident in the CPU if appropriate in 1light of
cumulative user size and processor association.

3. PHYSICAL OVERLAY - Three kinds are used: a) monitor
initialization code booted with the root but where space is
reclaimed after startup; b) space is physically reserved
permanently for execution of DELTA if that debugger is
selected at boot time; and c¢) the recovery routines are
loaded over code of the root monitor.

4, PROCESSOR - The utility routines of UTS are mostly user=-style
programs running in slave mode and mapped. Some of the
programs are shared processors and others are ordinary
unshared ones. Two exceptions are the initialization
program, GHOST1, which runs in master mode in order to patch
the monitor and to establish shared processors on the swapper
with direct execution of I/0 commands, and the granule
allocation program, ALLOCAT.
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Root size is summarized in Table BE-1.
Table sizes are detailed in Table BE-2,
Typical size of modules in loading order is given in Table BE-3,

Differences between a large and a minimum monitor are given in
Table BE-4,

The major SYSGEN parameters which control root size are given in
Table BE-5.
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Table BE-1 - UTS Root Size
Code
BASICS 6900
System Management 6100
Symbionts and COOP 1700
System Services 4oo
User Services 5300
20,400
Tables
Fixed Size 1400
Variable Size 8000 Large 128 user system
(small system = 2800)
in variable tables;
- a difference of 5200)
TOTAL 29,800
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Table BE=2 = UTS-C01 Resident Tables

INITIAL
NAME DEF

DECIMAL SYSGEN

SIZE

COMMAND

DESCRIPTION

Fixed Size Tables and Assembly Parameterized Tables

SSDAT

PPP PPP

PMDAT PMDAT
HGPSTK BUFSPD
CFUD CFUD
M:OLIMIT SL:OTIME
M:ELIMIT SL:ETIME
M:BLIMIT SL:BTIME

COMBAT GI:SDA

SYSGEN-Generated Variable

598

218
424
6

14
14
14
74
1350

:OLIMIT
:ELIMIT

s BLIMIT

Ghost job tables, swapper skeleton command list and
disc address, swapper page pools, swap scheduler
tables

Physical page, pool data

Performance monitor counters and distribution
Granule allocation stacks, pointers, comm. buffers, etc.
Parameters definitions for Packs and RADs
(sectors/track, etc.)

Default limits (print, punch, time, core, etc.)

for on-line

Limits (print, punch, time, core, etc.)

for exit control

Default limits (print, punch, time, core, etc. )

for batch

Contains GETI tables and RBBAT symbiont and MBS
communication buffers.

)

Size Tables

M:COC COD:LPC
M:SPROCS P:NAME
M: IMC S:CUAIS
M:CPU MPOOL

JOTABLE IOTABLE

M: SDEV SSTAT
M:PART PL:LK

1100
550
650

4370

1150

34
138

8000

:COC
¢ SPROCS
s IMC
s UTM

Terminal I/O control tables and buffers

Shared processor control tables

System control parameters, user tables for scheduling, etc.
MPOOL, CPOOL, IOQ Tables, CFUs, PPUT, Sigma 9 PSDs

:CHAN, :DEV DCT, CIT, OPLABEL, TPMEN, AVR Tables, Remote Batch

¢t SDEV
: PART

Control Tables, Swapper configuration definitions, HGP
skeletons, private HGPs

Symbiont control tables

Multibatch partition control tables
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Table BE-3 - Typical Contents of UTS-D00
In Loading Order
Decimal Decimal Decimal
Name Size Name Size Name Size

Begin 100 CRDOUT 90 OUTSYM 361 o
SSDAT 5938 PLOT 14 INSYM 212 =
PPP il SKD 728 SUSPTERM 24 @)
PMDAT 218 ®  7TAP 102 SYMSUBR 50 =
SLIMS 0 = DPACK 140 IORT 757 2
CoCD 18 £  coc 1982 RDF 2345 =
cocI 76 o TSIO 432 WRTF 1158 o
Tables 623 2 ANSTP 256 WRTD 622
M:COC 1100 ;: S9TRAP 170 PFSR 73
M:SPROCS 550 2741 Tables 384 INITIAL 246
M: IMC 650 & ERHNDLR 394 JIT 512
M:OLIMIT 14 3 FBCD 21 BOOTSUBR 964
M:BLIMIT 14 2 Sss 2388 . >~
M:ELIMIT 14 c©  STEP 1906 <
REQDC 64 B M 1018 o
CFUD 6 & CALPROC 203 5
RECORD .2 v ALTCP 542 5
CHK 28 & pM 264 N
M:CPU 4370 3 T:0V 214 o
M:BIGY 0 2  I0Q 1346 T
IOTABLE 1150 ENTRY 202 —
M:SDEV 34 BUFF 58
COMBAT 78 GRAN 260
M:PART 138 GRANSUB 263
HGPSTK 424 ADD 86
INITRCUR 100 SUB 19
GPHGP 18 AVR 160
CLOCKU 155 o cooP 312
ACCT 52 3 SUPCLS 296
Handlers 419 © SACT 163

3

(8]

[0

°

a.

1';_»

=
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Table BE-4 - Differences Between a Large and
Minimum Resident Monitor

Large Resident 29,800 Words
Minimum Resident 23,500
6,300
COC Without 2741, etc.* 800
Handlers: DISK, ANSTP 400
COC Tables & Buffers 1,100
128 Lines :
Symbiont Tables, CFUs 4,000

Monitor Buffers, Patch

6,300

*SYSGEN options will remove 384 words of 2741 translation tables
from the monitor load. To recover code for 2741 handling, the COC
module must be reassembled. A total of 760 locations may be saved
in COC by eliminating 2741 code, page heading, logic, buffer
checking, and performance monitor entries.
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MODULE

M:COC

M:SPROCs

M:IMC

M:CPU

IOTABLE

Increases due to SYSGEN Parameters

FACTOR

4 words per buffer
5=-3/4 words per line

9-1/2 words per shared
processor entry.

10 if Disc Swapping or BIGY
10-1/2 if Disc Swapping and
BIGY.

7 words per user
2-1/4 words per ghost job

34 words per MPOOL

8 words per IOQ

19 words per CFU

6-1/4 words per tape if ANS

system

1 word per input symbiont

file

1 word per output symbiont

file

1=-1/4%* ((AVGSER*16)+3+17
words

1/4 word per physical page

(1/2 word if BIG9)

18 words for Sigma 9 PSDs

Patch Space

2=-1/4 words per RBT device

13-3/4 words per DCT

2 words per CIT

3-1/2 words per tape and
private pack (AVR)

8 words per public HGP

20 words per private pack HGP

1 word per DCT+AVR IOCTQ
6-74-word CLIST per device

2-1/2 words per RBT device

89

SYSGEN KEYWORD

BUFFERS

LINES

:SPROCs entries

MAXG+MAXB+MAXOL

MAXG

MPOOL

QUEUE

CFU

:DEVICE

INFILE

OUTFILE

AVGSER

CORE, (BIGY9)

SIGY9,BIGY

MPATCH

:DEVICE

One per :DEVICE

One per :CHAN

One per PRIV + tape

One per pack or RAD

One per PRIV

One per device:
Punch - 74
SKD - 74
DP . - 12
Other - 6-8

:DEVICE



UTS TECHNICAL MANUAL " SECTION BE

1/12/73
PAGE 90
M:SDEV 6-3/4 words per symbiont
device :SDEVICE names
M:PART 7-3/4 words per partition Maximum n in PART,n
S9TRAPS 169 words for Sigma 9 traps SIGY9,BIGY
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Basics
Control & I/0
Device Handlers
Terminal I/O &
Buffering

System Management
Scheduling §&
Swapping
Memory Management
(Core €& Files)
Job Step Control
Monitor Overlay
control + CHK

UTS TECHNICAL MANUAL

Multibatch Scheduling
Symb. File Handling

and Remote Batch

System Services
Initialization
Operator Commu-

nications
Accounting §
Performance
Monitoring
Recovery
System Debugging

User Services
File Management
Load & Link

commands
Batch Debugging
commands’

Other User Services

Tables

TOTALS
Minimum Size

Virtual Physical
Monitor Monitor
Root Overla Overlay
m—x—""—“
1100
2500
6900
2388
1589
1906
242
1700
8825
113 1200
1800
300
7000
4400
400
5300 11900
800
1700
3600
5300
9400
29300 19800 12600
24,600
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Ghost Job
or
Processor
680
3800
10700
1900

17100



(function) ROM DOO No.
LM Name Compressed _Size Lines Description
“{Basic Control) 3300 Trap & Interrupt Handlers;
I/0 Queuein
ALTCD 1) 886 Secondary C%ET’Fiocessor;
trap processing
CALPROC 203 358 CAL receiver and distributor
(direct for CAL1,1 CAL1,2)
CLOCKU4 155 323 Clock 3 handler (time of day,
- timed~events) ,
TABLES 623 671 Constants, dates, error log
routine & buffer, WD trap
memory parity interrupt, file
account directory index
I0Q 1346 2028 Central I/O queueing and dispatching
ENTRY 202 258 Central XPSD receivers; routines for
traps and interrupts
PFSR 73 121 Power fail-safe recovery
S9TRAPS 170 Trap & interrupt handlers for the
Sigma 9
(I/0 Device Device-specific I/0 start & recovery
Handlers) 1100 routines
HANDLERS 019 :¥ RAD, printer, card reader, 9-track
tape, operator console ’
PTAP (143) 172 Paper tape handler (not teletype
' terminal top)
PLOT (14) Plotter handler
7TAP (41) Seven-track tape handler
MTAP (71) Nine-~track tape handler
MAGTAP (162) Common mag tape routines
CRDOUT 90 128 Card punch handler
DPAK 140 296 Disk pack (7242) handler
FBCD 4y 54 Hollerith to EBCDIC (026 to 029)H
conversion
TSIO 432 683 Swapper I/O routines
DPSIO (688) Swapper I/O routines for

disk pack swapping

39Vvd
£L/2IN
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(function) ROM DOO No.

LM Name Compressed Size Lines Description
“(Terminal 1/0
Handler) 2500 2791
COC (1360) 1682 2378 Teletype terminal (7611) handler and
buffering routines including 2741 code
CoCI 76 143 Initialization for 7611
COCD ug 622 Data areas for terminal I/0, not
generated by SYSGEN
384 2741 Translation tables
(System Management) Scheduling, swapping, memory management
5950 7945 - step control o
MH T018 T899 Memory management - core & swap
RAD pages
BUF 58 146 Core buffer management
GRAN 260 usy File & symbiont granule management
GRANSUB 253 328 Granule management subroutines
SSss 2388 3602 Scheduler for swap & execution;
swapping
STEP 1906 2482 Job step control - exits, program
fetch, assign merge
T:0V 214 430 Monitor overlay association
CHK 28 248 System consistency checking
(Symbionts & RAD buffered and queued I/0 for
Cooperatives) 1675 printers and card equipment
g ADD 86 T61 Move input information to JiT.
COOP 312 554 Input cooperative & common routines
for cooperatives
INSYM 212 400 Input symbiont for card reader
OUTSYM 361 571 Output symbiont for punch & printer;
deletes symbiont files
REQDC 64 1u2 Disc and core allocation for symbionts
and cooperatives
SACT 163 488 Start & restart requests for buffers
or I/0 o —
SUSPTERM 24 35 Type suspended & terminated messages g)ﬂ
SUPCLS 296 437 Close output coop files; output coop m R =
routines je)
SYMSUBR 50 109 Miscellaneous symbiont routines 5
m

€6



(function) ROM DOO No.

LM Name Compressed Size " Lines ' Descrlptlon
Boot from tape Oor RAD; space re-
(Initialization) ' 1325 ' claimed from root after root
BOOTSUBR 960 956 Initializer & patch monitor portion
of swap RAD - all space reclaimed
INITIAL 246 285 Turns on system & initiates GHOST1
INITRCVR . 100 121 Initialization or recovery entry
GPHGP 18 57 Read XDELTA
KEYIN (operator Operator Command Processor,
communications) : 1850 Virtual overlay
DELPR1 52 1700  Delete symbiont files & change
priorities
DISPLAY 507 465 Display key-ins
IOREC 30 86 Device I/0 recovery key=-ins
KEYN 1190 1716 All other key-ins
KEYSUB 68 139 Symbiont command analyzer
(Other System
Services) 300 System instrumentation, Root reSLdent
ACCT 52 88 CPU accounting
PM 264 568 Performance monitoring
RECORD 2 187 System event trace recorder & buffer
: Recover from crashes, physical monitor
RECOVER . 7050 _ _overlay
CYCUSR 2560 1324 UTS-specific - process users
RCVCTL ' 2750 590 Recovery control
SYMFILS 660 523 Symbiont file recovery
TSTHGP 1071 980 File system recovery
Executive (monitor) debugger -
XDELTA ' 4yoo - dedicated physical, if used.
DELSYMS
SYMTAB ' 730 357 Symbol table for Exec DELTA
XDLT
XDELTA 3661 4808 Debugger

39Vvd
€L/cL/1
39 NOILD3S
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(function) ROM DOO No.
LM Name Compressed Size Lines Description
“{File Management) 5350 File & tape routines, root resident
AVR 166 300 Tape volume recognizer
CFUD 6 53 RAD address & sector size definitions
IORT 760 1175 Common routines for reads & writes;
interprets FPTs
ANSTP 256 " 350 Special handling of AVR for ANS tapes
RDF 2345 3430 Read RAD files; common routines for
file operations
WRTD 622 919 Write device other than file or
labeled tape
WRTF 1158 1592 Write RAD files
Labeled tape operations;
LTAPE 4775 virtual overlay
ARDL 250 359 Read labeled tape reverse
LBLT 1289 1669 Write labeled tape & general purpose
labeled tape out routines
RDL 243 430 Read labeled tape records
All open operations;
OPEN 3000 virtual overlay _
OBSE 291 490 Open subroutlines: scan FPT, check
names, file security checks
OPLO 213 363 Open labeled tape - output
OPN 1610 2074 Open files & device DCBs except tape
OPNL 887 1201 Open labeled tape - input
OPNTP 12 56 Open free form mag tape
Monitor overlay for all close
CLOSE 2860 operations '
CLS 1998 2721 Close DCBs
DLT 867 1160 Delete records and files
Monitor overlay which creates
MUL MUL 1330 treed indices
MUL T0G46 1389 Create treed indices for keyed files. T
OBSE 291 490 Security checks, etc. 5 <
moN
Load=-and-link, load-and-transfer; o
LDLNK LNKTRC 850 1103 virtual overlay
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SYSGEN command

(function) ROM DOO No.
LM Name Compressed ~ Size Lines Description
DEBUG 1700 Batch debug commands; virtual overlay
DEBUGILV 11 28 Entry vector for debug overlay
PMD 370 990 Postmortem dumper
TELLUSR 500 664 Batch error message generator
SNAP 250 430 Execution time routines for debug CALs
DUMP 590 622 Core dump routine for SNAP, etc.
JODTYPR 1225 s ‘
TYPR 808 1043 Tape mount and dismount, messages
IOD 320 508 M:DEVICE & M:SETDCB CALS
MISOV 2360 ' ‘
UCAL 600 T000 UTS CALS
TRAPC 150 280 Trap control CALs
RDERLOC 140 190 Read and write special error log file
T:DSMNT 200 280 Print tape dismount messages at logoff
T:JOBENT 350 580 Symbiont file insertion CAL
TFILE 100 145 Record temporary file name for release
at end of job
TIM 120 200 Time CALs
POS 400 580 Positioning operations
SEGLD 320 470 Load overlay for user program
(Data Tables) 9400
SSDAT 600 L1t GJOB tables, swapper shell command
lists, miscellaneous tables
PPP 4y 145 Physical page pool data
PMDAT* 218 218 Performance monitoring buffers NN
HGPSTK 424 51 Granule allocation stack, points, c)gifz
communication buffers, etc., ”‘\.5
CFUD 6 53 «Z
M:OLIMIT* 14 * Default limits (print, punch, time, e o
etc,) to on-line ' m
M:ELIMIT 14 * Limits (print, punch, time, etc.)
for exit control
M: BLIMIT* 14 * Default limits (print, punch, time,
etc,) for batch
COMBAT 74 Contains communication buffers for RBBAT
M:COC* 1100 *¥ Terminal I/O command tables from :COC
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(function)
LM Name

ROM DOO No.
Compressed Size Lines Description
M:EERGE§* 550 . Shared processor control tables
M: IMC* 650 *ok Installation management system con-
trol & job scheduling (user) table
parameters (:IMC card)
M:CPU* 4370 * I/0 control tables, CFUs, core page
tables, queues, MPOOLs, CPOOL, patch
IOTABLE¥* 1150 * I/0 control tables from :CHAN, :DEVICE
' SYSGEN cards, HGP
M: SDEV* 34 * Symbiont control tables from :SDEV card
M: PART * 138 Partition tables .

kData and Tables generated by SYSGEN.,
No compressed or source corresponds

.to the ROMs.

k*5ize depends on SYSGEN parameters -
this example is a U45-user system for

the Xerox Data Center which is approxi-

mately typical.

3OVvd
€4/21/1
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No compressed or source corresponds

o the ROMs.

(function) ROM D00 No.
LM Name Compressed Size Lines Description
System initialization - tape boot or
GHOST 1 10675 recovery. A master mode user,
BITOTM 220 178 Move modules from boot tape to
file RAD
CCIO 1180 1414 Reads PASSO control cards
CLS1 273 403 Character scan routines
GHOST 1D 465 228 Ghost 1 driver
MODIFY 523 748 Subroutines for GENMODs
PHASE A 362 482 Process GENCHN, GENOP, GENDCB
PHASE B 496 770 Process GENMODs, GENDICTs -
: builds tables
PHASE C 328 990 Executes changes as dictated
by PHASE B
PODCBS 296 84 DCBs for GHOST1
RECOVER2 1360 1331 Restore systems data saved by RECOVER
SYSMAK 860 1033 Initialize swap RAD with shared
processors
ACCTSUM 1760 1850 Produce accounting for jobs shut down
during recovery
MAILBOX 180 166 Recovery messages to users
HGPRECON 3180 3090 Rebuild HGP tables for recovery
RCVRIO 413 510 I/0 routines for Rrecovery
v Ghost jobs which allocate RAD and
ALLOCAT _ 680 _pack space _
ALYHD 8 Granule counters, master account
directory pointer
M: HGP* The HGP maps for granule allocation
ALLYTL 66 9 List of AD granules & first name in each
GRANSUB 253 328 Granule allocation routines
ALLYCAT 352 460 Control module - comm. buffers,
stack=-adjusting, counting
; 3810 . , v
TREBBAT RBBATM 3085 2955 Symbiont file control
MBS 370 481 Multi-batch scheduling Ty
RBBATR 350 394 Symbiont file recovery BQE
Z
*Data and Tables generated by SYSGEN. 3 m
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UTS UTILITY PROCESSORS

APPROX.
PROCESSOR TOTAL :
LMN SIZE DESCRIPTION
ANALZ 4254 Crash Dump Analyzer
BATCH 869 Terminal Batch Job Entry
CCI1 7177 Batch Control Command Interpreter
CONTROL 3546 Installation Management Displays
and Controls
DEF 3961 System Tapewriter for SYSGEN
DEFCOM 200 Extracts REF/DEFs from IM
DELTA 3810 User Debugging Language
DRSP 3700 Dynamic Replacer of Shared Processors
EASY GE Mark II Command Processor
EDCON 2642 Compressed Deck to Edit File
EDIT 4288 Editor for Symbolic Files
ERR:FIL 1817 Hardware Error Logging
ERR:LIST 3451 Hardware Error Log List
ERR:SUM 1331 Hardware Error Summaries
ERRMWR 230 Centralized Error Message Filewriter
FILL 3496 File Save, Restore, and Auto PURGE
FPURGE 3207 File Save/Restore Program
LABEL Prelabels ANS tapes
LINK 3798 On-line/On-pass Loader
LOAD 8138 Overlay Program Loader (Link-=Editor)
LOCCT 809 Loader Command Tablewriter
LOGON 2570 Job/User Logon/Logoff Control
MEDDUMP 12700 Pack and RAD Surface
(Cylinder-~by=Cylinder Dump)
PASS2 11647 SYSGEN Monitor Table Compiler
PASS3 2468 SYSGEN Loader Runner
PCL 3121 File & Device Copying Utility
PFIL 1800 Position File Control Command
RATES 516 Charge Rate Table Creator
REW 1800 Rewind Control Command
RUNNER 1900 Debug Command Preprocessor
SUPER 2350 User Authorization File Maintenance
SUMMARY 21800 Performance Monitor History
File Processor
SYMCON 1144 LM REF/DEF Stack Manipulator
TEL 3767 Terminal Executive Language
UTSPM 9600 Performance Monitor
WEOF 1800 Write-End~-of-File Control Command
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EXIT

LDPRGM
PRGMLDR

MEMALOC

LNKRT
LNKLDTRC
LNKIO

CHKPT
CHPTDCBM

REC CNTC
REC COOP
REC FILE
REC BTM

MONSEGLD

COOPRES
COPNRES
SYMCR
SYMPPRTY
SYMCOM
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UTS EQUIVALENT

STEP

LNKTRC

None (TEL =~
SAVE/GET

RECOVER

T:0V

CooP
SUPCLS.
INSYM
OUTSYM
KEYSUB
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DESCRIPTION

Load and Execute Programs
MXXX, M:ERR, M:EXIT
Load Programs

Core & Swap RAD Management

Load & Link CALs

Checkpoint

_ System Recovery.

Monitor Overlay Control

Symbionts & Cooperatives
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UTS PROCESSORS

The UTS Operating System consists of a monitor and a number of
associated processors (Figure BF-1). The monitor provides overall
supervision of program processing and the associated processors
provide specific functions, such as compilation, execution, and
debugging.

Processors operate in slave mode and thus request all I/O and
other master mode services through monitor CALs like an ordinary
program., CCI, TEL, and LOGON have store access to JIT in order
that they may update accounting and other information stored
there. These programs (command processors) also have a special
interpretation applied to their EXIT CALs to provide the mechanism
for calling other programs or processors into service. Special
EXIT interpretation also applies to LINK to provide the
load-and-go facility of the RUN command.

All processors are independent 1loads except those that use JIT
which are loaded with the JIT definitions. Many shared processors
are single assemblies. Exceptions are CCI, PCL, and the Public
Libraries which consist of many assemblies. Further, processors
may be shared - that is, a single copy is established at system
boot time in absolute form on the swapping RAD and then shared by
all concurrent users. An ordinary shared processor may have a
single 1level overlay structure; that overlay is also shared among
all concurrent users. Processors may be special - that 1is, they
reside in the highest 16K of virtual memory. This is because the
user's program already occupies or may soon occupy the remainder
of virtual memory.

Public Libraries, DELTA (the on-line debugging 1language
interpreter), LINK (the on-line Loader), RUNNER (the batch
debugging language preparation program), and TEL (the on-line
executive language interpreter) reside in the special shared
processor area.

Processors may require that the user have a certain privilege
level in order to run. Examples are CONTROL, DRSP, ERR:SUM,
ERR:LIST, RATES, and SUPER.
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Five kinds of shared processors may be associated with a given
user at one time: 1) an ordinary shared processor, 2) the
ordinary processor's overlay, 3) a monitor overlay, 4) a public
library, and 5) a debugger (DELTA is the only current
possibility). TEL may be associated and used without forgetting
the other processor associations. DELTA and Public Libraries may
be wused by the same program but breakpoints may not be set in the
library nor can DELTA make use of the library subroutines.

Processors

Processors are illustrated in Figure BF-1 at two levels. The
upper level contains executive language and related processors,
and the lower level, all other processors. These processors are
defined in the following paragraphs.

Executive Language Processors

The three processors in this group are: LOGON, TEL, and CCI. The
first two of these processors are available to on-line users only
and the last to batch wusers only. It is also possible to
implement other command processors, such as UTS~-EASY.

LOGON

LOGON admits on=-line users to the system and connects the user's
terminal either to TEL or to an alternative processor, such as
BASIC that has been selected by the user. User authorization is
established by reading the file USERS for a record keyed by the
concatenation of the LOGON account and name. LOGON also
disconnects a user from the system and does the final cleanup and
accountlng (reference: Section PC).
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Terminal Executive Language

The Terminal Executive Language (TEL) is the principal terminal
language for UTS. Most activities associated with FORTRAN and
assembly language programming can be carried out directly in TEL.
These include such major operations as composing programs and
other bodies of text, compiling and assembling programs, linking
object programs, initiating execution, and debugging programs.
They also include such minor operations as checkpointing on-line
sessions, determining current user charge status, and setting
simulated tab stops (reference: Sigma 7 UTS/TS Reference Manual,
Publication No. 90 09 07).

Control Card Interpreter

The Control Card Interpreter is the batch counterpart of TEL. It
provides the batch user with control over the processing of batch
programs just as TEL provides on-line users with control over the
processing of on-line programs. Authorization for batch jobs is
obtained by reading the USERS file and final job exit is through
LOGOFF (LOGON) .
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System Management Processors

System management processors furnish the manager of a uTs
installation with on-line control of the system. Eight system
management processors are supplied: SUPER, CONTROL, RATES, DRSP,
FPURGE, FILL, ERR:LIST, and ERR:SUM.

SUPER

SUPER gives the installation manager control over the entry of
users and the privileges extended to users. Through the user of
SUPER commands, the installation manager may add and delete users,
specify how many central site magnetic tape units a user will
have. lle may also grant certain users, such as system
programmers, special privileges, e.g., examining, accessing, and
changing the monitor. All commands result in creation or
modification of the file USERS in account :SYS.

CONTROL

The CONTROL processor provides control over system performance.
UTS has a number of performance measurements built directly into
the system. Commands of the CONTROL processor enable the
installation manager to display these measurements and to "tune"
the system as needed by setting new values for the parameters that
control system performance.

RATES

The RATES processor allows the installation manager to set
relative charge weights on the utilization of system services,
Specific items to which charge weights may be assigned include the
following:

CPU time

CPU time multiplied by core size
Terminal interactions

I/0 CALs

Console minutes

Tapes and packs mounted
Page~date storage

Peripheral I/0 cards plus pages

O~NAANUNEWN -
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FPURGE

The FPURGE processor allows the installation manager, through the
computer operator, to purge unwanted files from the system.
Specifically, FPURGE provides for:

1. Purging (releasing all unwanted user files from RAD storage.

2, Loading (restoring) RAD storage with files that were created
and saved under the Batch Time-Sharing Monitor (BTM), or
under UTS.

3. Printing (on the line printer) the names of all files on RAD
storage by account number,

(Reference: Sigma 7 UTS/OPS Reference Manual, Publication No. 90
16 75)

FILL

The FILL program executes as a ghost program to provide for the
safety of file information. This program writes backup copies of
files on a system-owned magnetic tape. In addition, a facility is
provided for the automatic deletion of expired files and a
semi-automatic (operator-initiated) purge of inactive files in the
event of a critical shortage of available file storage.

The FILL ghost is scheduled by a file called BACK:SCHED in account
:SYS. This file may be created or modified during system
operation to suit the requirements of individual installations.
If the schedule 1is not frequent enough for some users, the user
may employ terminal command !BACKUP to request that a specific
file be added to the current backup tape.
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The backup schedule specifies the frequency of three types of
backup which are necessary to keep the physical amount of tape at
a minimum to speed recovery while holding loss of filed data to a
minimum.

The three types of backup in ascending frequency of operation are
as follows:

1. SAVEALL - Saves all files currently known to the system,

This provides a starting point for recovery (FILL) and allows
the release of all previous backup tapes.

2. INCREMENTAL - Saves all files that have been created or
modified since the last INCREMENTAL (or SAVEALL, whichever is
later). During a recovery or initial load, these tapes are
processed by FILL after the SAVEALL tape has been processed.

3. SQUIRREL - Saves all files that have been created or modified
since the last backup of any tape. These tapes provide for a
minimal loss of data but occupy a large volume of tape; they
are therefore replaced periodically by the INCREMENTAL tapes.

In case of a catastrophic failure during which the information on
the RAD is lost, recovery routines instruct the operator to
request execution of FILL, The FILL program reads the various
sets of backup tapes in sequence by date/time and thereby restores
the backed=-up files to the latest version available,

ERR:LIST and ERR:SUM

All hardware malfunctions occurring during UTS operation, whether
recovered or not, are recorded in a special RAD storage file which
is periodically copied into two standard UTS files (ERRFILE and
SUMFILE) by a ghost program (ERR:FIL) that is initiated
automatically for that purpose. The resulting files may be listed
and summarized by the two programs, ERR:LIST and ERR:SUM. These
files are also available for on-line preventive maintenance of the
system and for diagnosis and prediction of hardware malfunctions,
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The ERR;LIST program examines the error file (ERRFILE) for
malfunction records that were written during the specified time

period and produces a formatted 1listing of these records with
(optionally) a summary of the records for that period. The
formatted listing is complete with headings and formatting
necessary for easy reading and use by field personnel.

ERR:SUM produces a complete one-page summary of errors accumulated
in the error file.

Language Processors

Language processors translate high-level source code into machine
object code. Five processors are of special importance (XDS
Extended FORTRAN IV, Meta-Symbol, MANAGE, ANS COBOL, and BASIC)
and can be used in both on-line and batch mode.

Execution Control Processors

Processors in this group control the execution of object programs.
Two of the processors (LINK and DELTA) can be used in on-line mode
only. Load can be used in batch mode only. The FORTRAN Debugging
Package (FDP) can be used in either batch or on-line mode.

LINK ’

LINK 1is a one-pass Linking Loader that constructs a single entity
called a load module which is an executable program formed from
relocatable object modules (ROMs). LINK is designed to make full
use of mapping hardware. It is not an Overlay Loader. If the
need for an Overlay Loader exists, the Overlay Loader (LOAD) must
be called by entering the job in the batch stream (reference:
UTS/BP Reference Manual, Publication No. 90 17 64).

LOAD
LOAD is a two-pass Overlay Loader. The first pass processes:
1. all relocatable object modules (ROMs).

2. the protection types and sizes for the control and dummy
sections of the ROMs.

3. defining expressions for definition and references (primary,
secondary, and forward references).
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4, loads from libraries as reguested.

The second pass forms the actual core image and its relocation
dictionary, and produces the executable program in Load Module
(LM) form.

DELTA

DELTA is designed to aid in the debugging of programs of the
assembly language or machine langquage 1levels. It operates on
object programs and tables of internal and global symbols used by
the programs but does not require that the tables be at hand.
With or without the symbol tables, DELTA recognizes computer
instruction mnemonic codes and can assemble machine lanquage
programs on an instruction-by=-instruction basis. The main purpose
of DELTA, however, is to facilitate the activities of debugging
by:

1 examining, inserting, and modifying such program elements as
instructions, numeric values, and coded information (i.e.,
data in all its representations and formats).

2, controlling execution, including the insertion of breakpoints
into a program and requests for breaks on changes in elements
of data.

3. tracing execution by displaying information at designated

points in a program.

4, searching programs and data for specific elements and
subelements.,

Although DELTA 1is specifically tailored to machine lanquage
programs, it may be used to debug FORTRAN, COBOL, or any other
program, DELTA is designed and interfaced to UTS in such a way
that it may be called in to aid debugging at any time, even after
a program has been loaded and execution has bequn (reference:
UTS/TS Reference Manual, Publication No. 90 09 07).
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FORTRAN Debug Package

The FORTRAN Debug Package (FDP) is made up of special library
routines that are called by XDS Extended FORTRAN IV object
programs compiled in the debug mode. These routines interact with
the program to detect, diagnose, and in many cases, repair
program errors.

The debugger can be used in batch and on-line modes. An extensive
set of debugging commands are available in both cases. In batch
operation, the debugging commands are included in the source input
and are used by the debugger during execution of the program. In
on-line operations, the debugging commands are entered through the
terminal keyboard when requested by the debugger. Such requests
are made when execution starts, stops, or restarts. The debugger
normally has control of such stops.

In addition to the debugging commands, the debugger has a few
automatic debugging features. One of these features is the
automatic comparison of standard calling and receiving segquence
arguments for type compatitility. When applicable, the number of
arguments in the standard calling sequence is checked for equality
with the receiving sequence. These calling and receiving
arguments are also tested for protection conflicts. Another
automatic feature is the testing of subprogram dummy storage
instructions to determine if they violate the protection of the
calling argument (reference: Sigma 7 FORTRAN Debugger Reference
Manual, Publication No. 90 16 77).

Utility Processors

The processors in this group perform such functions as editing,
sorting, and transferring data between RAD storage and central
site peripheral devices. One of the processors (EDIT) can be used
in the on=-line mode only. Three processors (PCL, SYMCON, and
ANALYZ) can be used in both batch and on~line mode. The remaining
processors can be used in batch mode only.

EDIT

The EDIT processor is a context editor designed for on-line
creation, modification, and handling of programs and other bodies
of information. All EDIT data is stored on RAD storage in a keyed
file structure of sequence number variable length records. This
structure permits EDIT to dirctly access each line or record of
data.
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EDIT functions are controlled through single 1line commands
supplied by the user. The command lanqugage provides for
insertion, deletion, reordering, and replacement of lines or
groups of lines of text. It also provides for selective printing,
renumbering records, and context editing operations of matching,
moving, and substituting line-by-line within a specified range of
text 1lines. File maintenance commands are also provided to allow
the user to build, copy, merge, and delete whole files (reference:
UTS/TS Reference Manual, Publication No, 90 09 07).

Peripheral Conversion Language

The Peripheral Conversion Language (PCL) is a utility subsystem
designed for operation in a batch or on-line environment under
UTS. It provides for information movement among card and paper
tape devices, 1line printers, Teletype terminals, magnetic tape
devices, disk pack, and RAD storage.

PCL is controlled by single-line commands supplied through on-line
terminal input or through command card input in the job stream.
The command language provides for single or multiple £file
transfers with options for selecting, sequencing, formatting, and
converting data records. Additional file maintenance and utility
commands are provided (reference: UTS/TS Reference Manual,
Publication No., 90 09 07).

SORT/MERGE

The XDS SORT/MERGE processor provides the user with a fast, highly
efficient method of sequencing a nonordered file, SORT may be
called as a subroutine from within a user's program or as a batch
processing job by control cards. It is designed to operate
efficiently in a minimum hardware environment. Sorting can take
place on from one to sixteen keys; each individual key field may
be sorted in ascending or descending sequence, The sorting
technique wused 1is that of replacement selection tournament and
offers the user the flexibility of changing the blocking and
logical record lengths in explicitly structured files to different
values in the output file.
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The principal highlights of SORT are as follows:

1. Sorting capability allows either magnetic tapes, RADs, or

both.
2. Linkages allow execution of the user's own code.
3. Sorting on from one to sixteen key fields in ascending or

descending sequence is allowed. Keys may be alphanumeric,
binary, packed decimal, or zoned decimal data.

4, Records may be fixed or variable length.
5. Fixed length records may be blocked or unblocked.

6. RADs may be used as file input or output devices, or as
intermediate storage devices.,

7. SORT employs the read backward capability of the tape device
to eliminate rewind time.

8. User-specified character collation sequence may be used.
9. Buffered input/output is used.

(Reference: Sigma 6/7 SORT/MERGE Reference Manual, Publication No.
90 11 99.) '

1400 Series Simulator

The 1400 Series Simulator provides an economical and effective
solution to the program conversion problem that arose because of a
change in hardware. This interpretive program is designed to
execute 1400 series object programs automatically as if they run
on a 1401, 1460, or 1440, Thus, an existing level of computing
capability can be maintained while new processing methods that
take advantage of the new, more powerful Sigma equipment are
designed and implemented.
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The 1400 Series Simulator simulates object code produced by SPS,
FORTRAN, Auto-coder, RPG, and utility routines. Almost all 1400
operations may be simulated except for I/O operations in which
hardware differences make total simulation impossible. Full 1400
operator capabilities are provided (reference: Sigma 5/7 1400
Series Simulator Reference Manual, Publication No. 90 15 01).

SYSGEN

SYSGEN is made up of several processors that are used to generate
a variety of UTS systems tailored to the specific requirements of
an installation. The SYSGEN processors are: PASS2, LOCCT, PASS3,
and DEF. PASS2 compiles the reguired dynamic tables for the
resident monitor. generation. PASS2 compiles the required
dynamic  tables for the resident monitor. LOCCT and PASS3
respectively file away and execute load cards to produce 1load
modules for the monitor and its processors. DEF writes a monitor
system tape that may be booted and used (reference: Xerox
Universal Time-~Sharing System (UTS) /SM Reference Manual,
Publication No. 90 16 74),

DEFCOM

DEFCOM makes the DEFs and their associated wvalues in one 1load
module available to another load module by using a load module as
input and by producing another load module that contains only the
DEFs and DEF values from the input modules. The resultant load
modules of DEFs can be combined with other load modules. DEFCOM
is used extensively in constructing the UTS monitor and the shared
run-time libraries (reference: UTS/BP Reference Manual,
Publication No. 90 17 64).

SYMCON

The Symbol Control Processor (SYMCON) provides a means of
controlling external symbols in a load module, Its primary
function is to give the programmer a means of preventing double
definitions of external symbols, but it may also be used to reduce
the number of external symbols. For example, if certain load
modules cannot be combined because their control tables are too
large, the size of the tables may be reduced by deleting all but
essential external symbols (reference: UTS/BP Reference Manual,
Publication No. 90 17 64).
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ANALZ

ANALZ provides the system programmer with a means of examining and
analyzing the contents of dumps taken prior to system recovery.
It is called automatically by the system initializer following a
recovery and is executed as a ghost job. It may also be called by
the operator to analyze tape dumps when recovery is not possible,
or by an on-line user to examine dumps or the currently running
monitor,

ANALZ performs three major functions:

1. It runs a series of monitor integrity checks on the contents
of a core dump to determine what caused the crash.

2, It provides formatted dumps of the monitor's tables at the
time of recovery.

3. It permits, via commands, the examination of dumps and the
examination and change of the monitor.

BATCH

The Terminal Batch Job Entry (BATCH) processor inserts the
contents of a RAD file into the symbiont input job queue. After
insertion, the user is notified of job ID and queue position
relative to the currently executing job.

BATCH functions are controlled by a TEL or CCI command line in
which the user has specified the FID(s) to be inserted.

The status of a previously inserted job may be checked via the JOB

command in TEL. Batch is an ordinary shared processor consisting
of a single assembly.
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LABEL

LABEL processor tapes with ANS header sentinels and readies thenm
in a protected shop so they may be AVRed.

DRSP

DRSP controls the addition, deletion, or replacement of shared
processors, shared libraries, and monitor overlays during normal
system operation. Current users of a replaced processor, library,
or overlay continue to use the old copy while additional users are
associated with the new version (reference: UTS/SM Reference
Manual, Publication No. 90 16 74).
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INDEX TO UTS TECHNICAL MANUALS

The following pages contain two indexes to the complete set of UTS technical manuals.
The first is an index by item and the second is an index by module. The two indexes
are preceded by a key that indicates the volume numbers in which the various section
numbers are located.

KEY TO INDEXES

Sections Included in Volume Volume Number Title
B, BA, BB, BC, BD, BE, BF 90 19 84 Overview and Index
c, CA, CB, CC, CD 90 19 85 Basic Control and Basic I/0

D, DA, DB, DC

E, EA, EB, EC, ED, EE 90 19 86 System and Memory Management
F, FA, FB,

G, GA, GB, GC, GD 90 19 87 Symbiont and Job Management
H, HA 90 19 88 Operator Communication and
I, IA, 1B, IC, ID Monitor Services

J, JA, JB, JC, JD, JE, 90 19 89 File Management

JF, JG, JH, JI, JJ, JK,
JL, JM, JN, JO

4

K, KC, KD, KE, KF 90 19 90 Reliability and Maintainability
L, LA, LB, LD, LE, LF, LH

W, WA, WB

M 90 19 91 Interrupt Driven Tasks

N, NA, NB, NC, ND, NE, NG 90 19 92 Initialization and Recovery

0, OA, OB, 0OC, OD, OE, OF

0G, OH

P, PA, PB, PC 90 19 93 Command Processors

Q, QB, QC, QD, QE 90 19 94 System Processors

R, RA

S, SC, SD, SE
U, UB, UC, UD, UE, UF

V, VA, VC, VD, VE, VF, 90 19 95 Data Bases
VG, VH, VI, VK, VL, VM,
VN, VO
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ASSIGNeMERGE UCAL 1A GLAFeL "CR PARAMETER TaARLF
ASSACIATENEL AMALZ LE o0 AGEBAFIATE DELTA

ATITLE JIT Ve SFE JITITLT

AUTBwCALL PSFRq V e AUTHVATIC PRACESSEAR ASSRCTATIAN

AVR AVR TS TAPE MRUNTINA

AVRID saDar VA.03 URER 1IN # RY AVR # (HWAERN)

AVRTR(, TAB Fq VA.03 AW TARLF BF H“RUNTED TAPES

AVRTBL.317 TABLFS Vel Q17F AF AyRTR|

AVRTRLSIZr TABI 19 V2,.n13 S17E BF AVRTR|

RACK$SCHED HaCyym Ka a0y RACKUP 3CHENINE «FIie FUITLY RY MANAGER
BACKF BaCy @ Kae01 caeles SER'e FILES T8 RACKIP TAPE
RACKUP SVE=vre ™ BF SAVE FILES

RASIC 1/9 BVERV Y el RN AuUpUs 18, aeqVICE 1NYeRRUPTYE, TERMINL
RATCH BATrH e TERMINAL JOR pNYRY DRARFEGERR

BATCH B1A® IVE2 VT & PeRCeNTASE AF CAMPUyeR TiMe £AR BATCH
RATCH SCHepUL BVELvVre ! KN MpTHEDS MF AFFECTING RaATCH SCHeNULING
RATCHCAL BATrH gr FLAG syMH1anT HLBCK aANN 188U M!JBR

RF MANF 1V L7eN1 .01 ReAT FILE RUILT BY MaNFIX FAR Al TMSN
pITHT™ S1T2TH NP CAPY TAPE T2 nISC

RITPUT ANAL 7 Lr PUT CONVERTEN HYTE N sUTPUTY BUFFER
RITS Tel Pf, 03 RESEY FrlF E¥TENSIBNY BYITS

QLANKRUF PASC DR 87 18 77 3LAMk A T »epbR

BLDCE PCL 703027 RUILDS RPEN PLIST Ann abpNg DCR
RBATARY PASE RAM 94 {R 77  PRPCFSS ARNABMAL DUIINA FILF READ FRAM
REOTFILE MANE 1Y LBe0171 REAT FI11E At T BY MaNFly FAR AL TMEBN
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FAR ITp™ IN Ay LF SEF SECTIRM CAMMENTY

0000 00000000000 0C .0, ,0080000 0000090000000t t000000n?0?0%,000000000000e000000 0000000000000 00%0000c000000?

RBBTSUBP BRBrsyRR N7 MarIyYAD HBeRT QURRAUTINES

BBBTSUBR BVERVYgU Bn SYSTEM INITYIALIZATIAN MADULFE

BPM BPM Ur T8 AcSEMBLE MANITBR apRVICe PRACEDURES
BPMBY RPMoy 97 18 77  WRITE RRM/PyYM™ BASE QYSTEM TR PR TAPE
RTM SySeFN 37 18 77 PRRCESSFS RT™ (BPM 8N V)

RUFCHATIM STEP ER CHAING CBERFERATIVE aAND FrLE RUFFERS
RUFGRAN BUF 72y FAaeD3.12 SYRTEM RUFFFRaGRANU) & MANAGEMENT
RUFBUT ANA| 7 Le WRITe RUFFER ARUTPUT

RUILDCULT SOEVICE 9~ 18 77  SFY _UP MASTF®? PLIST

CINAPRAC PDa T N 4 aF TIMES A PRACES@AR WAGNIT 1N CRRE
Ci:PRANRFA PaDAT V. NUMBER gF TIMES PRReFSeRR RENYUIRED
CAL FVESY e 2! USER REAQUEST FOR MAMITAR GERVICE
CALPR2C Calrrap cr NECANE CALS 1,7

CASSIGN J1T VA SFE J!CASSIN

CBINT SYMray sF IMTERPRET EXP@e STArk CANTRR| RYTES
cC PLISTS SYSGE 91 1R 77 SYSGEN CHNTRAL CHBMMAMD SCAN PLISTS
CCA DEF =AM 9~ 48 77  SAME AS CCF

CCBEF JIT Va RIT 8 ST c€aYg CNTL. CMD,

CCE DEFRAM 97 18 77  WRITE RUT PR TAPE

cCl cecl PA CONTDA| CARn INTERPRETER

ccl AVERVTEu BF CANTESL CAPN TNTERPRETER

CCIR ccl Pa CCls» EXFCUTTIVE ROBUTINE

cCITARLS ccl PA DATA TamnlE MAnULE

cCIo " CClo N PASSA CANTRA| CARD pRArEggING
CCLFLAGS JIT Va

cCLBAD PaSearcr? 90 18 77 LeAD PAgS, PPACESSARS

CCLYFLGS J17T Va4

cClo §sS EN.01 RAUTINE T8 a93NER CL AFTER ASAC

cOPA JIT Va RITS Deq4 aRF CURRENT DERUR PASFS PUT
CEXT <17 VA CURRENT EXFrIUITIAN TiME

CHANNEL UBCHian an 18 77 SFT UP CHANTAL ENTRy FaR sCHAN COMMAND
CHARACTERISTC BVERVIpW RA SALIENT CHARACTERISTICS ®F UTS '
CHARNYX SYMCa») SE SCAN INPUT CAMMANDS

CHARRRUT CCl! PA SYNTAX ANALYSTS SUBRAUTINFS

611
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0P 000 000000000000 500,0080000000000008000000%0000%00:00%0002 3000000000000000000000900090,909000% 000000000060
FAR ITE™ IN mamLE Sgr SERATIAN CAMueMY

...."Q....g‘.tgi.......Q........'.ng.Q.Q‘.Q..Q.g...'.'.'.Ql.l..ll.'0..".Q.......'.'0..0'....'.....'...‘

CHARSCAM SYSE! 99 1R 77 SEARFH FRP AR IMITER

CHECK CHK Kr JSER COINSISTENCY CHEEK |
CHECKRI IMNT ULAL 1A AN LINE USER CHECKFRINT FACILITY
CHEKNAME ApS 9~ 18 77 CHECe PRBCEGSAR NAMp

CHK CHK r SYSTrM CHNSYQRYENCY FHECK RAUTIME
CHKDE STER £= CHECYS vALID PRARCESGPR ASSACTATIAON
CHKDCRN Tel P" a9 VALIPATE DOR NAME

CHKNAM PASQ3zar 9~ 18 77 JETEQMINE PASQIBLE mELFTIAN AF FILE
CHSTSCAN SYSae 9n 18 77 3EY MEXT STRING

cic JI1T Vre 0P ATTS Na1® ARE CARD 1MpU'T CAUNTER

ciTy 1978 ¢ VGen? AYTE, TWEUE FHATN HeaD

cliTo IeThg e VA 0o BYTE, QUEUF FUAIN Tarl

c1T3 I18Tan ¢ Vie0? QYTE,3IT ¢ SFT IMPLIFS CHANNEL BUSY
clvy IATAR ¢ V3enp WRRD, A HR N RIUTINg FAR THIS FHANNF|
cJ8a TaBl g Vi ,Nq CURRENT UStR JIT ADRE AMD PRISRITY
CKXRAD ReVeT KR eNG 02 VALIRITY Currk BF DYISC ARPRESSER

cL 3388 F™eO IWaPPED CAMMAND LISTY

CLEANUP 12Q DAt PEEFARM PACYINTERR(IPT PRAMEQSTING
CLEB3BER THL RUNT. g0 L7e01 CA~Tatlng LPC ¢ VALUE FAR NFRIIGR

cLBACK 3 1HT CLBrk, B ela FlACk 2 INTERRUPT PreCrQgAR

CLBCKs CLB cn CLRCY 2 INTEIRUPT PpalraqeR

CLSFILS TSTune Ky ND4A7 FL&Se FYLES

cLSy CLS ol CHARACTER 3CAN RBUTIVERQ FA™ PARQQ
CNST JI1T VA CURRCSNT NuMRen AF SPARATCH TAPFS
CNVDE” FRG! 97 1R 77  CRMVEDT FRONTE T HexARFeTHAL

CNVNE X . FRGr 9% 18 77 rRLVERT ERCNYF HEXARFCIMAL T9 HEXADFC!
caC CaC ne Cer WANTLER

cucap CaC VAiens RYTE ADNR A NEXT INPUT CHAR RY (N #
CaCCRLF CaC NredlaCh PUT CASRIANE RETURN AN" yMF FEFD IN B
cacn CsCn ke TARLES FHR For HAND| ER

CBCGFTo CaC Dreng ek GET 1/% BRUFEED FRAM ~@r7 | FFCR PRBL
CECHEC CaC ATk BT DETEFT AND RERURT HaAVGLUP AND NTALLUP
coct CaCy Dredlens IMTTYALTZATYION 8F 7411

cecIce CaC ToaN1 04 MATMTATY VAL e AF C)pRPRYpR PRQTITIAN
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CeCINIT caC Dfe01 e 04 INITTALTZE €C°F

CBCINP INITTAY NA CAC TARLE IMTTIALIZATIAN FRRM af

cecip CsC DCeN1a2  PESFAR™ CEC TNHUT CHARACTER PRACESSIMG
COCMINT' caC DCe01en4  INITIALIZE LTNE MBDE CANTRAL RYTES
cecMu CaC DFe0l+n1  MBVE IVPUT MFSSAGE FRAM CAC TR USER RU
CBCNBUF CaC DCe01e04 REPART FAN'TLFINDeRIIFFER FVENT

coecac cec V54085 # BF BT BYTCQ LEFT RY | INE #

Cc8CoDE ANA| 7 LE 01 DI1SPLAY CRC TA3LES

COCHFF ceaC DCed1e04 INITTALTZE LINE FAR | ACGING OFF

cocap CsC DreG1.03  PERFARM CAC ATPUT NTERRUPT PRACESSIN
cecrPC!B CeC Dre0l Ol PUT eUTPUT FHARACTER IN CAC RUFFER
CcOCPUTAL cac Dfe01.04  PUT 1/R BUFFFR IN Freg CAC RUFFER CHAI
CeC]D CaC DFe01.01  INITTATE PRAFESSING AaF TERMINAL READ R
CeCrIC CaC CfeO01end  REPBPT gVENT 79 SCHEMULER

C8CRICXU CaC DC.01.N4  RECHRD INPUT CHMPLETE

cécsces cac Cre0lend STSRE INPUT AHARACTE® TN NPT BUFFER
cecse CaC 01en4  START CAC ALITRUT BPERATIANS

COCTERM CeC V3e0n5 BYTE,TERMINAL TYPE nv LINF #

CcOCWR cAac NreD1401 INITIATE PRAreSSING AF TERMIMAL WRITF
i cocr %405 BYTE, SFE CAFAC, INPUT EAM FANNTTIONS
- C8MRINE PCL 793027 CHECKS FRR vaALID BPy18N CRAMRINATIBNS
coOM_IST * BaSuannL DA«02 BUILM CAMMANN LIST

COMPARE ANAL 2 LEeD1 CAMPARE RUNMING MANTTAD 9% DUMP LBACATI
CAMREY FRGr 9~ 18 77  SET C£OURITIAVG FAR yALI'E 1M PECIMAL
COMRETA FRG™ 9~ 1R 77  SRBTAIN yALUT

CONTROL CeNTRAS QA ANel INE PERFAQMANCE MANMTITAR ANM cawrmﬂ
CONTRAL BRVERVY W BF INSTALLATION MANAGER TRR|

CONv LoCcTmaM 9~ 18 77 CANVERT ERRARABNARMAL CADF TR pBCDIC
CONV PAS=m3zp™ 3~ 18 77 CANVERT ERDAT/ARNARMAL Canr TA FRCDIC
ceee Cefr Fa INPUTY/R TR Y CI3PERATIVES

c86P BUFFeRS C8BF Fa RUFFrREe IN (JapR VIRTIjAL MpMARY
COBPERATIVES PBVERVYeY RN JGeR INTERFArE WITH opDYpucRAl 1/8
CRAPERATIVES SYMu/ca® Fa UGcR LEVEL PALK & UNRACK PrRIPW, I/R9
cPBPFILS SYMEt @ KRe0&eNS  CILOSE rReBP £7 FS AQaRATATOR WITH JIT
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FOR ITEM IN manyLE SEF SECTIAM CAMMeNT

00 0000000009 00®0 0,00 ,.000000000 000080000009 %0000P0200aPe%0®,,0000000000000000000090009Pgp000000800000000p0"

CHBPYALL PCL 773027 EXEC RSUTIME FHR CHBVALL AMD CRPYSTD
COPYALL PAS®yRAM 9~ 48 77 PRBCESS FIlLee FROM mR1/F! RESPELCTIVELY
cCBPYTS PCL 773027 eXECUTIVE RAUTINE FRR CRPY

cBPYTRAN Pcl 713027 SYNTAX ANALYZER FBR pAPY FAMMAND
COPYXTM PASR{nA™ 9% 1R 77 PDETERMINE FIl & NAME MATCW (SELFCT VS,
CORDMP DUMp L2 en? RAUTINE DUMPe CARF

CBRE ALLRC SYSnhpN 9~ 18 77 ALLBCATES CArRe FBR 1 #AD MADULES

CORe LAYBUT BVERV W BRE MANITAR, USe®, LIRRARICS, MAM, AVERLAY
CORE MEMBRY  BVE®Vypw Br MAPPING, ACCFSS PRAyrCYISN X WRITE LCK
cPE JIT va SEE JIARSIGN

cPe JIT VA Rneli ARE CARD BUT rAUNTY

(oladad, JIT Va B1TS peib4, CIRRENT PRBCESSAR PAGES BUT
CPYHNDL PASRIRAM 9~ 18 77 CePY HANDLER vR HANRLFRGQ pILF

CRDIN BASMANNL Daeng CARD READER HANDLER

CRDAUT CRDayr DAeN3 CaARD PUNCH HANMDLER

CREAYE SUPER ol COMMAND

CTESY 18Q DaWnY PpRFPR™ PRIARITY TEAYS FAR SERVICE DpV
CTInpP 198G Dale01 PRACESS CHBNTRAL TASK 1/8 FUNCTIANS
CTRIG | 18Q DAWDY TRIGEER COBNTRAL TASK IMTERRUPY

cuUPs JI1T VA CURRENT USKFR PAGES mT

cYCUSR CyCusn KR,C3 . VERIFY USER TABLES, rLeSc USER FILES
NATE TAB| Fo Ve 03 (2 WARNS) CURPRENT DATE

DCBPREC DCBPRrF VB 404 UseD FAR ASQEMHBLING UTe qYSTEM NCB1 S
pCTy [8TARI p VA0t HWARN, NEVICE PHYSIcAL ADDRESS RY DCy
nCTi0 19TAR ¢ VA0t NEVICE ACTIVITY CAUNT FY nFT INNEX
DCY1Y [RTARp Vient werD, INTER, TIMEBUT TiMg RY DfYT INDEX
NCTy2 IATARLE V01 wARD, ‘

pCT13 I8TAR| p VA, 01 WAaRD, LAST STATUS ®F Drvice RY DCT IND
nCT14 I8TaBLE VGe01 NBT USED IN UTS

DCT1s I8TABLE VRe.01 RYTE, 1/8 arep COUNy BY DET INDEX
ncT16 [9TAR| £ V3.0l WARD, NEVICE MNEMBNte RY nrT INPEX
NCT1Y IATARLp V301 Hilpy RETRY ANM CABNTINIJE FUNCTISN CBDE
DCTy8 18T p VAen1 RYTE, TIMEAUY INCREMENTS FOR DCT1HY
nCy2 1eTaRL ¢ VR, 014 BYTE, C1T IMAeX BY ACT INDEX
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FAR [vg™ IN “eyLe SEr SEFTIAN CorueNT
.‘l'.o'oo...o.‘.‘oon.nnoOoo'oooo..o"oo'oc'oono"o'ono"l'0'.oooooo.oc.l00'00000000"'0'000000000000000¢000.'l
nCT3 IRTARLE Vet RYTE, LEFGAL APERATINANG RY NCT TNDEX
DCTy I19TA31 ¢ ViR, 01 RYTE, TYPMMe tNCEX RY "CT INPEY
0CTs [8TagLe Viaeny RYYE, SyITCWES RY DFPY tNMAFEY
DCTs C IeTaARLE V3.1 BYTE, QUEUE WEAD INmeX Ry NCY INDEX
oCry. I19TARLE VieNI HWeR™, ADDRrag AF CaMMaND | 18Y RY DCY
nCT8 1973 ¢ VAe 01 WR2D, ANDRESS YF PREPRPCFSSING FNTRY
DCT9 I19TaRr| ¢ V3eNy WRRD, ANDR AF PRSTepRArrggING ENTRY
DEBUG TABLF RUNREM LRe0Y CenTAlIMG SYQ FREATER DrERUG FPTS
DEBUGGING SVERVIEW B~ MRNITIR AND QATCH Tealg pAR
DEBUGR ccl LR NERURGBING C/VMAND (arAFR,pMN) PRACESSNR
DEBUGTV DeBlisTy Ln TOANGFER VECTAR FAR NpPljR RALUTINES
DECBIN ~ TeL PR,N3 CHNVERY ERCNYIC TH Hivany
DECCNV ArS 97 18 77  COMNVERT DECtTMal SI1Ze T WEX
DECSCAN SYSGEN 9% {R 77  GET PECTIMAL STRING
DEF SYSAEN 91 1R 77  WRITES P9 TAPES
DEFCBM DeFcaM s" LRAD MapULE neF/DEF aTACK EXTRACTIAN
DEFCEM BVESVIEH BF PREPARE LIRRARIESe REMRVE CRANE FROM | M
DEFRDCC DEF=8y 91" 18 77 PRACEGE NEXT CINTRBI CaRD
nEFX ShEviere 9 18 77 SFT P nEF PLIST FBp MepIFEY pRITINF
DELPR! DELPRY HA NELETE FILES FRBM SvMFrLE AND "ISC
DELTA CELTA LA CANVERSATIANG PRAGRAM NFRUGBING PRAC,
DELTA SVERVIP BF ASSEMBLY LANRUAGE DeRUGKER
DELTA MBNF 1 ¥ LRe01,02  DELTA MAY BE (JSED Te AFRyUG A BRATFILF
DELTA INTERFC DelLTa LA NELTA INTERFACE WITwk PRRCAFEQSRS
DELTAGEY ANAY 2 LFe01 GET SUPRBUTINE FBR nrLTA
DELTAPUT ANAL 7 LE « D1 PUT cURBRHBUTINME FBR AOLTA
DEVTRAN PCL 723027 CHECKS FRR vaA| ID DEVICE 10 CRDF
DIAGNESTIC 8P CLS KN apgN SYMBIANT DEVICE FRR DIAGNASTICS
DIAGNASTIC 8P CA8P KN apzN SYMBISNT DEVICr FaR NIABNA&TICS
DIAGNASTIC B8P I8Q KM apgN gyYMBIAaNT DEVICr FaR NTARNRGTICS
DIAGNESTIC 8p 8PN KD ApEN SYMBIANT DEVICE FeR DTAGMOSTICS
DISASSDEL ANALZ © LTe0l NISASSECIATE PELTA
plsCie BaSHaNAL Dael3 RAD 1/9 HANMPLpR
pISPLAY DISPLAY A NISPLAY SPERIFIED MeMvITAR TNFARMATIANM

. g¢l
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FAR ITEM  IN M8NIILE  SEF SECTION COMMENTY

0900 0000000000000 0,9,0000000000000000000 0090000000007 0%0% 3000000000000 0000.2009ne000e%ga0pttcectontnersvtone®oy

DISPLAY ANAL2 LEe.01 SUMMARIZE AND DISPLaAY MANTTAR TABLES

DISPLAY PASSEirAaM 990 18 77 DISPLAY FILF NAMES

DISPLY ACCrSum PC.0Y SUBRBRUTINE FAR ACCBIMTING AND RANNER

DBRDCK TSI» DR IF SET, READ FmHECKING 1§ NPANE

DBWTCK SSS ED IF SET WRT CKING IS PERFARMED

DBWTCK TS!le oL} DA WRITE CHFEKING BpF SKAP PARES

DPAK DPAw DA+03 N1SC PACK WANDLER

DSC18 DSCra NANE REMOTE RATCH HANDLER

DUM ANALZ LE«O1 DUMP SPECIFIFD LBCATIONS

nUMP DUMP LR+0S CARE DUMP RAUTINE

DUMPSAME ANAL 2 LE PRINT FARMATTYED MEMpnY DMP

pDvVo MM GA.01 DELETE VP ANN PP

E1ABRT SsS ~__ EA EVENT 1¢) RPFRATBR ARB®TEp (ISER

ELAP SsS EA eVENT 1As ASSACIATE SHARFN PRACESSER

EVARY SsS EA EVENT 1gs TRIGGER Rpal TIMF USER

ESCBA - S8sS EA EVENT 19, CAr SUFFER AVAI| ABLE

£ CBK Ss$ EA EVENT 5, BRFPAK RECET'VED

£I1CBL SSS - EA EVENY 3, BLRrKED ON TERMINAL SUTPUT

£tCEC S8S EA EVENY &, TEL REQUESY RECTYEVED

cCFB SsS EA EVENTY D, CANT FIND raC BUFF

giCIC SsS EA eVENT 2, TERMINAL InPUr MpSSAGE COMPLE

ESCRD SsS EA EVENT {, RFAN COMMANN RECFIVFD FBR TER

FiCUB $SS EA EVENY 4, UNRLACKED AN TERMIMAL AUTPUT

thPA MM GAeO1 EVENT RpPORTEN RY MpMORY MANAGEMENT

g10PA S8s EA EVENY £, DISe PAGE 18 AVAILARLF

EEY ' L4 EA EVENT 11, EXTERNAL 'NTERRUPY FAR RFEA[

clERR S¢S EA FVENY 1R, 9PPRATBR pRReReN USER

gile 988 EA EVENT ¢, 1/8 cOMPLETFD

Fillp ‘S¢S EA EVENY R, 1, QTARTENR AYD 1N PRAGRESS

gilp Sss EA EVENT A, REN., PFRMIeGlArn M START I/9

iy S8S EA eVeNY 18, JgrR RETURNED yvA CPRr

Fik® S¢S EA EVENTY 17, USFR KICKEN AUT RF CSRE

EINC MM GaeDt EVENT RpPAKTEN BY MpMADY MANAGEMENT

FINC Sss EA EVENY 8, CeNT GeT RenUeSypR CORe PAGeS
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FarR ITe™ IN “anLp Sgr SECTION CAMMENT

.0‘0OQIQO‘QDQ.900.0..oQQOQQQQ.Q-Q.QQ000000.-Ooo.oo.o.'0'0‘.o.“o0000090D‘OOQ.QOQ|0‘.0'.0."'0'000!0..'0.0.1

£iND MM GAeD1 EVENT RePBRTEN BY MeMBRY MANAGEMENT

g IND Ses EA eveNT 9, CANT GET RpaUeSTeD NDISC PAGES
£1NRD SsSs FA EVENY 48, RFEAL TIME BR gXIT

EIBFF §8S FA EVENY 1€, USER HUNG QP

E10A $3S EA EVENT 13, 0 110 FBR 1/8 pryvice ACCESS
£:0E S8S F£A EVENT 7, QUANTUM ENP

giSL 38S EA eVENT 12, SLreP TIMe FRAR (ISFR

g£iUQA SsS EA evegNy 14, UN n FBAR v/8 DrviCre ACCESS
FIWy S§S FA EVENT 10s wAwe UP TruE FAR USER

gOCBN ENCean NaNg BATCH PRBCES]®R FBR eDIT FARMAT FILES
FOCAN BVERVTIEW RF RATCH UTILITY FBR ENIT USERS

£OIT EDIT NaNE CANTEXT EDITAR

gDIT ‘ BVERVIp RF CANTEXT EDITAPR

gND ACTIBN RDERLAR 1A WARNING BN Uag 8F END ACTISN

gND ACTIBN SYMR/Can Fa END ACTION DRYVEN 1,9 RPYUTINES

ENTRY ENTRY Ca ENTRY AND £X1T FOR pPRACESSING CALS
FBCCSCAN DEFrpaM 9 18 77  FIND ENP BF FPURRENT CBMTRAL CAMMAND
FBCCSCAN PASgira" 9n 18 77 SEARCH FBR FND BF CaNTRARL CAMMAND
EBCCSCAN PAS]3RAM 91 1R 77  SEARCH FBR ENp BF CANTRRL CAMMAND
EOMTTME CsCn V3,08 MW, TIME BF paD BF MpgSQAGE BY LINE #
FRLFLAGS JIT V4 SFE JICASSINM

RO JiT VA B15%31 1S ERRAR BVERRINE ANDR

FRRIFIL ERRp v KT o 0P PRAGEAM TR rapy ERReRLRG YA KEVED FILE
ERRsLIST ERRs . 1T KEong ERRBR | AG FARMAYTINA X LIQTING PROGRAM
ERRILIST BVERvVrpw BF LIST ERRBR L*eAK

FRRIgUM ERR:gUWM Keen3 ERRBR |AG sUMMARY PraCrggaR

FRRISUM BVERVIpH BF L1ST ESRYR L96G

gRRCBNTL PaScira™ 9~ 18 77  sPgCralL PASSY gRROBR RBUTINF

ERRDELIM PASE 2™ 98 18 77 SpeCrAlL PASSY ERRAR QAUTINE

ERRLFLGS Ji7 Va SEE JiCASSINM

gRRLEG ROE®Lan 1A USER PRRGRAM INTERFARE T4 FRRAR [ BG .
FRRI.BG TaBl rFg KFe01 ERREBR LAGGING RAUTINE

gRRMSG ERRMKD UR gYeTrM pRRAR MESSAGe FiILE

FRRMSGE Tel pa ERRAR MrSSARr FILE @BRAUTINE

Gel
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00 00 0000000008000, 00.0000000 00000600000 000008000 00000000800 0°% 300000000000 0000090 0000000908 g4q0¢0000 00000000090
FAR ITEM IN M8niLFE SEr SeEcrvieM ceMueNT

2 0 0 0 P 00008 00 00 00 0 00,000000000000000000000%0000% 0000000009 0000000000000 00030000000 00340000 09%0000000000

ERRMWR ERRMyD ur ERREP MpSSAGF FILE rAINTRS| PROCESSAR
FRRNAME PAS51RAM 84 (R 77 SPECIAL PASSy ERRBR 28TINF

gRROR PcL 713027 - RECAPDS ERRAD CANDIvIAY

FRRAR LG BVERVIPW RN RECBRD DEVIfe FAILURES

eRRBR RpPRRY MANF1IX LBe01,N4 RpCOBRD AF ALl ERRAMRe MaAY Rr REAUESTED
ERROUT PASS1RAM 94 18 77 DISPLAY ERRA2 MESSApe AND FxI!T pASSY
ERRSEN PASaqRAM 94 18 77 SPeCIAL PASSY ERRAR RBLITINE

FVENTS BVERVIEW 8" eVENTS RECEYVED BY arHeDULER

exITCL ANALZ Lr.01 EXECUTE NORMaL EXIT T8O MANITAR
FXITSYSW PASQiRaM 917 18 77  EXIT SYSWRY

FEXNEXT . SyMcen se SET REGISTER 79 EXPR, STACK ITEM
FXPAND TelL PR,03 EXPAMD CAMPACTYED A/M TABLE ENTRY

FXPR SYMean sF STACvy PREDUCED BY LPAD

EXPRX SDEVICE 94 18 77 SEY UP FXPR PLIST Far mANTIFY RAUTINE
FBCH FBRCr NANE FARTRAM BCH CANVERSt1aN

FOP BVERVIEW BF FRRTRAN DERUNRGER

FETCH STEP ER AGSBCIATE UNGHARED PRBCESSAR RMUTINE
FETCH?2 STER EN REPBRTS ARARRY CBDE ag TR TEL

FI1D CANVEN M AR, 01 FILE IDENTIFICATIAN,NAME ,ACCT PASSWBRD
FID Tel PR,03 BREAK CBMPLEXY FID

FILE DIRECTRY BVERVIEW EC CHAIM BF FILP NAMES AND FITS

FILENAME ANAL 2 LFe01 SEY FID INT® ASSBCIavYE PRACESSAR CaAl
FILENM PASG{RAM 8" 18 77 PRACESS FILF APTIAN

FILENT TeL PR,N3 CREATE S™BRT FORM P, 18T

FILL Fiil KAsn? RESTARFS USFR1S FllLeS FRAM RACKUP TAPE
FILL " BVERVYIpW BF RESTERE FILE®R

FILTRAN PCL 703027 SYNTAX ANALY?eR FBR FILE IDENTIFIER
FINDEND LBCrTRAM 9n 18 77 FIND ENp BF | 8CCT TaARLF

FINDENDY LeCCrraM 93 18 77 CHECK FAR VAL 1D RAM N LRCCY TABLE
FINDESBC ARS 9n 18 77 SEARCH FUR r~ANTREBL rARP END

FINDNAME PASaionM 9an 18 77 FIND SPeCIFYIFN FILE

F INDREMX LaCrTraM Sn 18 77 9RTAIN NEXT RAM TAB'r FRAM TREF TABLE
FINDRPAR ABS 950 18 77 SEARCH FBR RYGHT PARENTHES!S

FIT BVERVIEW BC FILE INFBRMATION TARLEFILE ATTRIBUTES.
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.Otoootonooto-OOO......oo.oOQQQQQ.o-oqoooo0.0-.Oooo-o'o"‘..ooo.oaooooc0000000090"’O'QQQQOQOCODQOOOOCOOO"
FAR ITfM IN 8N LF SEr SFrTIPN CAMMENT

0 90 0 000000000000 000 ,00002a0000000e0t0rteer®eenan®enens?t®oty 00000svenne®eitelocee®tdglygoenngtortosnetsant®i

FIXARG PCL 773027 TABLE SFARMH QURRAUTINE

FLAG ' CaCr VR, 08 FLAGE CANTRAL 3UT CalISeED RY INPUT CHAR
FLAGS ‘uSrpe Vre 01 LISER'S PERIPHERAL NDFVICE ACCESS

FLAP Tel PR,0N3 aPEN INPUT FILE

FPMe M GA INDICATES VP 1S AVATLARLF FRR USE
FPAAL JIT VA SEE JIFPNEL

FPURGF BVERY 1L RE SAVE,REQTARE,PURGE,| 1ST FILFS .

FRGP SYSaF: 9a 18 77 PRACESSES FRAN, INTLR

FRGDBP FRGr 9~ 18 77 PRACESS FRGN PARENTHETICAL FXPRESSIBNS
FX JIT Va RITS {Re31 ARr FILE FXTENSI®N RITS
GENARS PHASE R NP NAP

GENCHN PUAaEA MR PROCESS PASSA GENCKANS

GENDCR PHAQE A ND PRECEFSS PARGA GENDCRSG

GENDEF PASz3naM an 18 77 RUILD DFF PL1QT FBR MANIFY RAUTINE
GENDICT PHARER ND PRACESS PASSH GENDICTS

GENpICT PaSg3mam 90 18 77 RUILD NICT PLIST FBo MARTFY RAUTINE
GENEXP URCHAN 9 {8 77 SET UP 18TAR| F EXPREQSIBN QTACK
GENFILE LeCcTra 9n 4R 77 GFNERATF PERMANENT FrLe FaR LRACCY TARL
GENMAN PAS23RA™ 94 {8 77 REMERATE HAMNLERS FILF FAR MIMAN LBAD
GENHANOL PaS]3ra™ 5 18 77 GENERATE HANPLERS FrLE

GENMD PHAGE 3 NP PRBCFSS PASSA GENMDs

GENAP PHAZE A ND PRACESS PASSA GENAPg

GENRBRT PASS3Ra 9y 1R 77 GEMECATE RAeT LRAD mADIILE

GENTC - FRGH S~ 18 77 oRACESS, C°NFa0, TYer CANTFAL TABLE EN
GENTY FRGN 9~ 1R 77 PRACESS, CANFal, TYPr CONTRAL TABLE FN
GENT2 FRGM 97 1R 77 PRACEFSS, C8Nra?2, TYPr CANTRAL TABLE N
GENT3 FRGp 98 18 77  PRACESS, CANFa3 TYpF CBNTRP TABLE EN
GENT4 FRGh an 18 77  PRECESS, CANFL4 TYPr CANTRAL TABLE gN
GET PAGE ANAL ? LE GET RPECIFIEN PAGES FRAM pUMP FILE
GETADDR ANALZ Lr 9BTAIN DUMP PalGE CONTAINING ePECIFIED
GETARSG PCL 773027 CAMMAND SCANMER

GETCHAR BATCH sr SCAN ARBUMENT FIELD aF JaB CAMMAND
GETCHST SYSaeN 94 18 77 INTEPNAL STRING GETyeR

SETCAM LACrrraM 9n 1R 77 GET ARIGINAL [ 9CCYT vABLF FRAM STBRAGE

V4!

U
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e 0 00 00 R en e 0?0 oag 0000000 000000800000 e0e0®000ne®000 30000 0800000000090 a0pet00p0ip00000% 00000008000

FBR 1TEM IN HanyLE SEF SECTIAON COMMENT

00 0000000080 00% 00 00,0009 00P0 020000000000 00%0009?0800000%00 3700000000000 000000 000000040 ,3009000% 00000000800

GETF GETF FA GET FILF FRAM SYMFI|p

GETFIELD PASS1RA™ 9n {8 77 GET NEXT FIELD AND VALIDATYE

GETHEX ANAL Z Le . CANVERY €BCDIC T8 Hey

GETKEY FRGh 90 18 77 GET KEYWERD

GETNAME PASGimA™ 94 18 77 GEY MEXT NAMF AND VAL ImATF

GET®PLB FRGM 9~ 18 77 GFT AP LABEL AND LBrAYTION VALUFE
GETPAGE PaSs zaM 99 18 77  BET MARE WRRK AREA

GETPAGE PASE 3R AM 3 18 77 RET PARES FAR SAVE APTIAN

GETQ I18Q DALO1 ARTAIN INDEX AF QUELIF £NTRY FRaM POOL
GETRITEMBM DEFaBM % 18 77 GENEDATF BRATABLE PRRTIAN oF PA TAPE
GETRITEMBN PaSsira 9n 18 77 9BTAIN AND PNTER NEPDED AVERLAY
GETVAL FRGP 9~ 18 77 QRTAIN VALJUE, CANVERT TR RIMNARY
GHBsY SVERV YW RR JBR PERFARMING PSEUNA.MANTTAR FUNCTIAN
GHBST! BVERV eV g SYSTeEM INITYALIZATIAN MROULE

GHOSTiU GHORTI N Ne GH8ST 1 DRIVFR

GJYBB INITIATE UCAL 1A GHASY JAM INTTIATION

GPHGP GPHriR NT READ/WRITE HAP TA SwaP RAD (ALSA XDELT
GTMBNTRE PaSe3IraM 97 18 77 TBRTAIN MIMANe TREE STRIUICTURE
HANDLERS HaNr rps DA REQUIRED HANND| ERS

HARDWARE BVERV g "BA TYPICAL CPNFIGURATIAN, NaY REQUIRED
HEAD DeFram sn TABLe PRYCUCED BY LeaD

HEXBCD SYMeaN sec CANVERT HEXAMECIMAL VALUpP T8 gRCDIC
HEXBCDg SYMeaw 14 CHARACTER CANVERSI®N TaABLF

HEXDUMP PCL 733027 HEXAPECTMAL NUMP PRefEggeRr

HEXSCAN SYSaFy 9~ 18 77 GEYT WEX STRING

HEX2PRNT - BATCH s CONVERT HEXANECIMAL MUMBRPR TR pFRCDIC
=GP HGPRrran KR e12 ReCONSTRUCTIAN DURINS PELAVERY

WGP [9TAB) ¢ Vi e D4 BEGINNING ANMR AF FrRSY GRANULE POBBL
HUGPRECHM HGPRErA!: KFeng HGP RECANSTRIIFTIBN nURING RECAVERY
HLOBP ANALZ LE 01 SAME AS PGSAUT

tMC SYSnign g~ (R 77 PRRCES]ES 1M

INCREMENTAL BaCkyp KAong YYRPE ABF AUTAMATIC Backue

INITIAL INI»1AY N INITIALYZE MANITOR

INITIAL AIVERVTYIEN =1a) SYSTeM INITTALIZATIAN MADULE
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.looo.ooaogo..000g.....otoovoooooocco-oooo'potol-o-oo‘0’0'oo'-ooo-oo-nuOQO00Oacoo"'o'no000000000000.0900"

FOR ITgMm IN ManyLF SEE SFCYIAN CAMMENT

00 0 0000000000000 00,0000 000000000000000 00000000000 at?o®0® 000000000008 a0 000000000t ®090g90p000%000r000%r00'e

6cl

INITIAL ANAL Z LEent CoNTRBL ROUTINE

INITRCVR INITREVF LD INITIALIZE RECHVERY

INPUT ANAL?Z LF et TRANCER VECTAR FOR tNPUIT CRMMAND REBUTI
INSYM INSYM FaA INPUY SYVRIANY (CARN RCADER)

INTARG PCL 773027 EDCDICarINARY DECIMaAlL CANVERSIRAY
INTENT JIT Va SeE JLINTENTY

INTERPRETIVE STEP ER CoMMAND PRECrQSAR EYTT FNVIRONMENT
INTLBORC FRGr 0 18 77 PRECFSS INTLR RAREMyuUETICAL EXPRESSIAN
INTRBDUCTIAEN BVEovipey BA GENESAL IMTRARUCTIRM TR TS APERe SYSe
18D1SPLAY ANAL 7 LEeO1 FARMAT 1/8 TARLES

18F8RCE L] DAsO1 SAME AS 18SFmy

18INTY 18Q Nae01 PRACESS ALL 1,9 INTERRUPYS

180 1RG D4 RASIC 1/¥ STARTER

1801 Mi1Cpy VF,23 RYTE, PACKwARAN LINK IN 18n RY 1RQ INDX
18010 MICPY Ve L. 013 RYTE, MAXIMm TRIES By fapn INDFYX

18011 MeCry VR ,ean3 RYTE, TRY CA'WT BY 180 INDEX

18012 MiCry VR, nq Wenl, erEk ANDRESS av 1AL TNDEY

18013 MICFy VP.013 DWRRA, FNPp ARTIAN nNaATA Ry 1AM INDEX
18Q14 MeCiiy VE 423 RYTF, PRIE2trTYy BY [an [MRFY

10218 MICPy VR4N3 RYTE, USERP NA HY [8n IMpFX

-10Q2 MsCry VR ,.n3 RYTE, FRRWARMN LINK v 1RQ Ry tan INDEX
1863 " MiCpu VR, 013 RYTE, SWITCHES BY IR7 INDFYX

1804 MICP VR ,.n3 BYTE, FUNCTI®y CODE AY 180 INDFYX

1805 MsCpij VB en3 RYTE, CURRENT FUNCTaN gYeP AY 18Q IMD
18037 MsCry VRen3 RYTE, NET TNREX BY 180 1uDFY

1808 MtCry VR,e013 WwarD, RUFFER ADDRESe BvY 187 INDEX

18Q9 MiCry V2,03 HWARP, 3YTE FaUNT Ry [an 1NDFEX

18RgC IARcC Ha DeviCe KEYIMN R2UTINESG

1BREC 1°Q NAeN1 HANDLE APERATAR CAMv NTCATIPMS FRAR 1/8
18SERCK BASHAN AL NheN? TEST FRz AMA DEPRART NEVIEF ERRAD CANRI
18SERFEC BASAINL Da,sd? A5 CRRAR DETECTEN nv HANRLFR

19SERY 180 2 WY | PRAVIDF ENTRY TR SERVICE NCVICE

16T IMp J1T Va CURReNT PPRACEQS I/8 rvirp 1M JIT

1P8OL JIT Va SEE J!TRRAL
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.'.0000.090000'0.9OQQQOOOQOUOQOQODQOOQOO00'..00'0!0,.'0'.'.90.0...000!.00'0.QIOQO000....QQQQOOOOQOQQOQQQQ'
F8R ITEM IN ™8R ILE SEF SECTION CAMmeNY

o"'!.".lo'o.lotoo..0000.0000oonoa"no..oﬂgoggoog...-.ogo,....,...........,.........,,..‘.,...,..,..,..’.
1V0 MM GAeN1 INSERT VP AND PP

JIABC JIT Va “FLAGS AND STUFF

JIABUF JIiT Va LBCATION BF AqSIGN RUFFpR 1F IN MEMBRY
JiAC MM - Ga INITIALTIZED RY MEMBRY MANAGEMENT(JIT)

JYACCN JIT 7 ACCBUNT NUMaRpr (DWBRD)

JIADCBTL JI1T VA (9 W) START AF DCB NAMr TARLF TP, MIUC

JYAD 0 JIT Va ADDITIENAL JI1v'S ADPRESS

JIAJ MM GA« 01 SET UP RY MFMgRY MANAGEMENT

JIAMR w17 VA D1SC ADDRESS AF ASS1GN MpRGE TARLE

JIASSIGN WIT VA LIMIY FLAGS

JVASSIGN RUNRAM LR«01 Brt 14 INDICATES PRpSgMCg PF PMDS

JI1BUP Ji7 VA FIRST PAGE # AF USER ARFA

JICASSIN J1vt VA BITS SET T8 NDIRECT FRRAR BUTPYT

JICBPOOL J17 VA WEAD BF CBSPFRATIVE CBMTEXT RLACK PBAL

JICCBUF JIT VA (20 WD) CBNTRAL CBMMAND RUFFER

_JICFLES JaT VA CURRENT FLAGS ASS8C, WITW JPR

JICFLGS LNKTRE RC INF® SET UP FAR TtiAgP ,
JICL JIT VA CAMMAND LISY FAR Dlge (4 WD/DISC REF) :
JICL , MM Ga INITIALYZED RY MEMBRY MANAGEMENT(JIT)

Jiclg J1T VA NUMBgR &F WARNS IN rAMMAND LIST

JICLE , MM GA , INITIALYIZED Ry MEMBRY MANAGEMENT(JITY)

JICLL JiT VA PAGE # 8F JAR CBNTEXT LAWER LIMIT (JIT

“JICLMN JI1T Va TEXTC 8F CURRpNTY PRAGRAM NAME (3 WD)

JICLMP JIT ' Va TEXTC AF CURRpNY PRaGRAM PASSWARD (3 W

JICLP JIT VA PAINTER T8 NESTRAY wARD B8F CAMMAND L 1S

JICLPA JiT ' VA CeMMAND L1ST PHYSICAL aADDRESS

JICLS vIT VA SAVED WaRD AaF CBMMAND L1ST

JICPPS JiT Va SEE CPPA

"JICPREBCs JIT VA PRECEFSSAR ASSACTATIAN INDEXES

JICTIME Ji1T VA EXECUTIAN TiMp FAR prRBCESS CURRENTLY R

JICUL JiT VA PAGE # AF JeR CANTExT UPPgRP LIM!TY

JIDBPeSL JiT Va WEAD 8F CanaPERATIVE DATA BLACK PBABL

JIDCBLINK JiT Va ADDR BF SgCenn PART AF DCB NAMg TABLfp

JfooLL . drT VA  PAGE # 8F PRAGRAM DYNAMIC DATA LBWER L
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00000000 0 Q0 0?09 30g,000000° 00000000 0g 00 0e 000000000 %0°09° 400000000000 00000e0,30pp890 9090000000 0ectotoaee o

FOR ITEM Iv vamLE Ser SFoTIfNY CRMMENT
00000 0080000 0000 09,0000 000000000000009000000000000p0 0000 3000000000 0000000q00080e000e0,509¢0000 0000000000 ?0
J4ODUL J17 VA PATE # BF PRAIn=AM DVYNAMIC NATA UPPER L
JIDELTAY JIT VA 1JSED FRR TIMING EXFeil, RYFRHFA™ BR Ie
JIDLL JiT Va PAGE # aF PRanRAM Daypa LoawreR LIMIT
JIDUL S dIT Va PAGE # AF PnanRaM Daya UPPER LIMIT
JiDwWsK JiT Va STaCk PYR DY F23R USk RY yr|
JYEUP JI1T va LAST RARE # RF USFR ARTA
JIFPBRL JI17 VA ADDRESS BF FIRST AVATLARLF RLACKING RY
JIGST Ji1T Va SI1ZE AMD Ler AF GLImAL SYM TABLF
JUINTENT JI1T Va CNTRY ANDR va USERS CAMGAR|I r INTFRRUPT
JIINTR Jiy Va NUMBER AF ruepRACTIANS
JiIPBSL JiT Va ADDR-ge BF FresST AVaATLaARLE (NDex BUFFR
JYISTY SJrT Va MAX €178 AYD LAC BF tNTe gYM TaARLE
JEJAC JI1T Va P«plT ArCESS TAnlE FAR UsER (12 WARNS)
JIJIP JIT VA SFE JIP
JOJIT JI17 VA JOR INFARMATTIAY TAH ¢
JeJliT JI17T VA START =F JI7
JILMN J1Y Va NAME RF Lagy YN BUsly TN tEXTC (3 WeR
JILMP JIT Va PASSLARY BF | AST LMV RiILY T™ TEXTC (2
JiLecx J17 VA FLAGS, RITD aFT LACKS LISER 1IN FSRE
JIMRY JIT va MAX ITMUM RUM wIME
JINFPROL JIT Va NUMBER AF BLerKING RFFprg
JINIPBAL JIT Va NUMBER AF 1unp X BUFFeRe
JioPY JI17 VA aprTieN alTe v USE
JIPLL JiT VA PAGE # 9F PragRAM Laupe [ tM1T
JIPTIME Jiv Va TATAL PRYCEQAR EXEFTIAN TIME
JIPUL JiT Va PAGE # RF PRanRaAM Upbpn | 1Mry
JIRATE Ji7 VA NAT USED .
JIRNST JI1T Va JRR RUN STAT!IS
JISTART JI17T Va STARTING ADDR 9F CUDRENT PORARAM
JIT JI1T Va USED FAR PERFARMANCE ReCaR"IM3
JITCB JiT VA ADDR 8F TCH
JITELBUF JIT va ADDR 8F TEL RIFFER
JITELFLGS JIT Va FLaGe USED AY TrL

JiTiC JIT Va JegD FHR PrRFARMANCE ReCARNING

€1
|
l
l
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#9!000009..,.}_3'000¢q_.__.ogoOoooo.mon.oocoonoo'goao'og-n.!-'oi..oooqooooooooco-gionool'!o'onogoooauooooooooon'
F8R ITeEM IN Man(LE SEP SECTION CBMMENT
00!000000000o.’o'.oo.900000000‘000000000't'QOQQODQQOQOOOO‘ooOQOQQ00000000!000090000'0'.901!00'..'00'0'!0.'
JITIME J17 VA TIME AT LBGAN
JITIMgNY —  JIT ©Va ADDR 8F RBUTINE SET BY MisriMpR CALL
Jitirlg JIT © VA 20 WeRDs OF vITLE IN TeEXyC( FARMAY
CJITRAP JIT VA SEE TRAP
JITREE JI1T VA ADDRESS BF TRrE TABIr
JIUN Ji1T VA STARY AF JIT
JEUNAME J17 VA USER NAME (3 w9RDS)
Jiusedx J17T VA FIRST ADDR Ap USED eANTEYT DATA BUFFER
JIUSENT JI1T VA ADDR SET BY M:TRAP AND FLARGS
CJSUTIME J17 VA TBTAL USER ExpCUTION TiME
JIUTIMER J17 VA TIME INTERVAL SET By M:STIMER CALL
JIVLCS JIT VA VIRTUAL LINK gTRP
JiVLCs MM GA INITIALTZED RY MEMBRY MANAGEMENT(JIT)
JIVLES sss ENeD? INDICATES WHEN T8 SeaP RyIPPLE THRU CL
JABC JI1T VA SEE ARC
JACCN . J17 VA WARD DISPLAREMTENT AF J1ACAN IN JIT
JADCBTBL JIT , VA SEE JIADCBTL
JAJ JI17T VA SFE J3AU
JAJ _ Sss EP.02 PHY PG # BF AJIT SEY BY SWAP IM
JASSIGN JI1T VA SEE JIASSIGN
JBiace MM GA«O1 NEXT AvAllL cAaMMeN Pqa
JBIBCP JI1T VA BYTE ADDRESS, BARTTBM BF cAMMAN PAGES
JBICMAP JI1T Va BYTE TARLE Far PHYStraAl PaAfie NUMBER
BICMAP MM Ga INITIALTZED Ry MEMHRY MAMAGEMENT(JIT)
JBCMAP SsSs EDe02 PHMY PG SET UP WHEN &WAPPING IN USER
JBILC Ji7 VA RYTE ADDR, CLURRENT | INF CALNT oN TERM]
JBILMAP JIT VA BYTE TARLE LINKING ALL®CATED PAGES
JBILMAP MM Ga INITIALIZED RY MEMBRY MaANAREMENT(JIT)
JBILMAP ‘ses ER02 UsgD vP LINK yHRU Pag 18 ser UP CL
JBILPP JI1T VA RYTE ANNR, 4 AF LINre PFR PAGE AN TERM
JBIMNPA JI17T VA BYTE ADDRESS, MAXIMM # AF PAGFES AVAIL
JEBTNASP JIv VA BYTE NEXT AVATLABLE SECTRR PRSTTIAN
JBINASP MM GA INITIALTZED RY MEMBnY MANAGEMENT(JIT)

JBiPCC JIT VA RYTE ADDRESS, PAGE FAUNT AF CANTEXT
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0000 0000000000000 30e,.0000000 00000000 00000000000® 0000000000 300000000000 000009030p000Rgtagoqeretortooroton’

FAR ITEM IN ManLFE SEF SECTION CAMMENT
S0 0 R0 P P00 et a0y, 0000000000000 0e0 00000000 00®0000eR0000 000000000000t 000 0000?0009t topretagpe’
JBIPCD JI1T VA RYTE ADDRESS, PAGE
JBIPCOD JIT Va RYTE PAGE CPUNT BF nYNAMIC DATA
Jaipece MM Ga INITYALIZED Ry MEMBRY MANAGEMENT(JIT)
JBIPCwW JI1T VA BYTE ADDR, PLATEN WinTH 8F TERMINAL
JBIPPC J1T7 Va RYTE ADDRESS, PHYSICAL PAGE COUNT
JBIPPC MM Ga USERS PHY PG CHAIN raUNT
JBIPPH Jir Va BYTE ADDRESS, PHYSIFal PaGr HgaD
JBIPPH MM Ga USeRe PHY PB FHAIN HEpAN
JBIPPY JI1T 7% RYTE ADDRESS, PHYSIral PAGE TA'L
JBIPPYT .MM GA USERS PMY PG CHAIN vall |
JBIPRIV CJIT VA RYTE ADPDR AF pRIVLEGr LFVEL ®F 0B
JBIPRAMPYT  JIT Va BYTE ADDR, CIRRENT PROMPT CHAR
JBiTDP CoMM GaeO1  NEXT AVAIL DYN PG
JBITDP ; J17 VA RYTE ADDRESS, TAP Br DYNAMIC PAGES
JBIVLH JIT Va BYTE ADDRESS, VIRTUAL LINK KEAD
JBIVLK MM Ga HEAD BF VIRYUAL LINK CHATIN
JBivLT JrT Va RYTE ADDRESS, VIRTUAL LINK TAIL
JBIVLY MM Ga Tall 8F VIRTUAL LINK CHWAIN
JBBCP JI17 VA BYTE DIgP AF JBIBCP
JBMNP A JIT VA BYTE DISP AF JBIMNPF,
JBNASP JIT Va BYTE DigP AF JBINASP
JBPCC JIT Va RYTE DI1sP AF JBIPCC
JBPCP Jir Va RYTYF D1sP sF JBSPCP
JBPPC iT Va BYTE D1gP oF HIPPC
JBPPH JiT Va BYTE D1gP RF BIPPH
JBPPY COdIT Va RYTE D1gP #F _BIPPT
JBTDP JIT va RYTE DI&P &F _BLITDP
JBUP JI1T VA SFE JIRUP
JBVLH JIT Va RYTE DISP aF JHIVLH
JBVLY J17 Va RYTE D1gP sF HiVLT
JCCL J1T Va S1ZE AF CeaMManD LISy (1N WeRDS)Y (JICL)
JCL J1T Va WARD DyaP aF iCL
JCLE JI1T Va SFE JICLE
JCLL Jiv VA SFE JeCLL

€€l
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0P 00 0 00000000000 ) 0a 000000000 0000000a000s®e0000000cpP0000 ,0000000000000000900000000i0,9000000000 00000000

FBR TeEM IN Man(LE SEF SECTIEN CBMMENTY
.'.'.QOIOQQOQ..O'QOQ.'OOOQOOIQQl.QQ..'.Ooq‘poOO'0!QO.'.'...Q0.0.tO00.O0‘..'Q"'Q...'00000.000000.'000'.."
JCLP JI1T Va SEE JICLP
JCLPA JIT VA SEE JICLPA
JCLS JIT Va Spg JICLS
JCMAP JIT Va SEE JBICMAP
JCPC JIT VA WRRD DISP RF BIPCPK
JCUL g7 Va SEE JICUL
JDa JIT Va WarD Di1gP aF HiDA
JODLL JIiT Va Sep JiNDLL
JOLL JIT Va See JiPLL
JOUL JiT VA SEE JIDUL
JEUP J1T VA SFE JIEUP
JHIDA JiT Va HALFWARD taRLr BF DyeC ANDRESSES
JHIDA MM Ga INITIALTZED RY MEMMRY MANAGEMENT(JIT)
JHIPC JIT VA HW ARDR, PAGE # FAR vYEPMINAL
JHDA J17 VA HALFWBRN D1gP AF JWiNa
JHSWP 1D NT Va HALFWARD DiaP BF SWaR D
JIT JI1T. Va4 J9B INFARMATYIAN TAB p
JIT BVERVIEY BR JBR INFARMATIAN TAB| F
JITFPSI2 JIT Va RITS O=15 ARF THE St12E AF RI_LACWING BUF
JITIpSIZ JI1T VA BITS 0«15 ARF THE SYZE B INDEX BUFFER
JITLMN JI1T VA SEE JiLMN
JEFTLMNP JIT VA See JILMP
JITREE JIT Va ADCR B8F TREF TABLE
JITS ANAL 7 LE .01 PRINT SPECIFIFD JIT
JITUSCDX ST Va SFE JIUSCDX
JUAC JIT VA SFE JiJaC
JEMAP JiT VA SFE JBILMAP
Je8 BVERV W BA SCHERUL ING UNYT
JB8B STEP BVERVTYIEFW BR NIVISIANS WITHIN JBRS
J8BR ccl PaA JAR CAMMAND PRJICESSAR
J8PT wiT VA APTIRN RITS IN USE
JOPY TEL PR NCR ASSIGNMENT BITS
JPLL JIT Va -SEE JI!PLL
JPPC JI1T Va WaRD D1gP pF B3PPC
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0000000 00000000040, ,0000000 00000000 000002? 000000 0000%000° 3000000000 0000000,00009000g0 30000000000 0R00000

FOR ITFM IN YApLE SEF SECTION CaMMENT
000000000000 00”0905 90,000000090000000200000000000%00000%0009%,,30000000000000000 000990000 g0000%00% 0000008000
JPPH JIT VA WRARD D1gP aF |R1PPH
JPPY ' JI1T VA WARD D1gP apF BRIPPT
JPUL JIT Va SFE J!PUL
JRESAPT Jrr VA TEMP CelLl USED 10 RpvatN gTaNDARD 8Pl
JRNSY JIT V4 BITS Dey ARF RUN STaTUS® N JIT
JRST JIT VA SEE JRNST
JSTART JIT 7 SFE JISTARY
JSTDEPT JIT Va A WORD WHICH CINTAING THp STAMDARD APTY
JTC8 JIT VA ADNR BF TC®
JTELFLGS JIT VA FLAGe QED ARY TrL
JTELFLGR Tel PR FLAG RITS FAR CFRTAIN | AGYCAL STATES
JULTAN JUubLtay LJa CANVERT MBNTTYAR DATAL.TIME TR JULIAN
JULTAN ReCeavepp KR4O7 DATE CPMVERSTIAN FAR MATLRAY
JUNAME JIT VA WARD DISPLACEMENT Br JIUNAME In JIT
JVLCS JI1T VA SEE JiVLCS
JVLH JIT Va WARD D1gP AF BIVLM
JViLy JrT Va WaRD DIgP RF JBIVLT
KBr1e BASHANAL Dae0q TYPEWRITER HANDLER
xDBUT ol Tol, V5408 TRANSLATION TASLE Far gD pUTPUT BY ERC
KEYIN BVERVIEW Bm GHAST/AVERLAY FBAR B®prRATAR CAMMUNICATN
KEYINBUF TABLFe VR,03 R0 BYTre, KFYIN MESaAGr RUFFER
KEYN KEYM WA IPERATIR CONQALE CUMMAND PRACFSSER
KEYSUB KeYayn HA KEyIn RAUTINES
LABELS$TAPF * ANALZ LF.01 RFAD RrCBVERY,L,CREATED TAPE
LABELS CaNvpyeN AT e D1 NAMING CRNVENTIANS
LASTCRASH ANA| 7 LEWOY BPEN MRST RE~pNT MBuAMP
LBSUN CaCn VRe 08 USER # RY LINE #
LDLNK LNKYRE RC RAUTINE T8 PRRCESS | AAD £ LINK CALS
.DTRC LNKTRE RC RARUTINE TH PRACESS | aAN & TRANS CONT
LEXIT LNKTRE REC ROUTINE T8 PraCESS | MKTRC CLEANUP
LIBRARIES IVERVYIEW AR GEMNERAL DESCRIPTIAN AND I1DENTIFICATIAN
LIMITS IUSERS VNe 01 SPACF (RAD) LTITMITS ‘
LIMITS,DEFALT BATCH sr PEFAULT LIMITQ USED RY RATCH
LIMR ccl Pa LIMIT,MrSSAGR,TITLE CAMMAND PRARCESSR

Gl
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0000000!.010'n.9.|0..000'QO0000900.0000.l"i.Qc.l.loo'O...Q!QQ"QQOOOQO.""'OOIO..'C’.OO...O‘OQ'.O'O"'Q
FBR ITEM IN ~8DLE SEF SECTIGN CAMMeNT

0D 00 00000000000 ,000,0000800000000900000000P00 000000000000 ,3000000000000000830300008000090¢000%00000000800

I.INEAGE BVERVTIEW Ba FAREFATHERS aF UTS

L INK LINK RA LBADFR PRBGRAM

L INK BVERVIEW BF - ANeL INE LBADING OF RAMS

L. INK cacCn Vi, 08 MW, ADDR BF FIRST MpeSaGre RUFFER BY L#
INKLIMQ STE» En SETS ACCESS WITHIN Ao GYVEN RANAE

L ST Ccl PA LISTING AND FRRBR MpaSaGe UTILTITY RAOUT
LIST SYPrR RC CAMMANND

LISTCC Danaw 9 18 77  DISPLAY Ce'rrel CAMMAND

Lisrce PASciraM 9n 18 77 LIST PAGSY CANTROL eAMMANDS

Lisrce PAaSe3raM 91 18 77 NISPLAY CANTRRL CAMMAND

LISTCANT DEFnAM 94 (R 77 N1SPLAY CenTral, CBMMANN gPECIFIED BY S

LISTCENT PASg3RAM 90 18 77 NYSPLAY CBNTRRL CAMMAND FrRAM CHWARACTER

LISTERR PASaqRAV 9~ 18 77 NISPLAY ERRAR MESSAnE

LIsSTIT PaSeore? 92 18 77 L1ST CURRENT CHNTRE®| CaMMAND

LMA INIvIAS Na LeAD McMBRY rANTROL RELISTERS

LMFRGD - FRGM 9n 18 77 ALLRCATE WORK AREA FaR M:FRGP LAAD MaD

LMINT FrGr 97 1R 77  ADD INTERIM TABLES 7o MiFRGD LRAD MBNU

LVK L INK RA SAME AS LINK

LNKCNTR JI1T va B1TS 24e31 AF JIRNSY, LINK CRUNTER

LBAD LBAT RP+01 INTERNAL SYMRal, TABILP FaQMay, aNLY

LBADR CCl PA LRAD AND BVFR{ AY COMMAND pRACFRGHR

Leccr SYSaEN 99 18 77 RUILDS |.BCCY FILES

Leccr MANF 1X LAe01.01  USED TR BUILN HBBYF1LE

LBCCY FILFS SYSnpn 97 18 77 LecCy TtaBLe/frrlLE STRUCTURFE

LBCCTY LACCTRARY 9" 18 77 GEY MEXT RECARD FRBwm |ACCT TABLF INFeR

LBCJIY -ANAL 7 LF BUILM TABLE  (JITPAR)

.ecLec ANAYL 7 Le PprUSN STARTING AND pNDING LBCATIBNS

LBCTRAPS ANAL 7 Lr RUILN TABLES NISP AnnD PSDPG

LBGAFF JVERVTIEY RE TERMINATE A '1QER/J®R

LBGON LRGHY pr LAGHEN TERMINAL USER, LRGRFF ALL JORS

LBGAN JVEDV YW RF IDENTIFY £ APMIT A LISER TA THE SYSTEM

LBGR SeDaT Ve NR, RF USERS LRGGED aN

LYGRT ccl =) JSER LPGR=pN PRACESSAR

LP ANAI 2 LF«01 CLOSE AND RFEAPEN Me1 8 Y9 NFVICE LP
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FAR ITeM IN ManaLe SEc SECTIAN CAMMENTY

.0000900000000000....oc-o.oo...‘toooooo..go.aooﬁoo.o.'-’o'..aoo.ooo-Qoo0000-'000000'0'..00000090000001000‘

LEL

M:ALDCB MrALDCR VR, 04 ACCBUNTING Log DCB

MIBIDCB M:BiDCR VR,04 RINARY NPT NCR

MIBODCB MiBanecn VR4 D4 RINARPY RUTPUT DCB

M:iCDCB M:Cocr VR4 CaNTRBL CeMManND INPyy PCB

MiCIpcs MiCinen VR.O4 CAMPRESGED TNPUT DCPR

M:CaDCB MiCrDPER V2.0l CRMPREQGQED AIITPUT Dra

M:DADCB MtDeDrR VP ,n4 N1AGMARTIC AUITRPUT Den

MIEIDCB MIETDECR VReO4 ELEMENT INPUT DCB

MIEBDCH MiEPNCh VB e Ok ELEMENT BUTPUT DCR

MiFPPC MiCpu VF CAUNT aF MANTTAR FRpr PAGE PRBL
MIFPPC MM GA MANITAR FREF PAGE Pasl CSUMT

M3 FPPK MM GA MANITRR FReEr DPAGE FPRAL HEAD

MIFPPYT MeiCry VE TAIL 8F MBN1TAR FREF PAGE PAAL
MIFPPY MM Ga MBN]TRR FRre PAGE Peal rTatl

M3 GeDCB MiGeDerm VB, Ob Ex:CUTIaN aljrpUr DCRA

MiL10cCB MiL19rn V72,04 L13RARY INPIT DCR

MILLDCB MilLDCR V2,04 LISTINA LBG nrB

MiLBDCB MiLabrn VR, 04 LI&TING SUTPHIy DCR

M$8CDCB MsBroerna VB 04 aprRaYenR!'S C£ANSBLE N8

MIPaDCB MiPaneR VP ,.04 PUMCH A TPUT NCR

-MIgGP MM GaeDt FynDe awaP AN PARM

MISIDCB MiS10CR VB e D4 SAURCE tNPUT NnCg

M{SLDCB MiSLNCR VB .04 SYSTeM (86 DER

MISADCB Mi1Srnea VR, 0y SBURCE aUTPIIY DCB

MIUC JIT VA WARD APRNR RE 9B TIY| E (722 1egnS)
MIUS J17 VA warD ADNPR, Srr JITITLE

MiXX JIT Va SYSTeM NCR yseD BY nrlTA AVD STHER PRO
MalLBBX MaltRey ur DELIVERS MpeeaGpS Ta UgpRS

MAILB®X BaCwypo KA SEMD BapkUP arD FILI MeGaaGES TR USERS
MAILBRX ReCeveon K?,07 FYLE INCSONGTRTENCY “rS3age TR USER
MAND SNAP LR.O2 RAUTINE T8 PRACFSS aAMD CalS

MAP TAB| Fs VR,.n13 SFTS MAp RIT M PSD ANR pFTURNS TO Ry
MAPMBDE ANAL 2 Lot LRAD Map FeR gPECIF 1D USFR

MASK ANALZ Leend MAGK USED IN SEARCH
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000000800000 000%00 30000000000 0000 nttertRenerrn®e0es o0 0000009000000 000a0 000t etannstrntantasnntene?
FOR ITEM IN ManiLE SEF SECTIONM CAMMENTY

'."...QQQQOOO.Q.Q...QOQO.QQOQ.OOQ0.0QQ'.."OOQ.0,00Q’O.Q'...Q'.QQ.OQ!0Q‘..0.0000"...QQQQQ.Q.OQCQOO"'Q..

MASTER INDEX OVERVIEW - BC KEY INDEX INFR FOR pACH FILE

MAXJ1TS SsDar ve “MAX NUMBER AF TASK JITS IN SYSTEM
MAXBVLY MISPRAPFS VE MAXIMUM BVERLAY PRBFPSGAR #
MBIOWY =~ MM GAe01408  SWAP RAD TABLF® DW a12rF AF SGP

MBI AAMY MM GAe01408  SWAP RAD TARLF= GRANULE ADNRESS MASK
MBIGAM2 MM Gae01.08 SWaP RAND TaARLpe= GRANULEF PARL WARDS/GRN
_MBIGAM3 MM GAe01+08 SWAP RAD TARLE= SHIFT pABL TA 3RAN PARS
MBI GAMS MM GAs01+08 SWAP RAD TARLF= SHIPFT TRACK T8 GRAN AD
MB1GAMS MM GA«01e08  SWAP RAD TABRLFe SHIFT AF DA TH TRACK #
MBiGaMe MM GAeO1¢08  SWAP RAD vARLF= SECySR ANDRESS MASK
MBIGPT MM GAs01.08  SWAP RAD TARLF= GRANULES PFR TRACK
MB3PPUT My Cpu VF LINK e NgXT PHYSICAL PAGE IN CHAIN
MBIPPUT = MM GA PHY PG CHWAINS SET Up IN 1Y

MBTPPUT $8S EDe0O4 USAGe TABLE CaNTAINg SwaAP PG CHAIN
MBISWAPS MM GAe01408  SWAP RAD TARLF= SHIFT ARAN PRS TO SGPX
MCBUNY SNAP LRe02 RAUTINE T8 PRACESS FAUNT CALS

MOPR® J17 Va BI1TS Owié ARE THE MaX DEBUG PAGES 8UT
MEMSRY LAvaUT OVERVIEW BC MBNITAR, USFR, LIBRaRlFS, MAN, BVERLAY
MFL T VA SEE J!ASSIGN

MiF T SNAP LBe02 RBUTINE T® PRACESS tF CALS

MJCFLG JI17 VA

MM MM GA MEMBRY MANAGEMENT

MNSY gIT VA MAX M8 AF SAVE TAPES ALL9WED

MeDe ceCo VG.08 BYTE, LINE MANE BY | INF #

MBDF  FRGn 90 18 77  SEY UP MASYFR PLIST ANn SUB«PL18TS
MBDAEN SYSaeN 95 18 77  SPECIAL L&AD MODULE RUILDER

MODIFY MODIFY S0 18 77  BUILDS LBAD MARDULES

_MBDIFY - SySgen 95 18 77  BUILNS LOAD MRODULE (FXCEPT SFCTOO)
“MODIFY SUPeR or CAMMAND

MBDIFY PLISTS SYSGpM 90 18 77 SYSGEN PLISTS FBR MRRIFY (SEE RP1e07)
MBDULES BVERVIeW Br LISTED wlTW S1ZE AND FUNCTIRN

‘MBDULES ~ OVERVieW BF LISTED RY FUNECTION WITH S12FES

MONDMP RECAVERD KB,07 FILE CANTAINING CBRp DUMP FRM RECBVERY
MENFIX - MONF1IX LG MONITOR DEBURGING ANP REPLACING
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0000 0000000000060 00,0000 00000000000 00000089 0000%0000a®0009%,,000000000000000000000000% 90009000000 00c000000!
FAR ITgM IN “amyLE SEr SpCYIeN CaMueNY

.............,0.0....oo'.l.oio-oooocooooo.o'-on.'ovouo'o'.'..oo'.oQOOooo"'.o'l!i.‘.'0.0000090‘00000000000‘
MENF 1 X BVERVTIEW BF CREATE X M2OTFY- A ManlTvRAR N A FILE
MENINIT B8BrsyUR? NR RAAT MANITSR FRAM TaPfp
MBNINITY BVERVYIpW BN SYSTEM INITTALIZATIRN MARULE
MENITOR ANALZ Lre01 SETS AND RESETS MBNEI AR
MBNITOR CONvEN T AT 401 CARE RESIPDENT MANITRn PREQIRMNATIAN
MBN]IT®R SFRVC BVERVipgw B2 MeNITRR SERVIFES PERFARMERN VYA CALS
M8R SNAPR L?e0? RAUTINFE TR P2aCESS AR (CALS
MPAGES ANAL 2 LFeC1 GFEY MAMNITA2e WEAD,TATL AND COUMT
MPDS J17 va RITS (ke3] = MAX PE®D™ NIgr SPACE ALLAW
MP@B JIT VA RIT Seld 1S vaX PUNeU oy
MPP8 JI7 va RITS Det4, MaXIMUM PBCFSRPR PAGES 8yT
MRECBVER INITRCVYR L~ 9PERATAR REFAYERY ENTRY TR TNITRCVR
MRY JI1T Va MAXIMUM RUN TIME IN IY
MSG ANA| 2 Le INSERT MEQSARe INT® alUTPUT RUFFER
MSGBUT 18Q DADY AUTPUT 178 SVYQTEM EpoRfAD MPaRAGFS
MSLET Ji17 7 RITS Oeié s MAX S1Zr FeR | TRPARY ERRAR
MSNAP SNAP LRe0O? RAUTINE T8 PRACESS QMAPS
MSNAPC SNAR LPen2 RAUTINE T8 PoRCESS rANNTTIANAL SNAPS
MTAP BASWANAL 4603 9«TRACK TAPEF WANDLE®R :
MTDS JI1T VA R1TS ge1® = MaX TEMp DS SPACE ALLBW
MULTIwBATCH BVERVYIEW RD MARE THAN BNE SATCH AR caNCURRENTLY
MUPY 17T Va BITS Qewié, MAX USERg PAGFS BUT
MVEBUF CvyCiax KRe0D3e06 MAVE RECBVERY SUFFES T A"
NAFNDLSY PASS1Rav 9~ 18 77 PRaDIICE SUMMARY AF prLe NAMES NAT FAUN
NAME 1USERS VMe 01 JSER1S NAME 1N tUSERS FILF
NAMES Tel PR.03 CREATE UNIOUr NAME FaR ¢ FILFS
NAMSCAN SYSapFn 95 18 77 GET ALPHASNUMERIC NaAvE
NAMSCAN PASs2cr,? 91 18 77 SCAN PAGS2 PANTREBL ~RMMAND
NDRW JIT Va TRATAL # BF n1aC Rpang aANn WRITES
NEWQ - I8Q Da,CY RECEIVE REDUFQTS FBR /8 APERATIBNS
NEWQ TSle DR USED FRR SwaAP [/8 = [IVEY CL
NFB JiT Va # 3F FILE RLACKX BUF REING RE| RY [BSP
NFND TEL PR,03 CENVERT T8 TFXTC FBpMAY

NPMC MM GA INDICATES Na pHYSICAL PAGES AVATLARLE
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mg)"‘!!j}!qlo,!"!q.:}QOOQDOOQOQOQQOQCOQl'"i.0'!.00.'Q’!'..lo...QO'QOQQ'!‘Q'QCQ."‘O'QQ00000'09'1000’000’
FOR ITEM IN MBnIILE SEE SECTIBN COMMENT

...0..0000.0.0’0'.0!.9000000Ol0.000.0oltOQ'.0O.'.lQoo'."’.QOQQ.09OQQQO0.0'Q.'OQO”"'90!.“.'000’00‘QOOQ'

NPMC ED.02 PRESENCE IN CMAP MAy IMDICATF TNIT,DCB
‘NPMT™ $8S ED DETERMINES WWERE PHy PG NEEDED
NTRW Ji17 VA Byg®31, ¥ 8F TAPE RpaADS AND WRTYTES
-NXACTCHR SYSAEN 9n 18 77 GEY NEXT ACTIVE CHARACTER
NXTINCL DEFREM 97 18 77  SBTAIN NEXT INCLUDE FILE MAME
NXTNAM PASS3RAM 9n 18 77 GET MEXT NAMP AFTER SAVE APTIBM
BCINY 100 DA.O1 PRRCFSS CBNTRAL PANgL INTERRUPT
8CQUEUE 18Q DA«O1 BUTPUT TYPEVWRITER MFSSARES
8FF - LeGeN PC TERMINATE BNaLINE SpsS1BN
BKABN PASS{RAM 90 18 77  GFT MEXT FILF FROM :9Ysq
APERATOR CBMM BVERV1IpW BD CAMMUNICATIAN VIA KpYIw
8PLBENT FRGN 9N 18 77 SAVE BPLABEL AND LHEATIAN VALUF
8PN PASS1RAM 97 18 77  COPY FILE FRAM BI/EY DFVIEF TR pILE nE
BPNSTARF cer Pa APENe USERS TEpMPBRARY FILES
8PNUTSD ANALZ LE.OY apeN Mtpl YR UTSDUMP FiLp
8SAC S§S ENe 01 RBUTINE T& AINER,SHRy AND CHAIN CL S
8TMAINCL DeFraM 90 18 77 PRBCESS ABNARMAL BPpN afF 1MCLUDE FILE
BUTLLERR PASS2Cr! 97 18 77 L1ST CANTRAL ¢3IMMANR IN pFRREBR
BUTOFPGS STEP ER SUPPLYS ABSRT CEBDE ax T° TrL
BUTSYM BUTeYM Fa RUTPUT SYMBIANT (LP,CP)
@VHT I Mg JI1T7 VA CURRpNTY PRRCraS BVERHEAD TIME 1N JIT
PIAC MiSPRArS ve ACCESS COPDES FOR THP 14 VIP, PAGES
piNAME MiSPRAAS ve Dw NAME BfF pRACESSPR AR TFXTC
1SA MiSPRRrS ve STARTING ADDR RF PRer ¢
1TCB MiSPRarS Ve PRAC TCB ADNREcSS RY PRAC #
AGE CeC DCs01404 SET LIP PAGE WFADER sUTPUT
PASSWORD IUSFRS vMe 01 SECURITY
PASSO CClop ND PASSA CBNTRAL COAMMAMD INTERPRETER
PASSY ‘SYSaEN 94 18 77  SYSGEN FILE MANAGER WR1TFS RA TAPES
PASSY PASS4RAM 9~ 18 77 MAIN ENTRY,. INITIALTZE AND CANTROL
PASS{NXT PHASE R ND PERFARM PASSH GENMAS GENDICTS
PASS? SYSGEN 99 18 77  SYSGeN TABLF RUILDER
PASS3 SyYSaeN 90 18 77 L.8ADs MeNITAR AND PRACrSgARS
 pABS3BIS PASSIRAM 9n 18 77 PROCESS BIAS APTIABN
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FBR 1TFM IN “AnLE SEF SFCTIBN CAMMeNT

olliootooooooo.t'eog.oOOOQOOQQ0-..-00000.0’00'0"00'000000QQOQOQOOQQQOO0"00'00'0‘.'0‘01.Q'QQ“Q'QQOO.‘..."

PASS3CHK PASEana™ 9~ 18 77 PUT VALUES INT® LBCFY TARLE

PASS3DEL PaSS3RaM 9% 18 77  PR8CrSS DELETE PPYIAN

PASS3LCT PASG3RAM 99 18 77  REFORM LBCCT rlLE ReCORDS INTS LBCCT T
PASS3NXT PASS3RAM 9 18 77 GET NEYT CANTREL CBMMAND

PASS3PAR PaASaqRaM 98 18 77 PRACESS CANTPAL CAMMAND PARAMETERS
PBIDCRSZ M1SpRAAG ve NUMBER 8F PAGrS BF NCB1S BY PRAC #
pBINGZ Mi1SPRAFrS Ve NUMBER AF PAGES BF PROC DaTA BY PRAC #
pPBI PP MiSPRara Ve HEAD AF PHYQYCAL PAfr CHatN BRY PRBC #
PBiWPP MM GA. PRACESSARS PHWY PG ChalN WEAD

PBIMYA MiSPRAFS ve VIRTUAL PAGF % BF 1eT PAGF NAT USED
PBILNK Mi1SPRarS Ve PRACFSSAR # 9F FIRST BVER|.AY BY PROC #
PBIPSZ MISPRArS VE NUMBER aF Pafes 8F PreC PRACEDURE
pBIPSZ MM GA S1ZE 9F PRACrgSHeR

PBIPVA Mi1SPRyra ve VIPTUAL PAGr % 8F FiRrSy PAGE USgD
PBITPP MiSPRersg ve TAIL AF PHYgrCAL PAGE CHAIN RY PRBC #
PBITPP MM GA PRACEFSSARS PHy PG CHAIM TAIL

pRIUC Mi1SFERAerR ve CAUNY apF CURRpENT USe®S IN CARE BY PReC
PBYILACK MiSPRarg Ve DW, PRACESSAR LACKEM 1M CARE BYT TABLE
PCCF JIT VA RIT 9 BF JIRNGT, PRACESSAR CANTROL CMD
PCCI MiSPRAFS ve PRACFSSAR ¢ Ap CC!

PCL PCL 71730727 PCL EXECUTIVF

pCL BVERVIEW BF PERIPHERAL CANVERSIAM | ANGUAGE

PCLLIST PCL 743027 LIST,DFLETE,REW,SPE  CAMMAND PRACESSR
PCT FRGN 97 18 77  SET CONDITIANG FAR PROCESSING CT VALUE
pCTA FRGN 92 18 77 SET CANDITIANG FBR PRACFQSING £T0 VALU
PENT TEL PR.03 INSEeY PARAMFTER INTHS oKF| FTAL DLIST
PER BVERV P RE SYMBIANT ARFA 9F RANR

PERFBRMANCE BVERVYIEY RN SYSTeEM PERFADPMANCE MFPASURFMENTS

PFA BVERVIEW R FILE MANMAGEMENT AREA 8F RAD

PFCAM FRGP 91 18 77 SET COMDITIRNG FBR PRACESSING FCBM Val
PFFPBAL FRGp 97 18 77  SFT rONPITIAVNG FBR ppBrESSING FFPOBOL V
PFIPRAL FRGD 92 1R 77 SET CBMDITIANG FAR PROCESSING FIPBOL V
pPFSR PFSR KE PAWER FAIL SAFE RBUYINFS

pPGS8UY ANAL 7 Lee0t DISPLAY HEAD,TAIL, AMD CAUNT AS CHAINM

84
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0000000000090 00000 30, ,000000000000000000008°%°0000000000%0000 300000000000 00000900000000090,000000000000000% 00000
FBR ITEM IN MAn(LE SEF SECTIAN CoMMpNTY

2000000000000 90% 00 5 00,00800000020000080000000%001000%0000200%0%00 3000000000080 0000900009000 0090090000000 g0008s00%0

PHIDDA MiSPRRP] vE N1SC ANNR, AF 1ST PAGE AF DATA AND DcB
PHIPDA MiSPRAPS ve D1SC ANDNR 8F ¢STY PAGEr AF PRACENURE
PHASE A PuACE A Nn PROBCFSS GENAP,GENCHN, ANp GEMPRR
PHASEB PHAGER NP TRANGLATE GENMD AND GENDICY

PHASEC PHAGEr NP CRPY PA TH :1qvS ACCAIINT, ADD GENMDS
PHASED PHAerFnD NP N8P« REPLACED BY SYaMAK

PINTS FRGD 99 18 77 PRACEFSS INTYS RPTIBN

PM PM IR PERFARMANCE MPASUREMENY ROUTINES

PMD PMD LR.03 RAUTINE T8 PrRACESS PMDE AND PMDIS
PMDAT PMDaY vJ DATA BAQE FAR PERFBRMANCE MEASUREMENT
PMDAT PM IR NATA RAQE FAR PERFBRMAMCE MEASUREMENT
PNFRGD FRGD 9n 1R 77 SET CONDITIANG FOR PRACESSING NFRGD VA
PNINT FRGN 99 18 77 SFT cBNDITIANG FBR PRBFESSING NINT Val
P8 TAPE BVERVTIpW BC ALL DATA NEEPNED TO ReGIN UTS BPERATIAN
PBDCBS PaDrRg N DCB's FAR PagsO

PPAGES ANA| 2 LE.01 GFT PRACESSANG HEAD,TATL AND COUNT

pPP PpP NeNE ANCIENT NULL TABLE

PPRACS MISPRAPS vE NUMBER BF PRACESSBRe

PRAD ‘USeRe VN. 01 PeRMANENT RAD SPACE LIMYY

pRESDF FRGD 97 {8 77 SET CONDITIANG FBR pROCESSING RESDF vA
PRINT SYMeaw se PRIMNY SYMBARL AND MEeSAfGE

PRINT ANALZ LEe01 CLASF SYMBIANY FILES

PRINTMSS PASsace!? 90 18 77  PRINy MpSSafne

PRINTMSG PASSaCrt 90 18 77 DISPLAY ERRAR INFBRMATIAN

PRINTY ~ SyMean 1 PRINT MpSSanrs

PRIVILEGE 1USERS VN 01 EXECUTIAN FRepDBM

PRBCDEF FRGn 90 18 77 INTERRAGATE aANTRBL TARLE pNTRY
pRBCESSBRS BVERVIEW aF LISTED WITH Q1ZF ANM FUNCTYIAN

PRBCS ANAL? LE.0O1 FARMAT AND pPoINY PRRCEGSAR TABLES
PRAMPY (of Jof ) V.05 QYTE, PROMPYT pHAR Bp LINF RY LINE #
PRT JI17 VA BITS B T4 12 ARE THr PRISRITY ®F JGB
PRTERR PCL 7173027 PRINTS pRRBR MESSAGrS

PRTBUT BASHANPAL DA+03 LINE PRINTER WANDLER

PRTBUTL BASHANAL DAe03 LBW COBST LINF PRINTEFR HANDLER
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SEF SFrYISM

CAMMENTY
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JUL 19273

FOR I1TgM IN Mam0LF
PSA MM
PSDS ANAL?
PSYMF SYMF1L a
pPTAP PTAP
PTEL Mi1SPRamn
PUBLIC PRRGRM BVERVYIEY
PODCRS GHBeTY
pPRCC! SYSGEN
p2CacC SYSApN
AVEUE, QUEuEy 180
AUBTSCAN SYSrgw
RATE FILE IRATE
RATE FILF RATrg
RATES RATrS
RATES BVERVIEH
RCLABLE PASS1RAM
RCVCTL ReveTL
RCYDMP CyCisr
RCVRAD cyCuse
RPERLAG RDERLAR
ROICLIST URCHAN
RDINCFCH PASsa2ce?
RONEXT SYMrar
RDOSRCH " SYMraw
ROWRY PCL
RELENT BaSHALIAL
READAM TEL
READB! ccl
READCC DEFmaM
READCC PASEar,?
READCC PASG3PAM
READCD PASqyraM
READCANT DEFRAM
READCRUNT PASE3RAM

5

GAeD1eNR
LEe01

KR 40403
DAD3

ve

N

91 18 77
9~ 18 77
Da.0O1

9% 1R 77
VHae 013

AR

Qr

BF

97 18 77
KRa01
KRaN3a0é
KR403e04
1A

90 18 77
27 18 77
Se

s
773027
DAl02
PR.N3

PA

90 18 77
9n 18 77
30 18 77
%0 18 77
99 18 77
an 18 77

SWAPPER AREA AF RAD
DUMP TRAPS

INFREM APERATAR BF NYISCARDED SYMBIGNY
PAPER TAPE HAMDLER

PRACrSSAR # A TEL

IIGERWSPACE PRAGRAMS NBY SHARED

PASE n DCRS
READS AND AQQTGNS PaAGS?2 CAMMANDS
PRECESOES Cof
RECETVE RENFQTS FOr 1/8 APERATIANS
GFT “EXT FIeLD AND rHWECK FRPR STRING
DATA BASE °oF ACCBUNTING RATE STRUCTURE
FILE 8F CHARGE RATES
CHARGE RATE FANTRBL PRACESEAR
ESTARLISH RATE WEIGHTS FOR USEFRS
PRBCESS fLAREL COMMAND
RECBVERY MATN CANTRA
CAPY RECBVYERY DUMP ra mAD
LACATION CBNTAINNG MA FAR CARE NUMP
READ ERRBR LG
CHANGE RELBCATIABN DYCTIANARY
GET FIRQT FIrLD OF caNTRAL COMMAND
SET RPEGISTER T? REF/NEF STACK 1TEM
LBCATE gYMRA| IN REF/DrFF QTACK
PERFRRMG FIIF CBPY
MAKE REENTRANCE TESY
READ A/M TABRLE ENTRY
TRANSFERS INpUT DATA TA TEMPARARY FILE
READ NEXT CAMMAND
READ CANTRB. CBMMANA
READ NExT CANTRAL CeMMAND
READ NEXT Pacg] CONTR®L rAMMAND
PRECESS CBANTINUATION CaMMAND
PRACESS COMTINUATIAN CAaMMAND

........
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00 0000000000000 % 000, ,0000000 000000000000 000000000000000000 ,000000000000000090009000000,0300000000000000 09000

FOR ITEM IN MPALE SEF SECTION COMMENTY

.Q.Q"Oootlioc.o'o.Q.ltc'ot‘o-oc..ooocooo"QO'Q‘0000.00'0'..OQO..OOOQQQOO!OO.0O.0....0..'.....0..0.."0....'

READFILE PASg1RAM 9n 18 77  ENTER NAME N STD TanLr

READX PASeraM 99 18 77 SAME AS COPYYTM

REBIT Tel PR,03 RESEY APTIAN RIT UPAN PCB RELEASE
RECARD RgCarn LF EVENT RpCARD RAUTINg AND AUFFER
RECBVER INITRCVUR Le BeGIN SINGLE ISER ARSRT AR RECMVERY
RECBVERY BVERVIEW BN RESTARE SYSTFM AFTER UNRECARVRBL FAILUR
RECBVERY RUFF CyCusr KR,013 BUFFER FBR SAVING SysTrM PARAMETERS
RECBVER2 . RECAVER? KReQ7 QESTARE SYSTEM TAB|FS

REF/DEF DeFeom sh STACK PRODUCEN BY LmaAD

REF/DEF SYMesN Sr StaCk PRBDUCEFN BY LmaAD

REF, N CANVENe AR, 04 aYMBaL ALIGNMpNT BY Mpya aAND L®ADER
REGPRT DuMp LRe0O2 PRINTS pSD X REGS

REGS ANAL Z LFe01 DETERMINE CAlIGE BF ¢RASH AND DUMP REG]
RELSTARF ACCrsum PC.01 SUBRAUTINE to RpLEAQF STAR FILFS
RELSYM SYMF1Le KReD4e02 RELEASE FILFS BF ALL SYMFILE ENTRIES
REMBVE . SUPFR Qc CaMMAND

REPLACEMENT ANA| 7 LF .01 ALTER RUNNINA MBNITaR

REQCHM 180 DAeO1L PERFORM FINAL CLEAN|)® aF A REQUFST
REQDC RgQnC Fa N1SC AND CARF ALLACaATIAN FAR SYMB,CHARP
RESCEM SYMrAay S DETERMINE ReealUTIBN B8F REF/DEF ITEM
ROMDELEY PASS3RAM 99 18 77 NFLETE pLEMFNTY FILES

ROOBM SDEviIee 9n 18 77 CHECK FOR AVAILABLE wORK AREA

ROBBTCNT SYMy AR VA NUMBER AF 4 WARD ENYRIEFS IN RBATSYM
RBBTSYM SYMy AR vn SyYMBeL T8L,W1aXA400,W2sANNR,W3,4sNAME
RRSG, RRBA TSTHGP KRe02,.03 FREE A GRANULFE FOR a FILF ™R SYMBIONT
RSZ -CACn VGe08 RYTE, MAX MPSQAGE St2E BY LIMNE »
RTMAINCL DEFmAM 97 18 77  PRARCEgS ABNAOMAL READ aF NCLUDE FILE
RUNFLAG JI1T VA RITS 10«14 ARF RUN FLAGS

RUNNER RUNDAM LRe01 RUILD DFBUG TABLES

RUNR ccl PA QUN CAMMAND PRBCESSAR

SIAJP SsDat e

S{AJP SsS £Ne02 TeMP USeD v® GAVE AJIY PP NDURING SWAP
S!BCL SsDar Ve L1ST 8F PTRS t9 CMNAN L1ST,(SEE SBIOSUL
SIBCL SSS EN.O1 BEG ®F €L FA@ USER eWAPPEN BUT
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FAR 1TeEM IN “AnILF Ser QgcTIeN COMmMeNTY
..0000000000'0.000.0..9ooo-o'oooo..aco;coo,'ooa.'..oo.O.Oo’.«.o.o.oqoooqooﬁooaiaogouoao0....0..000010000100001
Si1BDA SSDar Ve L1IST 8¢ BEGIN DISC a™DR, (SFE SRIOSUL)
SiBDA SsS EDe0Y FIRST D1SC,ANR BF UearR SwaAPPED PUT
SIBFIS SsDar ve NUMBER AF jAaRg IN BATCH STREAM
SiBUALS MgIvC ve BATCH USERS 4| LOWED aN TWE SYSTEM
siBUIS SsDar ve COUNT AF BATCH USFRe IM SYSTEM
siCLP SSsS ENeNY PaINTER T® WARD DpSymBven 1N USER'S CL
stCLS SSS ENeD1 WARD DESTRAYEN IN (| BY TIC
S1CUALS MsIme ve CURRENT USgRe ALLBWpn AN THE SYSTEM . oo
siCuis SsDar ve CauNy 9F Usrrg IN SyateM
siCUM SsDar ve CURRpNT USFR NUMBER
SIEAF SsDar vre
SIECL SsDar ve LIST AF PTRS v9 END aF CMND LIST
S'ECL SSS ENe0 END AF CL FAR USER eWAPPTH 8UT
SIEDA SSpar Ve L1ST 3F ENNntNG DISC ADMR (REE S8IOBSUL)
SIEVF SsDar ve cveENY HAS ACryURED F AG
SIFPPC SsDat ve CAUNT 9F N3, AF FREe PaGES IN SIFPPT
giFPPC ssS ENent CRUNT AF SWAPPER'S FREr PHY Pafp PesL
SIFPPH . SsDar ve HEAD 8F SwapprR FREr PAgE PRAL
SIFPPH §sS ENeOY HEAD BF SWAPPERI'S FREE PHY PAGF POBL
SIFPPT SsDar Ve TAIL 5F SwappeR FREr PAGE PBAL
SIFPPT SSS ET 01 TAIL AF SWAPPEFRIS FRPFE PHY PAGF POBL
SIGUBRTEL © 8sDar ve DW, MAMp 8F AWPST JeR RY GHASY BB #
SIHIR SsDay ve CAUNT AF H1«PRISRITY JaRg RFADY T8 RUN
StIDLE SSDar ve IDLE FLAG
SIISUN SSDar vr INSWAP USER NIMBER
St ISUN S§S ENe0? THE # AF THE USER Te PPpPARE FAR EXEC
stJCL SsDar ve CAMMANND LIST F9R REANING JTT BR AJIT
siJCL Sss ENeD? WHERE CL RUTLY T8 SwaP v adiT K JIT
SIJITERR SsS FRe0D? RAUTINE HANDL S JIT SWAp FRRARS
SiJSP SSDarT Ve (JIT SFCTER PAS, + anLAY)/»
siJsP SsS EN,D7 SAVES JITS ARaAN P8BS 1Sy swaP 1V
SILUN SsDarT vr LAST USER MNIMRER
S10ss SsDar Ve AUTSWAR SI12F
Si1BUALS MiImE vr ANl INE USFRQ ALLAWeS AN THE SYSTEM

9 4|
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L
&
J& 2199 INDEX BRY IYEM
{24 A3 YXRRTALLENY) ,
Irem IN MenLE SEE SECTION
- d _S80at ve
sIPCY 8gs ED.O2
SsoaT ve
888 EDO1
SsDAT ve
$88 EA -
880,71 ve
f!;i. gDe02
- S0ar Ve
SIPWPENY - S8Dat Ve
NTOWPCNY "985 ED.OY
SITRNSVECL S8DAT ve
stusiD ' S8DaY ve
i 58 EA
_ - SACY Fa
sA UCAL 1A
BAVEALL BACKUP KA (01
SAVEREGS INITREVR LD
SAVHGP TSTHGP KB, 02,02
SAVINCEM FASE3RAM 90 18 77
SAVEYM | SYMFILg KB+04,01
sBich SSDar ve
sBieYY EA
sBigxy §8S EA
gB8IFPL S8Oay Ve
PPN 502 R 1 o
g = . sabay ve
ssOar ve
S8Day ve
S8S EA
$sDay ve
AY —ve
$sDaY ve
888 ED.O2

UTS TEAMNICAL MANUAL

0000000 00000000000 000000000000t 0000% 0000000000000ty lygnegltingtgagqesetosiognnetoperae

COMMENT

TOTAL PAGE €AUNY FOR SWAP IN

“PAGE COBUNT T® SWAP N USER & PRPCESSAR
SWAPPER COMMAND LIST TABLE

WHERF CL'S RUTLT T2 SWAP BUT JITS

STATEF FVENT TRANSITrAN TARF

SWAP IN PRABGRrSS FLas

RESET AT END 8F SWAP [N, qWAP CAMPLEYE
CAUNY AF USERS T8 Be SWAPPED IM

SWAP CAUNTER FPR SWaP 1DENTIFICATIEN
READ CHECK 1D FBR NpxT 8 TSWAP USER
EVENT TRANS, VECTOR pBR FVENTS >sX'14Q!
USER SYSTEM n

STYATE 18, USFRS WAIvING FAR CBC BUFFgR
QUEVED SYMRIANT AND cBMp RESTARY
LIMITED ONLINE CHECKPBINTY

TYPE OF AUTAMATIC BaCKUP

REGISTERS SAVED FOR REFBVERY & ANALZ
SAVE (FDA), (e8M1), aND (SM1) IN HGP
SAVE L®CCT TABLE FURr SYSTEM STARAGE
SAVE SYMFILE AND SYMFSDA

COUNTY 8F USFRS IN O Y STATE #

EVENT INDEX INTB® StiepT

LIST 8F EXECUYABLE STATES

L1ST 8F PRBCpsSARS rnspo BRY AUTSWAP
NUMBgR aF PRACESSARe FReppD BY AUTSWAP
GHeSY U8B FLAGS BY guesT URB #

GHASY JaB UgPr NUMBrRr, By GuagY JB8B #

R oF Qrs

L1ST OF WIGH PRIBRIyY STATES
PRACe yveMP PHYSICAL PAGE CHAIN HEAD

" USgR # 8F FIRGT USER IN STATE O

NUMBER aF PRACESSEBRg T gWaP N

_INDICATE HBW MANY PRSCEFSSBRS TA SWAPIN
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FBR ITgM IN v~anLE SFpe gErTIOM CAMMENT

.000.......0..'00....ooooooto.oooooao-oooc'.o.o'tto..'0000..o-o.ooococ.o‘oOQOao'0‘"0‘0900000'0000000'000"0

SBIOSN SsDar vr MUMBER AF AyTAYING |JGERS

gBIesN SSS ENe NUMBER AF UerRS TO qwAF ayT

SBIOSUL SSparT ve LIST 8F ByTGPING USFRS

sBiosuUL SSS EDeN USER NUMBERS aF USERS TR gSWAP AUT
sB8iasULY §sS 2alYel! TEMP WARK TARLE IDENTICAL TR SR:BSUL
gBIPNL ssDay ve 4 AF PRACEFISARS TB cwAP N (epr SBINP)
SBIPNL SSS EReD? L1ST BF # 8¢ pRACES"RS T8 SWAP IN
sBISET SSS EA STATC £VENT TRANSITtaN Rp CRNES

sBisSWP SsS Fa L1IST AF SwWararlLE STatfEe

gBira SsDar ve UGER # AF 1gy USER N araYFr 2

SBAY S§S £a STATE g, BATCH COMPLTE RAUND USFRS
SBINBUT CANwRay QA £A\VVERTS RINARY THB ralRIC

8K ssS EA STATE 4, USFEFRS WHR HAVE HIT RREAK
SBLANK CANrRayS Qa APPENDS A SPecIFIED # 3F RLANKS TO B8UT
sC SsS EA STATE 7, H! PRIABRITY CeaMpYF Q

SCAN Tel PR¢n3 PARSE CRMMANMN LINE

SCAN ROUTINES SYSGFN 94 18 77 SYRGEN CHMARAFMTER SCaMNTMNG RRUTTINES
SCANNER ANALZ LT eNt INTERPPRET ANALYZE CamMMANNG

SCHEDULER BVERVIEW B® ACTIEN PERFARMED BN qTATE AUEUFS
sCJeBX SYMSURR V1.013

SCNTXT MISnEY V1.03 SYMBIBNT CRNTEXT Bl ReK AppR RY SYMBIRN
sCoOM SSS EA STATE ”, COMPUTE BBUND USFRS

sCREECH INITROVUR L REGIM SINGLF USER ARARY aR RECSVERY
sCU SsS £A STATE A, CURSENT USpe®

sDEC CANYRAS 24 CAMVERY EBRCHYC TB BIyARY

SDEVICE SYSnEN 9n 18 77 PRBCrSSFS SNFVICE

SDEVICED SpEviere 9n 18 77 PRECESS NEXT PARENTLFTYICA| FIELD

sDEVO SDEVICE 95 18 77 PRACESS NEXT YYNDD

SDEvVs SDEVICE 95 18 77 GEMERATE MiIGHFV LBAR ManRr

sOLaY SsDar ve 4 BF SFCTBRS RETWEEN JIT X RpST O8F PGS
sOLAY SsS ENWQ? SECTRR DELAY RETWEEN JIT X USER GRAN
sDér CaNYR®S e} INSERT DECIMAL POINTY

soP SsS EA . STATE D, USrPg WAITING FAaR SWAP RAD PG
SEARCH ANAL 2 LE+O1 SEARCH FBR SPeCIFTER ValLUr WITHIN LIM]

iyl
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“17EM IN MODLE SEF SECTION CeMMeNTY
.."..".Q'...'C’....l.."’.QQ..OQQQQQ.'QQ.QQQQQOCOQQ'O'O’.QOOQQl.0!l.....l.‘..’."""l."!Q'.Q....OQ'..’Q.
sth~ Ss . EA STATE 3, USFRS Q'ED FEBR TEL (CANTROL E

i F SO {4 USER 8R SHARFN PRBCFSS8R AVRLAY LOADER
’%ltinnm 90 18 77  PRBCESS !SELFCT COMMAND
QA ~ BUTPUT BUFFER
DR CHECK CaMMANM LIST PHAIN
EA STATE (R, OPFRATOR pRRARED USER
DAe01 SERVICE 1/8 PpVICE
DB "RBUTINE SETS REGS IN TS18 FAR NpWQ

90 18 77 PROCESS ALL BPTIBN mN SELECT/UPDATE €8
‘‘‘‘‘ 90 18 77  BUILD HGP Biy MAPS FSR PFA AND PER
UHCHAV 90 18 77 MANIPULATE [ ®AD MBD| ) E

Csnvnan QA DETERMINES AN INDEX VALUp FBR NAME
M GA+01,08 SWAPPE GRANULE ALLBEATION PRAL
EDeO! LAST DISC ADR @F USFR SWAPPED MUY
ve D1SC ADDRESSFS FOR 1T AND AJITY
ED.O2 D1sC ADDRESS TABLE FBR SiJCL
VE D1SC ADDRESS AF GHBar B JI1T Ry GHMBST
vE SgeK DISC ADNPRESSES rReF'd BY S1S5CL
, - ED,LO! AREA USED FaR D1SC APR FRR SISCL
BHARED F B PURE PRACEDURFS SHARED BY USERS
SHENP 1D 988 EN.O1 HALF WARD IN& FAR RpaD CHECKING
si8C 2~ 888 EA SYATE 12, USFRS WITW 1/8 CAMPLETE
ILILA 885 A STATE 11, USPRS WITW 1/A N PRAGRESS
$104 888 EA STATE 104 USFRS WAITING T® START /0
IR o SsS EA STATE %, USPFRS WITH TTVY INPUT CAMPLETE
SIZEC T UBCHAN T 94 18 77  KEEP TRACK #F DISC APTIANS
sL188 MsIme vJ BATCHW RIAS
Msttat o Migme VJ MAX CBRp ALL®WED ANY BATCH USER
sLTCORE MyyMe vJ MAX CBRe ALLAWED SPpr1alL PRRCEegARS
sbinC MiIMe 'N MaX CBRp ALLAWED ANY @Mel t1NE USER
skioy MgIME VJ MaX # 9F TaPrg ALLBWED ANaLINE USERS
SLTAMIN T MIIME vJ MINIMUM QUANTUM
SLIQUAN MpIme 'N| QUANTUM FBR rAMPUYE RBUND USERS

sLire Milve vJ # 8F CHARS A BLBCK YERMINAL BUTPUT
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otnononoo'oooq00°qoc.ocooo-oo.ocooooon-oo"noQQOOQoog'0000p.o.o.ooocoo00000a00090°"0000000'0""""""."
FBR ITEM IN M8MIiLF  SEF SECTISN COMMENT

.0000000oo.oc.00'p...ooo!.olooQ-QQ-OOQQO0'0000000000.'0'..no000000.0OQOQOQ.,Oooq.....Q...’CQQOQQ!DO'."..'”

sliuB NED Efe V. # 8F CHAR TR UNBLBCK TERMIVAL RUTPUT
SLAVE BVERVIEW BR USER PRBGRAM MBDE,!,r.,N8T MENITOR
SLEEP CAL UCAL 1a MIWAIT, PROCPFSSED By TiwalTY

sLIMS SLIMg NRNE ANCIENT NULL YABLE

SMAXBUT ssDar ve MaX NUMRER 8F USERS swWaPpgn 8UTY

sMBUTS M2 IMC e MAXIMUM BATYCH JBBS N gsYSTEM

sMUIS MiIMe ve MAXIMUM USERS IN SYerTeEM

SNAME CaNyRay Qa INPUTS 4 STRING FRMM TERMINAL

SNAP SNAP LBy0? expCUTIAN TiMp PRACrgSAR FRR DFRUG Cal
SNDDX Mi1SnEy V.01 SNDDX,0 IS NUMBER Bp SYMBIANTS

SNDDX MISnEV V.01 RYTE, DCT INPgX BY QYMRIANT INPEX
SNRRT . S8SS EA STYATE 1, REAL TIME |JRERS

gNSTS ¢ S8S EA NUMBEQ AF STATES IN QYSTEM

QOFF ; Ss8 FA STATE 1C)BPFRATBR ARARY BR USER HUNG U
56N S8S EA STATE 2, USFRg Q'ED FBR LBG BN
SBRY/MERGE BVERY W BRF XDS e8RT/MEFRARE

seur CANTRY| 0a SAME AS SAUrta, BUT aLS® BUTPUTS BUFFER
s8ura CaNrray QA APPENDS A STRING TB aUTPUT RUFFER
SPACE SYMeeN ST JPSPACE A GtveN NUMppPR Bp | INESR
SPACES,SPACE2 ANALZ Le INSERT sPACP® IN OBUvPUr BUFFER
SPECIHAND SYSnEN 90 18 77  SPEC!HAND Ftlr STRUPTYURE

SPECFIL ANALZ LeeOt RPN Mip] TA RECBVERY FiLp MPNDMP
gPMAP 8sS EDeD2 RAUTINE PUTS pRBCESeaR PHY PG TN CMAP
qPRACS SYSGE 87 18 77 PreCrsseS sP2ACS »
SQA SsS EA STATE 142 UJSERS G1EN FBER ACCESS TO 1,0
SOUIRREL BACwyp Ka,o01 TYPE BF AUTAVATIC BACKUP

SRCHF SRCHF Fa SEARCH SYMFILe TO DrLEYE FILFE

SRCHTRBL PASCiRAaM 9 18 77 SFARCH FILE ®R STD TABLF F®R NAME

sRETY Mi1Shry VIent SYMBIANT RpEYURN ADDReSS RY SYMRIBNTY #
sS JiT VA RtTS 26 T8 31 ARE Parunrp SFNSE SWITCHE
SSDAT §sDar ve DATA BASE FAR SCHEDULER/SWAPPER :
SSDAT $8S EA DATA BASE FAR SCHEDULER

SSIG MIShEY Viect BYTE, STGNAL. rHARACYrR BY SYM «

8Ss 8ss Ea SCHERDULER ANMN SWAPPeD

14!
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000000080000 00® 0?3 00,0000000 00000 00000000000 000%0000aP0?00,0000000000000000p00000000909099000000000000000%0
FAR I1TeM IN MARILF SEF SECTION CoMMENT

000000000000 00%°00 0000000 arP? 0000000 Peenenn®enno®ersne®n®e®,00000p00000000000900000000900900000%00000000000%,

SSTAY Mi1Shry V1.0t BYTE, SYMBIANT STATUS RY QYMBIANT ¢

STADDR SDEvVIre 91 18 77 CALL MADIFY RBUTINE

STAR FILES BVEavVYIEW BR : UNIQUELY NAMFRn TEMP pPILES RY SYSTEM 1D

STAR FILES ACCTSUM Pr.01 RELEASE OF TFMPBRARY FILES

START SsS EA EVENY 48, ADN REAL TIME USFR

START!® 180 DA.O1 INITIATE ALL ?/8 8prRATIANS

STATE CRCn V.08 BYTE, STATE e LINE RY LINE ¢

STATE GUEUES BVERVIpW RN STATE QUEUES ARE PRYARTITY STRUCTURE

STATES ANAL2 LEW+O1 GET STATE

STBA SsS EA EVENY 462 CRC BUFFER AVAILABLE

STCRD SSS E£A EVENY 4As2 CRD TB CHerfK FAR STIC CASE

STDNM PASSy(naM 90 18 77 PRECEFSS STN ApTIBN

STDPA SSS EA EVENT 44, DIQC PAGE 'S AVAILABLE

sTEP SYEr ER MANITOR JBR aTEP CONTROL RSUTINES

ST] §sS EA STATE €, USFRS INCEBRp AND TYPING IN

sSTIC SSS EA EVENTY 49, 1C WHEN USER 1S CURRENT USER

sTilP 568 EA FVENT 47,1/8 IN PROGRESS

STIME CANYRAy QA RETURN TIME, 1N SpCanDS, SINCE SYSTEM

sTl® 88S E2 STATE 1As LIKE STI, RUT NAT IN CORS

sTIP SsS EA EVENT 43, Gtve 18 StTaRY ppRMISSIBN

STK® SsS EA eveNT 4D, K1k USER aUY AF CORP

STNSp 8sS EA EVENY 40, N® BPERAT AN

ST6R SsS EA SYATE R, TTY AUTPUT RLACKFD USFRS

ALl SsS EA STATE 19, Likp STB8H, BUY N®T IN CORE

sTeC 11 EA STATE ¢, USFRS READY TA f£aNT, TTY 8UTY

STOFF SSS EA EVENY 45, ®FF PROCEeS

STBRVLP PCL 773027 ADDS ENTRY TtA VLP Br @FpN PLIST

STRA $sS . EA EVENT 52, Q FAR ACCFSS 79 1/# nEVICE

STREGS SDEv1ICer 9n 18 77 SAVE REGISTFRS

STSABRT SSS EA EVENT 51» SET ABRORT gL AG

STSABRTC SSS EA A EVENT 4F) SFT ABORT FLAG AND CHANGE ST

§TSBK s8S EA EVENT 41, SFT HREAK FLAG

STSBKe Sss EA EVENT 4B, SET BREAK ANp CHWANGE STATE

STSeC SsS EA EVENT 42, SFT EC FLAG
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FOR I1TgM IN ¥An(ILE SEF SFCTYION CaMmeNTY

0 P 00 0000 000000900 00e,0000000 0000000000300 00%00¢00®0000e®00 0% ,,0000ae000000000000000090009,3090000000 00000 0¢0ete

sTSeCC $sS EA EVENT 4Cs» SFT EC ANRM CHANGF FLAG
STSERR S8S FA EVENT 50, SFT FRRAR pLAG

STSERRC S8S EA EVENY 4E» SFY ERRBR FLAG ANP CWANGE ST
STSYMF 388 EA eveNY 840 SYMFILE SL AT AVAILABLFE
STUGA SSS FA EVENY 89, UN n FBR aArCrSs TR t/8 DEVIC
sUBR ccl PA UTILITY SURRAUITINE MADULE

SWUPCLS SUPf| a Fa UTPUT CReP, TERMINAL evyMBIANTY FILE
SVUPER SUPeR Qc LRGEN CANTRA| PROCEesAR

SUPER BVEG YT e BE AUTHORIZE USFRS FAR (JSr BF SYSTEM
SUSPTERM SUSrTYERM Fa TYPE SUSPEMND AND TERMIMATYF MPSSAGES
SVDONDEV CvyCrgp KReN3eN? SAVE L!ST oF nBuWN DevICES

svi CyCijan KReD3e06 SAVE B8NE 17eM IN REFAVERY BUFFFR

Sw SSS EA STYATE £, USFRS WAITING FAR A TIME
SWAP ANA( 7 LE.D4 FARMAT AND RRINT SWaAP TAR|ES

SWAPIN 8sS ENe0? ENTRY T8 SiaP [M PRACESSAR X J1T LBGIC
SWAPINIT BRBTYSLAR NR WRITe MANITAR PVERLAYS TR SWAP RAD
SWAPINIY BVERVIE BN SYSTEM INITIALIZATIAN MADULF

SWARBUT $SS ENe DY ENTRY T8 SWAP AUT

SWAPPING grAD BVEmview Be SYSTEM X PRAFFSSOR mFSIDENCF

SYMB BUFFFRS SYMX Fa RUFFERS IN MANITBR MEMARY

SYMBIANT FILE BVERVIEW BC RAD SPACE BCCUPIED AY eYMBYAMY DATA
SYMBIGNT/CBBP QVEpVy:w BN pFRIPHERAL hEVICE‘I/ﬂ MAMAGEME”T
SYMBIONTS ~ SYMp/ea® Fa DEVICE 178 IMYERRUPTY DRIVEN RBUTINES
SYMBBL TARLE L9IArn RP .01 INTERNAL SYMRAL TAB| ¢S RUILT BY LBAD
SYMBBLMAP ANAL 2 LFen SPART AMD PRINMT MANITAR DFFS

gYMBeLS CaNven et AR, 014 NAMIMG COUNVENTIBNS

sYMCeN SYMrey se LeaD MRDULE eYMBBL FANTYRARL PRBCESSHR
SYMCBN BVERVIEW BF SYMBRL CONTRAL

SYMFILS SYMFTLe KRoOu 04 PRBCESS SYMRYANT TARLES

SYMNE X SYMrAaN SF ScAN NEXT SYMRA FRAM TNP_T £AMMAND
SYMSU®BR SYMsuUre Fa MISCelLLANERUS SYMBIRNTY SURRBUTINES
SYMTAR SYMTAR La EXECUTIVE DELTA SYMRARL TARLE

SYMTAR SYMray Sr CHARACTER TVYPpr TABLE-

SYMX MiSrEy Ve SYMBIANT MBNITRR TARLE SEGMFEMT

161
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00000000 0e0Pen®0®,0,,080000000 0000000000 00% 0020900000800 00 300000000000 00000000p000 00,9090 00% 0000000800000,
FOR 1TeM IN ManLE SEE SECTIGN CeMmeNY

0P 0000000000 0pt00 0, ,0000000 000000000000 000000000009 ®0900 030000000000 00000,30000000030,000000000000000000%0

SYNTAX SYSGEN 9% 18 77 CARD SCANNER,GETS BpTIANS ‘ '

SYNTAX Tel PR,03 CAaMMAND ERRAR HANDLER

SYSERR Tel PR,03 SYETrM pRRAR HANDLeR

SYSGEN BVERVIEW BF GENERATF A UTS SYSTewM

SYSGEN SYSneM an 18 77 SYSGEN BVERVIEW

SYSGEN | M'S SYSnEN 92 18 77 SYSGEN | BAp MANYULE STRUCTURFE

SYSID JIT VA RA=BNLINE, R4 4,GHBST, B14s31 SYSRTEM ID

sYSLIM CyCusr KRe10 SAVE SYSTEM | 1MITS

SYSMAK SYSMAK NE INITIALIZE SWAPPING RAM (PRACS,JITS)

SYSMAK BVERVIpW BN SYSTEM INITTALIZATIAN MAAULE

SYSTEM 1D BVERVIEY B8 EXTERNAL AMND INTERNAL UNTAUF J®R IDENT

SYSWRT PASeiraM 97 18 77 PrRACESS 1SYSWRT CBMMAND

SYSWRT2 PASQ1pAM o0 18 77 ARTAIN pliES ANp DB evysyuRT

T STAR FILF ACCTSiIm Pre.01 RELEASE OF TrMP Filrs

T!ABBRT STEP ER ENTRY PalNT FAR ABBRY CAL

TIARBRTM STEp ER INTERNAL ENTRVY FBR A MANITAR ARART
tACCTY ACCr 1 MAIN TIME ACCAUNTING SURRBUTINE

TIACCTEX AcCr Ris ENTRY FAR gXFCUTIAN vIME ACCAUMTING

TiACCTBY ACCr e ENTRY PaINY FaR BVERWEAD ACCAUNTING

T1ADBGHRSY SSS EA ADD a GHBST UIQER

TLAMRDWT UCAL 1A RBUTINE T8 ReaD/WRIvr ASST1ANeMERGE RpC

TIASP STEP ER ASSBCIATE SHARED PRmfmpEeSAR RAUTINE

TIASSBCIATE UCAL. 1A ASSBCIATE RENUESTED LLIRRARY/NERUGGER

TIBYSCHED SSS FA SCHERULE BAYFH

TiICHS -8§S FA CHANGE STATF

TICMYBL UCAL ’ 14 ROUTINE TEO CHANGE Caf TRANSLATE TABLES

Ti0pL STER ER NEBUGGER EX!T CANTRAL LAGIC

r:0gLUS STEP Fo INTEPNAL ENTRY.TO DpLpye A USER

TiDISASSOCTAT UCAL 1A D1SASSACIATE L IRRARY/DpPRUGAER

TieC SsS EA Ge8 7o vel

TIECB SsS EA RREAW T8 TEL

TIERRPR STE® gER ENTRY PRINT FRR ERRAR CAL

vigxir STER R ENTRY PARINT FRR EXITY CAL
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FBR ITEM IN ~an)LF SEF SECTI®ON COMMENT

00000000oooooo000.o..oootoo-o.onooooo.ooo-‘.oo.lngob.'00-'..o-o..a000000000,0.09000'00;.oguaolo|0-noolono'00

TIFCP MM Gaent FREE CAMMBN Pn

TIFP MM GAe«O1 FREE Pf
TIFPP MM GAeH FREE PHY PH
TIFVP Mm GAeDY FREE VIRTUAL PG
TIFVPM MM GA 01 FREEVP MASTER
TIGAJUP MM - GAeD! RET AJIT PAGF
TIGCP MM Gae0t GET CAMMIN PAK
TIGHOST UCAL 14 RBUTINE T8 SenD ERR MSAR IF GHIST ABART -
TiGJBBSTRY UCAL 1A RAUTINF T8 SvaRT UP GHASY JRRS
viGL MM Gaent GETY COMMBN | tMITS
rIGNVNP! MM GAe«D1 GET M Ve AND N2 PP
TiGNVP] MM GaeO1 GET N VP AND DP
TGP MM GAeD1 GFT PG
TIGPP MM GAe01 GFT PHY PG
TIGVGPI MM GA«O1 GET N VP Glven PP
riIGVP MM GaeO1 AeT VIRTUAL 25
TiIGVP! MM GAeD1 GFT vP  INTERNAL
TIGVPM MM Grend AET VP MASTER
TiIACU MM GAoO1 INTERRRGATE A IN UerR'S IMAGE \
TYINITJOB UCA(_ 14 RAUTINE T8 PRACESS AWAST STARPT CALS
T$JOBENTY TeJe3enT 1A ENTEP JPB IN qYMBIBuY sTREAM
T ¢ NAME CHK T TI0V EC CHECK FRR VAl 1D GHRBeY *“AMF
TIOFF SSS Fa FARCc A USER AFF
riov TI0YV £EC ASSRrIATE MANTTAR BypRLAY
TIBVER T:8v er ASSBCIAYT BVERLAY « NB Dpy|RN
TIBVERLAY Ti0y EC ASSBCIAT BVFRLAY e« REMEMapR RETURN
TIOVERLAYY T8y EFf TCRVERLAY WITH NAME TN REAISTERS -
T10V2 TiBv EC TeBV WITH NUMRER SPFrclFIED
TIPAC MM Ga.0t PRECESEAR AfFeSS CHNYRAL

IPGCHK CHK Ke MANITAR 2R SWAPPER PAGE rMATN ~HECK
TIPGCKK S8S ENeN CKS VALIDITY AF MAN, aWaP,sFR P35 CHAIN
TiPREBCOY T:8y EC ASGRCIATE SWARED PRaAm syprRLAY
riPULLA 388 EA PULL A ENVYIRANMENT 8 aly ANPDR
riPULLE SSS £A PULL A*t ENVIRANMENT

€l
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0000000000000 %00 00,0000 000000000 0000000090000 0000070%00 3000030000000 000090000e*t%s0q9900000090rsr0tonrtoy
SEF SECTION COMMeNT
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WL 19,73
FOR ITEM IN MANLE

'tRCE S8S
'IRE 8sS
ftR;ceRD S8S
'IREG . SsS
'sREMEMBER Ti8v
"$RSTLMS STEP
"tRUE Ss§S
*$ RUNDBWN STEP
*IRVPY MM
*iRvSp! MM
rTSAC MM
P$SAD MM
'ESAVEGET CNCAL
riSg SsS
PiSELFDESTRUC UCAL
riSENSE S8S
PISEXTT TSie
riSga MM
PiISGAJIY MM
rISaR MM
r{SGRNU MM
risie TSIA
risMmMe MM
riSmMp MM
PISNAC MM
riss SsS
risse SeS
riSSgM SsS
TISTPMYT UCAL™
TISXAC MM

XMAP MM _
ri RDERLAA
rISYSLBAD UCAL
rivoresZ S88

EA

EA
EDeO!
EA

EC
ER -
EA
ER

GA 01
GAD1
GAD4
GA«O1
14

EA

14

ED

bR

GA«01Y
GAs01.08
GAeQY
GA»01408
De

GAl.0!
GA«0¢

GAl01

EA
EA
EA
1A

BA.0D1
GA«01
1A
1A
EA

REPBRT A CBC FVENT

- REPBRT gVENT 8N CURRENT USFER

CREATES SWAP DEBUG yNFe

REPORT EVENT AND GIyp UP CPU

RECORD CURRENTY SEG AND R11 FAR RETURN
RESET AL JIT MEMORY PAINTERS

REPEGRT FVENT AN SPEFIFIEN USER
INTERNAL ENTRY T8 RpINITIALIZE A USER
RELEASE VP INTERNAL

RELEASE VP SAVE PP

SFTY ACCESS

SEARCH AND DrePLAY

RBUTINE T8 PRACESS SAVP/GET CAL (CHKPT)
SCHEDULE FB8R pXFCUT AN

ROUTINE T8O N1SASSBCrATE MON AVERLAY
RBUTINE RETURNS RAD MpaAD PASITIAN
RAUTINE USED v® RETURN re CallLeR

SWAP GRAN aALLARCATIEN

SWAP GRANULE ALLBCATIBN WITHRUT A USER
SWAP GRAN RELFASE

SWAP GRANULF RELEASF WITHRUT A USER
ENTRY YA TSI™ TB PERFARM SWAP 1/8

SET UP MMC

SET MEMBRY PRATECTIAN

SET N ACCESS

SCHEDULE SWaAP

SCHEDULE SWAP AND gXxpCUriaN

SCMEDULE SWAP AND EXVCUYyaN MAPPED ENT
RBUTINE TB FSYABLISH PRBMPT CHWARACTER
EXECUTF AC

EXECUTE MAP

RBUT!NE Te GYVE SLAyP USER MASYER MBDE
RBUTINE T8 CAMPUTE pTMF

CaLCULAYE UsprS SiZp
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FOR ITgM IN vMeNILE SEF SgrTION CAMMENTY

.0000.0000.00.'0'-...0-o'-"0-o-o.-oooooco'oooofoo1-.'0000.-0.uooaooo0000t00000oo"'0'oaco.o.toootouoiooo'nl

TIUTSXTS SsS £A TRANGFER STAFK ENVIRANMENT

TIWALIT UCAL 1a RBUTINFE T8 PRACESS MiWalY (SLEFP) CAL
TIWNAKEUP UCAL T4 RBUTINE TR WAKE UP qLprPING LISERS
riIWTERLSBG ROERL® R 1 RAUTINE T8 VR1TE A PrE“PD TR pRRBR LAG
TEXMMC MM Ga+01 EXECUTE MMC

TIZPUP MM Gae01 ZFRY PUPE PRACEDURE ACCESS

TABLE PASE1RAM 9" 1R 77 ENTER MAME 'V FILE mR? aoTH TARLF

TABLES TABLF® NANE CANSTANTS, NarvA

TAPDMP CyCiisq KR¢N3e N5 CAPY RECAVERY DUMP v9 TAPF

TAPECHST TAPrCHeT PD SYMTAX SCAN 'IPILITY 2B8UTINES

TAPEFCN TAPeF o PN FAMMAND FUNCTIHN PRArCFagaR

TAPEP ANA( 2 LoDt REaD EXFC DFLTASCREATED TAPF

TBLSCAN PaSgqoa™ 97 1R 77 SFARCH TABLFR (FILE/2TN) FoR CURRENT F
TCBADR JIT Va ADDR BF TCR

TEL BVERVIEeW RE TERMINAL EXFrUTIVE [ aNGUARE

TEL TEL pa eXeCUTIVE LANGUAGFE PREBFESSPR

TELLTEL STEP gR ASSRCIAYES TF|I AND REPARTS FRRAR CHBDF
TELLUSR TELLUSR LReO& PRINY MANITAR ERRAR MEQSAGES T® BATCW
TELSCAN BATCK SC SCAN ARGUMENTY FLELD AF RATCH CAMMAND
TELSC8PE ccl Ps RUM) TREE ) ANP | BCCT TABLE SPTIMIZER
TEMPSTACKS c GENERAL DESCRIPTIBN AF UTS STACKS
TEXCOM SyMcen SE COMPARE TEXTE NAMES

TEXTARG PCL 773027 CHECS ARGUMENT LENATH

TEXTARG PCL 703027 PROCCSSFS TAPE REFL MUMRERS

TEXTOUT BATCrH sr TYPE BUTPUT Ta TERMINA(

TFILFLGS J17 Va

rIC - $sS§ ED.CH ABRREVIATIGN FOR TRANSFER TN CHAN I8CD
TIM TIM 14 DATE/TIME cAL PROCEasSBR

TIMTMP J17 VA TEMPARARY vive CELL YN Ury

CaCn VGi,ng 4w, LINK T8 THE BUF FAR ¢NPUT TAB SIMU
TMABNR PASE M 9n 18 77 PRACESS ARNAPMAL REAN WMEN GFNFRATING
TOPRY TOPRY Ve SEG NAMES AMD ENTRY PBINY PISPLACEMENT
TPEXT JI1T Va TATAL PROCTSRAR EXEFUTIAN TIME IN JIT
TPloTY JI17 Va TATAL PRYCFSSAR IR 1M IN JIT _

GSl
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FOR ITEM  IN MSDILE  SEE SECTION coTMenT

0000000000000 90 00 900,0000009 000000000000 00%002 0000000020700 00000000 e9 0000003000000 0800,000000000000000000e%%0,

TPOVY JiT VA TOTAL PROCESSAR BVERWEAD TIME IN JIT
YRACE ANAL2 Le.O1 DUMP EVENT RpeBRDER

TRAD lUSERS VN.O1 TEMPARARY RAPD SPACE LIMIT

TRANS, TRANSSZ ANAL2 Le TRANGLATE BINARY WORD INT® FRCDIC
TRAP wiT VA LBCATIBN 8F LAST TRAP eXECUTED
TRAP 17 VA BITS 20423 ARE THE £C AT THAT TRAP
TRAP PRBCESNG AL Tep c EXECUTIAN TRAP PROCFPSSIMNG
TRAPC TRAPC NANE BPM CAL PRBCPSSHR
TREE DeFeeMm sh TABLE PREDUCED BY LaaD
TREE SyMean se TABLE PREBDUCEND BY LAAD
TREER cel PA TREE AND PTRep COMMAND PRACESSAR
TRUNDLE TEL PR,03 CAMPACT Pel18Y
rSCe SsDar Ve TEMPRRARY SWAPPER CpLL o
v8Ct SsSOaY ve TEMPARARY SWaAPPER CpLl 1
rSc2 SSDAT ve TEMPRRARY SWAPPER CrLL 2
rS1® TSN D8 SWAPPER 1/9 RMUTINE
rS1e SSS ED.O1 RAUTINE USED t9 PERPARM SWAP 1/9
TSTACK J17 VA STACK PTR DW ANp STACK Fap TEMP CNTXTY
TSTHGP TSTHGP KRe024+01 VALIRITY CHFEK BF HGP TABLFS

TSTUSR CyCuse KR+03403 VERIFY USER CANTRBL TABLES

TTYIN cecCn VG.08 TRANSLAT TBL FPR TTy IMPUT BY ASCII
TTYSUT CoCp VG.05 TRANSLAY TBL FPR TTv 8UTPUT RY EBCDIC
TUEXT JI17 VA TBTAL USER FyrCUTIEN TIMg IN JIT

Jyier JIT VA TBTAL USER 1~ TIME v JIT

uevry JI17 VA TATAL USER AVERMEAD TIME N JIY
UBSAPR MiIMC VD PRACPSSAR # A PRBC ayrRLAY RY USER #
uBiagP MsIme VD PRAC # oF sPrcial PraC gx TEL + CCI
uBIBL Miive Vn BACKWARD LINK IN STATE QUF BY USER #
uBspB Mt IME ') PRAC # aF DFAGGER tF ANY RY |gFR #
UBSIFL Mg Ime VD FARWARD LINK tN STATE NUE RY USFR #
uBtJrr M3 IMC D) PHYSICAL PAGF Ne BF 1T yF IN £ARRE
ustyiT Ss8 EDeO? JIT's PHY PG ¢ SET UP BY SWAP 1IN
ussev MtIME VD PRBC # 8F MANTTBR ByrRLAY RFAUIRED
usiPCY MM Ga INTTIALYZED Ay MEMARY MANAGEMENT(JIT)
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FAR ITgM IN MepLre SEF SECTIAN COMMeNT

o"toooooooccot'on-..oo--.o-oaocoo-o-noo.o0..o.ooqoc.00000..o.c...ooo.ooooco0-00000000..0.000'00000000000"0

UBISWAP? MM GAeC1e08 USER'S qWwAP 9aAD [NDpy

uBiUS Mg InE VR UUSER STATE # BY USER #

UBCHAN SYSeen 9n 1R 77 PRBCESSFS CHANSDEVIFE,aTHLR,RQ78LE
uCaL UCAL 1a PRACrSSFS MIQCELLANpRUS UTS CALS
uCle ANAY 7 LE 01 CL.BSE AND RFE.APEN My @ ve DEVITE UC
UMiaJdlT Meive vn D1eC ADDR 3F ADDITIaNAL JIT IF ANY
UM AJYY SsS FNeN? DA BF aAglT AR 1ST TeMg AF JIT
UHSFLG M1 Ime Vo USER FLAGS RY USER #

UHIFLG MM GAeN PURE P FLG arrT

UHEIFLG2 TRl Dr RITS 13,114,158 FAR N qWAP FQRRRRSG
uWeIID My Img vn USER 1™ # BY LISER »#

UHS 1D S8S ENeD? FLAGe erT AN N SWAFP PRRARS

UHIJIT 888 Fhen2 DA BF JIT 9R FLAG FRR 48T JIT SWAP
UHIYS 58S EN.O? HeME DA FBR 3T 18T vIiME

uLcLc SsS EDe 04 RAUTINF T8 UNLINK CI AFTER SENSE
UNAME JIT Va SFE JUMAME

UNMapP ANAL 2 LF DY RESET FILAG T INDICATE MAPPING
UPAGES ANA| 7 LE 01 GET USFRS WFAR»TAIL ANn CA'IIMT
UPDATE ACCTSIIMm Pr.01 SURRRUTINE T2 UPDATE RAD SPACE USED
UPDATE PaSe1nawM 9 18 77 PRACEFSS UPRATE CBMMANR

USE JI17 VA 81T 24 AF J:1anC, FlLaG FARQ 1RQP

USER ‘ QVERVIgW BR TERMINAL USER, RATYCW B8R GWAST JPB
USER NUMBER BVESVrEW RE INTERNAL UNTAUE NUMRER FSR FACH JBR
USERS ANAL 7 Lro0Y PRINT USER TARLES

VARIR A PcL 773027 UTILITY ANN FANVERSYSN RAUTINES
UTMBPMBY SYSGEN 92 18 77  WRITFES ROBTARIE PARY 8F PR/RP TAPES
UTMBPMBT UTMEpMAT 94 18 77 WRITE UTS RAGE SYSTeM TR PA TAPF
urTs urs un USED FAR ASSFMBLING {jTe MANMITAR
vALID SOEVIre 9~ 1R 77 CHECK FAR AVATLABLE NDFEVICES

VALY FRG™ 9" 18 77 SRTAIN INTERNMAL CANTR81 TARPLE FNTRY VA
vDCR vacn RA

vIRTUAL MEMRY BVERyTeHW RR LesICAL MgMARY SEEMN 3Y LSFR

VLDCHCK BATCHM sr DETECT ACCOUNY AND MaAMF PRRARS
WATCHDAGTIMER TABLES cr WATCHDRR T2AP PRACEQATIMG

LGl
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FBR ITEM IN ManLE SEF SECTIRNM CAMMENTY

00 00 000000000000 00,0000 00000 0eenre®0s0eer®eeen®osens®e®00 00000000000 0000030000000600,09¢9000¢000000000000%

wDBGPGM TABLrsg cr WATCHDAG TIMFR TRAP ROUTINFE

WRITAM TeL PR,0O3 WRITEZ A/M TARIE ENTRY

WRITE ARS 90 ?3 77 WRITE M1ABS LRAD MANRijLr TA M!ARS FiLe
WRITE PASG{RAM 9n 18 77 3BTAIN F!%E% FROBM BY/EY NEVICE

WRITEF SNEVIEE 9n 18 77 PERFORM LBAN MBDULE WRYTE

WRITELM SyYSaeN 9n 18 77 WR1TeS gYSGrn LBAD MADULFS

WRITEMBN BpMET or 18 77 GENERATE BRATAYLE PAQTIAN Rp BeM/BTM B
WRITETM FRGD 90 1R 77 WRITE MiFRGD | BAD MADULE PARTS

WRITLM FRGD 9n 18 77 WRITE MIFRGD [®AD ManULE

WRITM PaSgaraM 9n 18 77 WRITF RABT |.asD MBDULE te RABY FILE
WRITRRAT PASSaRA™M 9~ 18 77 SAME AS WRITM

WRSU caC DCe01eNG GEY FIRST BUFFER B8F aUTYPUT CHAIN
WRTBgBT PaSairaM 9n 18 77 GENERATE BeAaTABLE PeanTIAN AF Pe TAPE
WRTMSDE Y SDEvICE 9 1R 77  WRITE M:SDEy LM®AD ManULE t» M3SDEV FIL
WRTRBAT BeBrsimP NR WRITE MaNITARR RBOT tA SWAP RAD

WRTRBBT BVERVLIEY BN SYSTEM INITIALIZATIAN MANDULE

XDELTA XDELTA La eXECUTIVE DFLTA

XITCTRL STEP ER HANDLES EXIT CONTRBI T4 DELTA

XkIMIY SYSGEN 97 1R 77 PRECESSES BLIMIT,BLIMIT,DLIMIT
XMONITER SYSaEN 91 18 77 PRACFSSFS UTM,MANITAR

xsbL JI1T VA BITS 20«23 AF JIRNSTY, EXFCUTION SEVERI
IAPFIL TSTHGP KRe0N3.08 DELETE FILE NIRECTORY ENTYRY

0A TSIe pr SAFTWARF CK « INCBNe1STANT ARDER IN CL
L TS18 DR SBFTWARE CK o NG SENSE BR SEEK IN CL
aC -~ T81R DR SAFTWARE CK « BAD PuHY PG ¥ IN L

ab Tsle DR SAFTVARE CK « CL D®FgN'Y FND AS EXPECT
nE Tsle DR SBFTWARE CK « NB CL

oF TSl® DR SAFTULARE CK « BAD FenN PARAMETER

1400 SIMULATR BVERvVIEW BF INTERPRETIVE SIMULATAR

4CHAR BASHAMAL Dae02 L8AD FRUR BYTFS FRBM CALLER'S R®IFFER
7TAP 7TAR DA03 7eTRACK TAPF HANDLER

93 TSIw DR SAFTWARE CK « N ERRARS X N® CL FOUND
9% TSIk DR SAFTWARE CK « BAD BRDER AN WRT €K

95 TSI8 DR SAFTWARE CK »« N ERRARS x BAD T!A ADR
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0 P 00 0 R0 000 a00s®00 . 40,0000 e0000an0 000000 ecre®orera®r®0® 3000000000 000080 0000009000308 ,p000000% 0000000000’
IN MBNULF FuaR TTem ScF SrCTYAM COMMENY

0P 0 00 00 R0 s et ae®el, 6, .0 000c00000e00antonteer®aces®rrecse®e®0®,,00000000000000000000s%000%,000000"00000000000"%0

s USERS L USERS VNe D LefaN FILE «AUTWRRTZED USFRS

ACCY - aACCT ' C MENTTER TIME ACPRUMTING RALTINES
ACCrsuM ACCHTSUM PCen LRGAFF ACTRUNTING LBG eUBRAUITINE
ACCrsuM ACCTSUM 1o URPDATE ACCAUNT |RG, REIrACE TEMP,FILES
ADDF ADDF £ A ADD FILeS T9 SYMEILE TaRLFES

ALTCP ALTCP rC DECANE  CALS 3a5,8,9 Avn tRpAPS

ALTMN ALTHMIN F Lean alye®MATE MANITAR FRAM pAATFILE
ANALZ ANALZ LE SVSTEM FRAGH ANMALYSIS PRANRAM

AVR AVR R TAPE MBINTING

RACKUP HACWUP <he01 CAPIES USFR'S FILES T8 RACKUP TAPF
BASHAMNUL  CRDTN Y X¥ok ! CARDN READED HAMA ER

RASHMANOL C[IsclIA SAe 07 RAD 1/P HANDLER

BASHAMDL KRT?!% NAeD3 TYPEWRITYEE HWAMD| ER

RAGHAMDL MTAFP JAeD 9w TRACK TADE HANPLER

RASHANDL PRYRUTY NAeOT LINE PRINTFR HAMDLFR

BASHANDL PRYeUTL DAs02 LoW CRSY LINF P2INTER WANDLFR

BATCH RATCH 2C TERMINAL JBB FMTRY PRBrrSaPfR

RITATM RITRTM WD CaPY TAPE TR Nier

R8GYSUBR RRATSUBR NR MENTTRR RPET SURRAUTINES

RPM RPM UE T® AGSSEMBLF MANYTOR SERVICE POPCE“URES
BUFGRAN RUFARAN FAeD (P SYSTFM BUFFERBRANULE MANAGEMENT
CALPR®PC CrLPRAC re DECADE CALS 1,7

cCl LIMP ™A LIMIT,MESSAGE, TTTLE C”MMAV PRACESSR
cCl LBADR T L2AD ANR AYERLAY CAMMANN PRRCESRGAR
ccl TREFR PA TREE ANR PYREC FAMMAND PRACEGRAR
cCln cCin D PAaSSy CANTR®L CARD PRAPESSING

CHK rHK s SYSTFY CANSISTRNRY CHEFK RAUTINE
CLBCK4 CLBCK4 rD CLBCK 3 INTERPUPYT PRACPRSSAR

cLSy cLSy \ND CHARACTER aCAM 2RUTINER FeR PASSEp

of -1 CRC bl CaC HANDLER

cecn olatoln ~C TABLES FAR CAC WaNDLER

cect cRCY NCent ek IMTTIALIZATION aF 7611

CENTRRL CANTRAL A RV al INE PERFREMANCE MBNYTAR AND CAMTRSA
ceer cesp FA INPUT/ZBUITPUT CANPERATIVFS

661
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NP 0000000000 0aP00 )0, ,000000000 0000800000000 00009000000000P 30000000 000000000909000000¢R0gp0p0n0000000000%000¢"

IN MBDULE FRR ITgmM SFE SECTIAN COMMENY

290008000 00000000 00,0000 00000000000 0000 000000000000 0%0000 000000000 0000000900000?00p0gp00000% 0000000000 0"

cRDBUT cRORUT NAe0R CARD pPUNCH HANDLFER

cYCUSR CYCUSR KBe02 VERIFY USER TARLFS, CLASE UseR FILES
DEBUGTV DERLIGTV LB TRANSFER VeCTYBR FUR DERUG RBUTINES
DEFCBM DEFCIM sb LBAD MBDULE REF/NEF STACK EXTRACTISN
DELPR? DrLPR] HA DelLeTE FILES FRAM SYMFyLEe AND DISC
DELTA PELTA A CANVERSATIANG PHRGRAM BrBLIGGING PRAC,
DISPLAY  DISFLAY HA DISPLAY SPeCIFteD MBN]yaR INFARMATYION
NPAK DPAK nAs03 DISC PACK WANDLER

DsSCi1® DSC18 NBNE REMaTE RATCH HANDLER

DUMP DUMP LBeox CARE DUMP RBUTINE

gDCAaN gDCAN \ueNg BaTCH PPBCESSAR FAR gDy FARMAY FILES
g0IT gDIT BNE CENTEXT EDITER

ENTRY gNTRY e EMTRY AMD gX1tT FRR PRACeSQING CALS
eRRIFIL  gRRIFIL XE o0 PROGRAM T2 CAPY pRRBRLAA TR KFYED FILE
FRRILISY FRRILISY KE«0OR ERRAR LaG FORMATYING & LISTING PRAGRAM
¢RRIGUM  gRR!SUM KEe03 FRRAR LRG sUMMARY PRACpagmR

ERRMWR ERRMWR 8 ERROR MFSSAGE FY E CONYRB| PRACESSAR
FBCD FBCr NANE FARTRAN BCD CANVERSIAN

FILL FILL KAe0p RESTARES LUSER'S FILES FRA™ BACKUP TAPE
GETF GETF FA BET FILE FROM SYMFILE.

GHeSsT1D cHeaT10 NC GHAST 1 DRIVER

GPHGP GPMGP NG READ/WRITE HGP 1A SWAP RAD (ALS® XDELY
MANDLERS HANDLERe 2l REGUYIRED HWANDLERe

HGPRECBN HGPRECH: <Be0R HGP RECANSTRUCTIAN DURyNG REEGAVERY
INITIAL INTrlal NA INTTTALTZE MBNTTAR

INITRCVR  INIYRCVR LD INITYIALIZFE RECAVERY

INSYM 1NgYM FA INPUT SYMRIBNY (CARD RpaDpR)

18Q 180 DA BASIC 1/9 STARTFR

18ReC 18Re C WA DeVICE YEYIN RAUTYINES

JIT JIT VA JOR INFRRMATISN TABLE -

JULTAN JULTAN A CANVERT MANITRR NDATA-TIME TH JULIAN
EYN KEYM WA BPERATER CANGALF CBMMAND PRBCESSBR
KEYSUB KEYRUAR WA KeYIN RsUTINES

L. INK LINK - RA LOADER PRAGRAM
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1IN MRDULF FAR Irve~ SrE greTien rFAIMMENY

QQDO.!'...O.'..."0..CO.'Q...I".Q.Q....II.O.Q.'.!.Q.'.."QDOOQQIOQQQ'Q...'O.'..0.....QQ...'O..........'.."

[ RN}

LMNKTRC LDLMK 2C RalTINVE TR PRArceS LRAN g LMK CALS
' NKTR(C LDYeC g ReTINE T2 PRarrgs LRAR 5 TRAMS CRNT
L 9AD LBAn 23.01 IMTERNAL SYMBRL TARLE FaRMAT, PMLY

| BGAN LeG"N rC LoGAN ToRMINAL UQER, LARAAFF ALL JRARS
MIALDCH MALDCB VBenmy ACCAUNMTING LBG neR

MIBIDCB  M!B1DCB VBeGL RINARY TNPUT Nre

MIRRDCE MipeDCH JReNG RINARY sUTpUT Nfn

M3 CDCR My CPC3 VRBanuy CANTR=L CAMMAMD NPUT NPB
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