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Section 1:

Performance Management Overview

Performance Management is the process of
assuring adequate computing service to
individuals using the existing computer
resources. A user expects a system to work
(execute applications) in a timely and reli-
able fashion. The available resources must
be managed to meet users' needs while
maintaining a high level of system perfor-
mance.
Performance management activities
include:
~ * studying and understanding the com-
puting environment
¢ defining system requirements and
service objectives
* monitoring and measuring system
performance and workloads
* maintaining historical performance
data
¢ adjusting and tuning the systems
» predicting future performance require-
ments
¢ recommending hardware and software
changes to improve performance

In most cases, performance management
is part of a comprehensive computer instal-
lation/facilities management organization.
Figure 1 shows the typical functions included.

As shown in Figure 1, each function is
inter-related. For example, capacity man-
agement is heavily dependent on perfor-
mance management for performance infor-
mation. If system performance begins to
degrade, capacity management should be
alerted so that additional resources can be
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ordered. The Performance Management
organization must work with Network
Management to ensure network delays do
not cause a deterioration in service to
users. Performance management depends
on operations management to provide con-
trolled operational access to the system(s).
Figure 1 provides a perspective on where
performance management might fit into a
computer installation/facilities manage-
ment organization. In this perspective,
capacity planning is not part of perfor-
mance management. In other situations,
capacity planning is addressed within the
performance management organization
and is not a separate organization. Other
definitions place performance analysis and

- tuning within the capacity management

organization. Even though there are differ-
ent organizational perspectives, the need

- for performance management and capacity

management is well defined.

The rest of this paper focuses on some of
the important aspects of performance man-
agement and how SURVEYOR, a perfor-
mance database manager, can assist in per-
formance management.

In the following sections, "performance
management” refers to the group of people
performing the performance management
functions. "Users" refers to any person
or group of people using resources on the
system.
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Figure 1.
Installation/Facilities
Management.

Capacity
Management

Database
Management

Problem
Management

Performance
Management

Change
Management

Operations
Management

Availability
Management

Network
Management

CHANGE MANAGEMENT PERFORMANCE MANAGEMENT  DATABASE MANAGEMENT

« Evaluation « System Measurement + Design

* Planning * Analysis * Administrative Control

* Testing * Prediction * Operations & Performance

* Tracking + Tuning * Application Support
PROBLEM MANAGEMENT CAPACITY MANAGEMENT NETWORK MANAGEMENT

+ Detection & Collection « Workload Definition + Design

+ Analysis & Resolution «. Forecasting » Testing & Installation

« Tracking & Control + Analysis & Reporting + Operation

* Planning + Training

OPERATIONS MANAGEMENT  AVAILABILITY MANAGEMENT

s Planning & Scheduling + Evaluation
+ Operation & Control ~ « Software Design
* Analysis & Reporting + Hardware Configuration

+ Tracking & Control

For more datails on the installaion/facilities management perspective shown in Figure 1, please sae Capaily Planning implementation, an IBM Technical Bulletin
(# GG22-9015-00, January 1978).
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Section 2;

The Role Of Surveyor In Performance Management

Surveyor plays a key role in four important
performance management functions:

System Measurement
e Collecting and storing workload and
system resources information

Performance Monitoring _
* Monitoring service level objectives and
other performance indicators

Performance Analysis
* Reducing and summarizing
performance information
* Providing input to performance
models

Performance Prediction
* Trending and forecasting via a
historical performance database
* Providing input to capacity planning
models

Defining Performance: System Measurement

System performance refers to how the
resources of a system respond as users run
applications. The resources involved are
processors, disks, communications lines,
memory, etc. Before performance can be
managed, the definition of performance
must be established. The first step in
defining performance is to understand cur-
rent resource consumption and the perfor-
mance of applications using system
resources. By measuring and monitoring
system resources, insights into resource
consumption are acquired.

To help understand resource consump-
tion and the performance characteristics of
a system, some basic issues must be
addressed:

e What are the system's average and
peak processor utilizations ?

e What are average and peak disk
utilization ?

¢ Is the system communication band-
width fully utilized ?

e Is the system swapping too much due
to insufficient memory ?

* Are long queues building up at any one
resource ?

e Are any resources under-utilized ?

¢ What is the service time of
transaction T ?

e What impact (on system performance)
is caused by workload X ?

e Is the throughput of workload Z at an
acceptable level ?

* What is the average response time for
users of application A ?

Answers to these questions will provide
some clues to the performance characteris-
tics of the system under study. This infor-
mation may indicate which system
resources to measure and monitor.

Performance can be defined from two
perspectives: the "service" or the "user" per-
spective. The questions above define per-
formance from the service perspective.
Users might have a different definition of
performance and adequate service. So,
defining exactly what "performance" and
"adequate" service means is the next step.

5 Performance Management and SURVEYOR
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Service Level Objectives

The user community and the performance
management organization must work
together to define "adequate service."
Users know intuitively what they need to
get their job accomplished. For example,
the user might view his computing needs
in terms of orders per day. Performance
management must understand this
requirement in terms of system resources
in order meet this need.

The performance management organiza-
tion must translate adequate service defini-
tions into service level objectives (SLOs).
SLOs represent the meaning of "adequate
service" to performance management.
They define values or ranges of values for
performance indicators considered accept-
able for the users. In most cases, SLOs
address response time, availability, and/or
throughput issues.

In the orders per day example above, an
SLO may be a target RECEIVE-RATE for the
"order" servers in the order processing
application. This may be established by
collecting and storing information on the
"order" servers. For this example, the sum
of the RECEIVE-RATE for all the order server
processes provides the orders per day
measurement to compare against the
defined SLO.

Performance Management and SURVEYOR 6

Typically, SLOs are developed from
either "rules of thumb" or from calculated
expected values. Rules of thumb are gen-
eral guidelines adopted to gauge perfor-
mance such as: "run all processors at xx%
utilization," or, "never let the queue length
get above n." Though useful, these general
guidelines should be used with caution.
They are general to all environments, but
not necessarily accurate for one particular
environment.

Service level objectives should be based
more on calculated expected values than

on general rules of thumb. Calculated
expected values may initially be derived
from these general guidelines. But specific
business volume and growth information
should be factored in to calculate expected
values. The calculated expected values
usually develop over time as the users and
performance management better under-
stand the environment. Queueing network
modeling theory and operational analysis
can also help to define the expected values.
Queueing network modeling is a method-
ology for the analysis of computer systems.
(For more information on queueing net-
work models, please read Quantitative
System Performance - Computer System
Analysis Using Queueing Network Models
by Edward Lazowska, published by
Prentice-Hall, 1984.)

An SLO must be tangible to both the user
and performance management. In order
for an SLO to be effective, it must be an
objective, measureable goal. If the SLO
isn't being measured or can't be measured,

- then it can't be managed. Both the users

and performance management must agree
on the definition and the method used to
measure each SLO.



Service Level Agreements

The SLOs form the foundation of the ser-
vice level agreement between the users
and system management. A service level
agreement (SLA) documents the service
level objectives and provides performance
management with a mechanism to mea-
sure their performance. With a service level
agreement in place, systems management
has better control over the computing envi-
ronment. As new applications are installed
or as the user work requirements change,
the SLA is redefined and renegotiated.

Once the users and performance man-
agement have documented a service level
agreement, SURVEYOR can track some of
the SLOs. Tracking performance indicators
with SURVEYOR is discussed later in this
document.

Workload Definition

To meet and measure SLOs, performance
management must understand the work
imposed on system resources by the vari-
ous user applications and requests. In
short, they must understand the users'
work to manage resource consumption
and system performance.

Resource consumption is frequently stat-

ed in terms of workloads. A workload is a
unit of computer work performed on
behalf of users. It is usually defined from
the users' perspective. A transaction or
group of transactions executed via some
application is also considered a workload.
When an application is run, the work
imposed on the system resources is catego-
rized as an "application workload." The
concept of a workload allows system
resource usage to be apportioned among
the applications.

TANDEMCOMPUTERS

Workload characterization is the process
of identifying and quantifying the con-
sumption of system resources into logical
groups. Workloads are generally organized
around functional groups. For example,
the accounting organization of a business
may have workloads defined along func-
tional lines. All work associated with one
function such as payroll, would be charac-
terized as one workload. Resource con-
sumption for the payroll workload is logi-
cally grouped together.

High-Level vs Low-Level Characterization

Workloads can be characterized from a
"high level" global perspective or a "low-
level" detailed perspective. In some cases,
an individual transaction is established as
one workload. This is an example of a low-
level perspective. In other cases, it is more
important to characterize high level work-
loads. Instead of characterizing a workload
as a single transaction, the entire applica-
tion is defined as a workload. The work
done by all transactions executed through
the application is grouped into one logical
work unit.

7 Section 2: The Role of SURVEYOR in
Performance Management
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Many pieces of information are used to
characterize a workload. The choice of
high-level or low-level characterization
depends on the amount of detail needed
about the particular workload or resource.

First, the business function and the
expected end result of that function must
be defined. Using the accounting example
above, accounts receivable can be charac-
terized as one business function. The end

result of the accounts receivable function is

to make sure all money expected is

received and credited to the business. This

defines the bounds of what could be part
of the accounts receivable workload.
Once the bounds are established, the

next level of detail involves understanding

the type of work required by the system to
achieve the expected end result. A user
may submit many different types of small
transactions; all of these transaction types

SURVEYOR Workloads

Workloads provide a simple way to
account for resource consumption. Instead
of tracking multiple performance data
fields for many different entities, work-
loads provide logically grouped informa-
tion on resource consumption.

In order to accurately measure a work-
load, performance management needs as.
much detail about the workload as possi-
ble. Some of the key pieces of information
used to characterize workloads are shown
below.

4 How many users submit each type of transaction ?

4 How often ? Are there peak periods ?

4 What individual transactions make up this business
function ?

4 What system resources are used by each transactions ?
...processor, disk, communication line, memory, etc? -

could be grouped into one workload. This
workload would provide performance infor-
mation about the entire accounts receivable

4 What is the path that each transaction takes to do its work ?
From terminal, over communications line, to communica-
tions controller, to communications line handler, to terminal

function as one logical unit. However, for
more accurate accounting and increased
control of the system resources, smaller
individual units of work should be used
instead. Each transaction type of the
accounts receivable workload should be
defined as one workload.

Performance Management and SURVEYOR 8

control program, to requester process, to server process, to
disk process, to disk controller, to disk, and then back to the
terminal.

4+ What work does each transaction do at each step of its
path ? computations, i/os, etc.

4 Knowing the transaction path, how much time is spent in the
processor, on the communication line, on the disk, etc.

4 What percentage of shared resources (disk processes,
terminal control programs, etc.) need to be allocated to this
transaction ?

4 What priorities are involved as the transaction moves
through the system ?




With this information documented,
SURVEYOR can be configured to help mon-
itor user workloads and system resource
usage.

SURVEYOR provides a grouping function
for monitoring and tracking workloads. In
cases where the entire entity (disk volume,
process, communication line, etc.) is associ-
ated with the workload, SURVEYOR will
logically group the entire entity with the
workload. '

SURVEYOR also allows the apportioning
of the entities within a workload. Once
you define the workloads and understand
how individual resources are shared,
SURVEYOR can track those workloads with
shared resources.

The Tandem TCP (a multi-threaded ter-
minal control process) is one process that is
usually shared among multiple transaction
types. Therefore, if a workload exists for
each transaction using the TCP, then each
workload must be defined such that a por-
tion of the TCP is allocated to each work-
load.

In the above TCP example, apportioning
could be based on information obtained
from the programmers. By understanding
what type and how many SCOBOL (Screen
COBOL) verbs are executed by each trans-
action, an apportioning scheme can be
determined. Another form of apportion-
ing is "message based apportioning." That
is, the TCP resource is apportioned
between each workload based on the num-
ber of messages sent/received by key pro-
cess(es) in the transaction path. The vol-
ume and frequency of each transaction
flowing through the TCP plays a role in
apportioning the TCP among the work-
loads.

TANDEM COMPUTERS

A variety of ways exist to do resource
and entity apportioning. These are some
examples of apportioning a shared
resource. Use SURVEYOR to apportion
individual entities within a workload that
use shared resources.

Information Collection

With a service level agreement in place,
SLOs clearly defined and quantified, and
workloads characterized appropriately,
SURVEYOR can be used to help manage the
performance of the system and help per-
formance management deliver "adequate
service" to its user community. The infor-
mation collected by SURVEYOR can tell
performance management whether they
are meeting the established SLOs, where a
potential performance problem exists,
which resources are most heavily used,
and which workloads impose the greatest

 strain on system resources.

When deciding what performance infor-
mation to collect and store, think about the
commonly asked questions about system
and workload performance. Use those
questions to help decide what performance
information to collect.

SURVEYOR can collect and store infor-
mation about:

e resource utilizations,

e transaction rates,

e service times,

» message and byte rates,

* resource queueing, and

¢ within-the-system residence times.

9 Section 2: The Role of SURVEYOR in
Performance Management
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Where to start

At a minimum, performance data should
be collected for the processors, processes
within the processors, disks and communi-
cation lines. A good starting point is to use
the default configuration for MEAS-ATTR
and MASK-ATTR provided by SURVEYOR,
The CPU, DISC, PROCESS and LINE entities
should be selected in the SURVEYOR MEAS-
ATTR configuration section. The default
entity selection in SURVEYOR provides the
basic configuration needs for performance
management.

If the initial performance information
does not help answer the performance
related question, then more information
needs to be collected. The SURVEYOR
MEAS-ATTR and MASK-ATTR configura-
tions should be adjusted to collect addition-
al performance information. Over time, a
better understanding of the computing
environment will allow performance man-
agement to be selective in what perfor-
mance information is collected and stored.
A more complex and detailed configuration
using SURVEYOR can be achieved when a
thorough understanding of the computing
environment exists.

Performance Management and SURVEYOR 10

SURVEYOR Data Fields

SURVEYOR provides a comprehensive set of
performance data fields associated with
each entity. Only those data fields required
for a specific environment need be saved.
For each entity, unless configured other-
wise, SURVEYOR uses its default set of data

fields to specify what is collected and
stored for each entity.

CPU Entity

For the SURVEYOR CPU entity, the AVER-
AGE-UTIL or the TOTAL-UTIL data field
shows the utilization for the processor(s).
The AVERAGE-QUEUE data field provides
information on how many processes are
waiting in the queue to use the processor.
The SWAP-RATE tells how often memory
needed to be swapped in or out. The
DISPATCH-RATE is an indicator of how
many processes are serviced by the proces-
sor. The DISC-IO-RATE shows the amount

. of disk activity attributed to the processor.

The USER-PROC-UTIL and SYS-PROC-UTIL
data fields show how much time the pro-
cessor spent executing user processes and
system processes. INTERRUPT-UTIL tells
the amount of time the processor was exe-
cuting interrupt handler processes. This
data field is useful when trying to
apportion system interrupt activity among
multiple applications or workloads.



DISK Entity

Use the SURVEYOR DISC entity to measure
consumption of disk resources on the sys-
tem. DISC-UTIL and AVERAGE-QUEUE data
fields provide information on how busy the
disk is. By collecting performance informa-
tion on logical and physical 1/Os, perfor-
mance management can understand what
type of work the disk is doing. READ-IO-
RATE and WRITE IO RATE provide informa-
tion on the type of work being requested

of a particular disk. The comparison of
PHYSICAL-IO-RATE to LOGICAL-IO-RATE
provides information on how many physi-
cal disk I/Os are needed for a logical or
application I/O. Cache hit and miss rates
are useful in determining necessary adjust-
ments to cache memory size and activity on
the disk. Cx-HIT- RATE and Cx-MISS-RATE
could be monitored to further understand
how the applications use the disk.

PROCESS Entity

PROCESS-CPU-UTIL of the SURVEYOR PRO-
CESS entity indicates how much processor
time a particular process used. The READY-
TIME divided by PROCESS-CPU-UTIL shows
the ratio of the time waiting for processor
time to the time actually doing some work.
The SEND-RATE and RECEIVE-RATE are
measured to help understand the frequency
of data passed into and out of a process.
The PAGE-FAULT-RATE is monitored to
know who is causing memory pagi-
ng/swapping. The AVERAGE-QUEUE data
field can indicate that a process is not get-
ting enough processor time to complete all
the work requested of it.

TANDEM COMPUTERS

LINE Entity

The LOGICAL-IO-RATE, READ-RATE, WRITE-
RATE and TOTAL-BYTE-RATE of the SURVEY-
OR LINE entity provide performance infor-
mation about communication line rates and
utilizations.

Default Entities

Most of the data fields identified above are
defaults set up within the MASK-ATTR con-
figuration section of SURVEYOR. The
default MEAS-ATTRs and MASK-ATTRs are
recommended as a starting point for col-
lecting and storing some basic performance
information. In many cases, other data
fields for specific entities are selected to
provide additional information. For exam-
ple, cache hit/miss information is useful
performance information. The cache hit
data fields are not defaults in SURVEYOR
and must be manually configured. Please
refer to the SURVEYOR reference material
for more information on default entities
and their values.

Modeling

A model is a representation of some exist-
ing or planned object. An equation, rules of
thumb, a collection of atomic numbers, and
a graph can each be considered a model.
Modeling is often used to predict future
values or the outcome of specific events
and is based on empirical analysis or
observed reactions. Combining historical
values with the model can result in a pre-
diction of the future. How reliable this pre-
diction is depends on the both the validity
of the model and the integrity of the data or
values used.

11 Section 2: The Role of SURVEYOR in
Performance Management
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Performance management is often the
focal point for information used in model-
ing. The modeling function itself is usually
performed by the Capacity Planning orga-
nization. When planning capacity, histori-
cal information about system performance
is critical. Growth of an on-line system can
usuauy be exXpr essed in terms of BIOW 7thin
either transactions for an application or
additional applications. That growth infor-
mation combined with baseline perfor-
mance information forms a model to help a
capacity planner project future resource
needs.

SURVEYOR plays a key role in modeling.
SURVEYOR not only collects, stores, and
summarizes the historical information
needed for modeling, it also provides cer-
tain modeling functions. Workloads provide
the logical grouping needed to simplify and
organize the resource consumption data
into manageable units. Aggregation
schemes are the SURVEYOR mechanism to
provide data summarization. An aggrega-
tion scheme is configured to specify what,
when, and how summarization is to occur.

System Modeling

In system modeling, the existing or
planned object is a computer system, the
applications within the system, or individ-
ual resources used by the applications.
The values are historical data about the
entity being modeled. For example, a
model can be a simple relationship
between server message receive rates and
average system utilization. Based on past
performance, a linear relationship can exist
between two performance indicators -
throughput and utilization. As system
throughput increases, the average system
utilization increases proportionally.

Performance Management and SURVEYOR 12

Typically, models are used to predict
performance, cost, or size of a system,
application, or a resource. Three frequent-
ly used types of models are: linear regres-
sion, consumption, and costing. Each
model provides specific information to
logically represent an aspect of an object.

A 1ie wasvwancinn madal AnnilAd s1an nor-
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formance indicators to represent the over-
all system performance in terms of utiliza-
tion. Workload performance information
could be used as input to a consumption
model. A combination of user statistics
and system hardware/software pricing
structures could be combined to represent
the cost of a system.

Linear Regression

The forecast command of SURVEYOR pro-
vides linear regression modeling. The
SURVEYOR forecast command uses histori-
cal data to predict future values. Linear
regression is a technique that takes a set of
data points and fits a straight line to the
data by minimizing the distance between
the data points and the line.

For SURVEYOR's linear regression to be
"accurate," the historical data should have
a linear shape. Not all systems have activi-
ty that grows in a linear fashion. Many
businesses have seasonal trends. If the his-
torical data does not have a linear "look" to
it, then linear regression may not be appro-
priate. An example of a linear, a non-lin-
ear, and a seasonal data set is shown in
Figure 2 on page 13.



Figure 2a. Nonlinear data set.

Figure 2¢c. Seasonal data set.
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While linear regression is the forecasting
technique used by SURVEYOR, that should
not imply that the technique is applicable
to all computer systems. Other techniques
may be better suited to model a particular
system that performs in a non-linear fash-
ion. Queueing network models (men-
tioned earlier in this document) and con-
sumption models (an example provide
later in this document) are options that
could be used.

When linear regression modeling is .
appropriate for a particular system or
application, performance management
must select the basis of the model. That is,
a linear regression model uses historical
data to predict future values. A particular
type of value (specifically a SURVEYOR
performance data field) must be selected
on which to collect historical data and then
predict the future values.

The AVERAGE-UTIL or the TOTAL-UTIL (of
the CPU entity) are used in some cases as the
basis for the model. Another indicator used
to forecast is the RECEIVE-RATE of a key pro-
cess of the application. Which performance
data field is used as the basis of the linear
regression model depends on the environ-
ment. The model provided by SURVEYOR
can be based on any performance data field
stored in the performance database.

As historical data is collected and stored
about a particular data field, SURVEYOR
uses this information to predict future val-
ues. SURVEYOR provides a high and a low
value for each expected value presented.
The high and low values form the 90%
confidence range when using the model
as a predictive tool.

13 Section 2: The Role of SURVEYOR in
Performance Management
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Confidence
range

o 10 20 30
~¢—— Historical values > ot Forecasted values e
Figure 3. Example of forecast with confidence range.
Consumption Modeling Performance Monitoring

Consumption modeling is another type of
modeling. SURVEYOR can provide the
inputs to a consumption model.
Consumption modeling is an analytical
modeling mechanism. This type of model
examines combinations of processes that
use system resources to complete a transac-
tion. Later in this document, what informa-
tion SURVEYOR can provide and how to
use that information to produce a con-
sumption model is discussed.

Performance Management and SURVEYOR 14

Monitoring system and workload perfor-
mance is a key part of performance man-
agement. Using SURVEYOR, performance
data is regularly collected and stored.
Depending on the amount of performance
information collected, monitoring system
performance can be extremely time con-
suming and labor intensive. Performance
monitoring looks only at key performance
indicators. When irregularities are identi-
fied, performance management must be
alerted. Typically, alerts are sent to opera-
tions consoles and other on-line monitoring

“devices. Exception reports can also be gen-

erated for performance management to
review. The concept of performance moni-
toring is to identify and resolve potential

‘problems before the user community is

negatively affected.



Ideally, automated mechanisms should
‘be used monitor system and workload per-
formance. The automated mechanism
should produce the alerts and exception
reports for performance management.

Some tools exist to provide on-line moni-
toring of system performance. VIEWSYS,
NSS and Enlighten are examples of such
monitoring tools. SURVEYOR provides an
additional monitoring tool. SURVEYOR's
threshold feature and exception reporting
feature helps performance management
monitor system and workload perfor-
mance.

High, low, and display threshold values
are established by performance manage-
ment. Thresholds define ranges of values
that indicate a potential problem to perfor-
mance management. These thresholds can
be adjusted as needed. Thresholds can be
established for any performance data field
collected and stored by SURVEYOR.
Utilizations, queue lengths, send /receive
message rates and swapping rates are typi-
cal performance indicators with exception
reporting thresholds defined. Usually, per-
formance data is collected and stored on a
daily basis. SURVEYOR examines the days'
performance indicators looking for perfor-
mance irregularities. SURVEYOR can initi-
ate exception reports to alert performance
management about indicators that fall out-
side the expected ranges.

The actual value or range of values de-
fined as the threshold is dependent on a
particular environment. If a particular sys-
tem has no excess resource capacity, then
thresholds values are set to alert perfor-
mance management as soon as a capacity
increase occurs. If excess resource capacity
does exist, then the threshold value can be
set to alert performance management only
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when some of the excess capacity gets used
up. SURVEYOR allows performance man-
agement to establish threshold values for
the performance indicators peculiar to a
particular environment.

All of the standard performance reports
supplied by SURVEYOR can be turned into
exception reports. With thresholds defined,
SURVEYOR provides reports that show only
the exception data. Performance management
can better utilize its time by examining excep-
tion reports instead of looking for performance
anomalies in detailed performance data.

A section with examples of using SURVEYOR
to monitor system performance appears later
in this document. Examples are given for
monitoring processor and disk activity.

Performance Database Management

Performance management must collect
performance data on a regular basis.

That performance data must be stored over
time for trending purposes. Reporting on
current as well as historical data is a require-
ment. Because of the volumes of perfor-
mance data involved, performance manage-
ment must reduce the detailed performance
data to a manageable amount. Performance
management needs a performance database
(PDB) and a performance database manager
to help with these functions. SURVEYOR
provides all the necessary PBD manage-
ment functions.

15 Section 2: The Role of SURVEYOR in
Performance Management
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SURVEYOR is an important tool used by
performance management. SURVEYOR
provides the following features to help
manage performance information:

¢ automated or manual data collection,
reduction, and storage

* long term storage of performance data

¢ database maintenance of
files/tables/indexes

¢ archiving and retrieving PDB data

e standard and customized threshold
and exception reporting

e statistical functions for summarization

» workload tracking

¢ data exporting to PCs

The SURVEYOR performance database is
a benefit to performance management. All
the performance information, historical as
well as current, is centrally located for easy
access by performance management and
capacity planners. Beyond providing a PDB,
SURVEYOR automates some key functions
involved in performance management. The
following sections illustrate two of those key
functions; measuring system performance
and capacity planning.
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Section 3:

Monitoring System Performance
with SURVEYOR - An Example

SURVEYOR can automate the every day,
time consuming process of monitoring sys-
tem performance. When used to monitor
system performance, SURVEYOR combines
the best of MEASURE and ENFORM plus
other new and useful functions. Using
SURVEYOR, the user can automatically rec-
ognize system performance anomalies and
then use MEASURE to conduct more
detailed performance analysis.

Based on the system's particular charac-
teristics, the user can configure reports that
will be generated only if certain exceptions
are met. For example, a processor report
can be configured so a report will be gener-
ated only if processor swaps exceed one per
second. Another could be configured for
disk and generate a report only when disk
busy exceeds 35%. Exception reports can
be configured based on any data field
(counter) stored in the PDB.

In this section, "performance monitor-
ing" is defined as the process of recogniz-
ing system performance anomalies.
"Performance analysis and tuning" is the
process of identifying the cause of these
system performance anomalies.

This section is not meant to be a guide
for performance analysis and tuning.
Every system has it's own unique charac-
teristics just as every analyst has their own
"favorite" performance counters. The pur-
pose of this section is to demonstrate how
to use these counters and to encourage
other ideas for customizing SURVEYOR.

Table 4-1 (Significant Counters and their
Maximum Values) in the MEASURE User’s
Guide (part number 84157) is a good start-
ing point for selecting performance coun-
ters for use with SURVEYOR. These guide-
lines may or may not be applicable to your
specific environment.

17 Section 3: Monitoring System Performance
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System Description

The system used to generate and collect
measurement data was a four processor
TXP system with four mirrored volumes.
Each of the four processors was a primary
~ for one mirrored volume. The PATHWAY
system was driven by terminal simulators
and consisted of four different types of
transactions. _

The following examples discuss excep-
tion reports and how they can be used to
monitor processor and disk performance.
The processor example shows how com-
mon conditions can be detected with
exception reports. The conditions are pro-
cessor utilization imbalance, over-utiliza-
tion, and memory pressure (swapping).
These conditions were caused by transient
activity during the steady state measure-
ment period. The next set of examples
deal with disk and show how imbalances
in the disk subsystem can be detected with
exception reports. In this example, one
volume had it's cache set incorrectly.

Monitoring Processor Performance

The default CPU-STATS report is very use-
ful for monitoring processor performance.
As a first step, the report allows evaluation
of processor resource "consumption" -
resource consumption including, at a mini-
mum, both utilization and memory usage.
By specifying the workload AALL-CPUS, a
CPU-STATS report can be produced reflect-
ing a total system view of processor perfor-
mance. The AALL-CPUS specification com-
bines all processor data fields into one data
unit.
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Because all data from the last PDB
update is to be included in the example,
the FROM and TO parameters of the report
object are not set. Data for all intervals of
the last PDB update are included when
FROM and TO are omitted. A CPU-STATS
report of AALL-CPUS is produced as fol-
lows (the test system had four processors):

assume report
set detailed on
print cpu-stats Aall-cpus

SURV 1024 Warning. Since FROM, TO and FOR are all
undefined only the data produced by the last operation
will be used as the target data for the following report(s)

Processor Average Total Average Swap
Date Time No. Type Util Util Queue Rate
1988-03-09 7:55 AALL-CPUS 17530 70123 0.874 2876
1988-03-09 758 AALL-CPUS 22208  88.832 1.130 1920
1988-03-09 801 AALL-CPUS 14152 56611 0747 1765
1988-03-09 8:04 AALL-CPUS 33448 133792 1.947 0.621
1988-03-09 807 AALL-CPUS 36203 144815 2149 0.388
1988-03-09 8:10 AALL-CPUS 44956 179826 3670 1.150
1988-03-09 8:13 AALL-CPUS 61,133 244532 5117 0.000
1988-03-09 8:16 AALL-CPUS 62314 249256 5478 0.400
1988-03-09 8:19 AALL-CPUS 61415 245660 5233 0.000
1988-03-09 8:22 AALL-CPUS 63.257 253.030 5.633 2533
1988-03-09 825 AALL-CPUS 67.597 270388 = 6.547 5.138
1988-03-09 8:28 AALL-CPUS 61.173 244695 5.172 0.038
1988-03-09 8:31 AALL-CPUS 61.695 246.782 5.170 0.005
1988-03-09 8:34 AMALL-CPUS 61.022 244088 5.178 0.000

The measurement period was from
March 9th at 7:55 until 8:34 with a measure-
ment interval of 3 minutes. It seems the sys-
tem was in a steady state beginning with the
8:13 interval. The AVERAGE-UTIL column is
TOTAL-UTIL divided by the number of pro-
cessors in the system. AVERAGE-QUEUE and
SWAP-RATE are system totals - not per pro-
cessor. The AVERAGE-UTIL data field is use-
ful when trying to determine how well bal-
anced processors are. This usage is
discussed later in the section.
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Processor Reports - Analyzing Individual assume report
P Activi set detalled on
rocessor Actvity set from 1986-03-09 8:13
cr e setto*
Specifying processor numbers rathgr than print cpu-stats (0,1,2,3)
AALL-CPUS, the CPU-STATS report lists data
fields for each individual processor. This
iled look at Processor Average Total  Average Swap
allows a more detailed look at processor Dae  Tme NoType Ul Uil Quese Rate

performance. Analysis of the steady state

. . : 1988-03-09 8:13
environment is desired so FROM and TO are

1988-03-09 8:13
specified. Note the processor specification 1988-03-09 813

of (0,1 ,2,3) rather than AALL-CPUS ("*" could 1988-03-09 8:13

TXP 60.349 60.349 1.248 0.000
TXP 62839 62839 1.360 0.000
TXP 56855 56.855 1.143 0.000
TXP 64489 64489 1.366 0.000

affected also because of it's slight increasein ~ ygaa 0900 831 1 TXP 63.177 63477 1.354 0005

0

1

2

3
be used also. It includes interval data for 1988-03-09 8:16 0 TXP 61.971 61971 1348 0.000
AALL-CPUS and individual processors). 1988-03-09 8:16 1 TXP 62590 62590 1.332 0.000
CPU-STATS (0,1,2,3) lists each data field on 1988-03-09 8:16 2 TXP 56661 56661 1.128 0.000
a per processor basis. Therefore, AVERAGE- 1988-03-09 8:16 3 TXP 68.034 68.034 1.670 0.400
UTIL is equal to TOTAL-UTIL. Excludingthe 19830309 819 0 TXP 61135 61135 1.305 0000
intervals of 822 and 8:25, processor utiliza- 19830309 819 1 TXP 62581 62581 1290 0000
tionisfairly well balanced though proces- 1988-03-09 8:19 2 TXP 57.268 57.268 1.176 0.000
sors 2 and 3 are slightly out of line with 19380309 819 3 TXP 64676 64676 1462 0.000
1988-03-09 8:22 0 TXP 63.314 63.314 1360 0.000
processors 0 and 1. Processors 0 and 1 are 19880309 822 1 TXP 69.455 69.155 1796 2533
very near the CPU-STATS*ALL-CPUS 1988-0309 822 2 TXP 56.419 56419 1.088 0.000
reported AVERAGE-UTIL of approximately 1988.03.09 822 3 TXP 64.142 64.142 1389 0.000
61%. Processors 2 and 3 are slightly lower 1988-03-09 8:25 0 TXP 68880 68880 1.631 0.000
and higher, respectively, than this average. 1988-03-09 8:225 1 TXP 77446 77446 2222 5.138
From the CPU-STATS AALL-CPUS report 1988-0309 8:25 2 TXP 58.369 58.369 1.215 0.000
presented earlier, a system wide increasein 19880309 825 3 TXP 65693 65693 1479 0000
$220nd835 CRUSTATS 0139 shows  SS12% 820 1 70 0o o 130 007

that this increased activi k place in - : : : :

processor 1. Processor Oz;;c;\asea;:en 1988-03-09 8:28 3 TXP 65964 65964 1.498 0.011
: 1988-03-09 831 0 TXP 60.149 860.149 1.198 0.000

1
utilization compared with other intervals. 1988-0309 831 2 TXP 58081 58081 1.181 0.000
1988-03-09 831 3 TXP 65.375 65375 1.437 0.000
1988-03-09 834 0 TXP 58976 58976 1.202 0.000
1088-03-09 834 1 TXP 63.068 63.068 1.360 0.000
1988-03-09 834 2 TXP 56.216 56216 1.113 0.000
1988-03-09 834 3 TXP 65.828 65.828 1.503 0.000

19 Section 3: System Performance Monitoring
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Exception Reports - Processor Utilization

To best interpret and apply exception
reports requires a familiarity with the sys-
tem under analysis. Familiarity means
knowing typical levels of utilization of the

system's components or, in the case of mem-
ory, knowing what memory pressure exists,
if any. Once these areas and their typical
values are identified, exception reports can
be configured that produce data only when
a certain data field exceeds a specified
value. In the following examples, the exact
threshold values selected are unimportant.
What is important is the concept behind
exception report configuration. To take full
advantage of exception reports, the reader
must be familiar with the characteristics of
the system under analysis.

The CPU-STATS report is a good starting
foundation for building a set of exception
reports. A general guideline is that a TXP
processor not exceed 60% to 70% busy. A
CPU-STATS AALL-CPUS report can be con-
figured alerting staff that the guideline had
been exceeded. The exception would be
based on TOTAL-UTIL. A four processor
example would require the TOTAL-UTIL
exception be set to 280% (4 x 70%). If based
on AVERAGE-UTIL, a CPU-STATS report can
help identify CPU load imbalances. This
example is discussed below.
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The CPU-STATS ~ALL-CPUS report indi-
cated that peak processor utilization
occurred between 8:13 and 8:34. Average
CPU utilization ranged from a low of 61.022
to a high of 67.597. Already mentioned was
the curious rise in processor consumption
between 8:22 and 8:25 (utilization and
swaps). In this exampie, the AVERAGE-
UTILs for these two intervals will be
ignored because some unexpected event
occurred as indicated by SWAP-RATE. In
this test environment, swaps are not typical
events so they will be investigated later.

- Excluding 8:22 and 8:25, the range of AVER-

AGE-UTIL during peak steady state load
was 61.022 to 62.314. This is not to suggest
ignoring certain intervals - they were
ignored here so the following examples can
best demonstrate how unusual intervals can
be recognized.

Based on the "normal"rangeof .
AVERAGE-UTIL (61.022 to 62.314), a thresh-
old of 65% TOTAL-UTIL is specified in the
following example. CPU utilization imbal-
ances can be recognized this way. Specifying
a high TOTAL-UTIL threshold of 65% results
in the exception report including only
those processors more than 65% busy. True
production systems might need a larger
"margin" or another data field used as the
exception.

When configuring customized reports,
the order report fields are defined (via SET
REPORT FIELD) determines, from left to
right, the order they are displayed.
Because CPU utilization is the data field of
interest, it will be SET first.



A CPU-STATS exception report for the
steady state period of March 9, 1988 from
8:13 through 8:34 is configured as follows:

Assume report

Set Title "CPU Utilization Exception Report”
Set Detalled On

SetField  CpuTOTAL-UTIL
SetFleld  Cpu AVERAGE-QUEUE
SetField  Cpu SWAP-RATE
SetFleld  Cpu DISC-I0-RATE

Set High Cpu TOTAL-UTIL 65
SetFrom  1988-03-09 8:13

Set To 1988-03-09 8:34

Print Cpu-stats (0,1,2,3)

CPU Utilization Exception Report

Processor Total Average Swap DisclO
Date Time No.Type Uti  Queue Rate Rate
1988-03-09 8:16 3 TXP 68.034 1.670 0.400 22.144
1988-03-09 8:22 1 TXP 69.155 1.796 2533 21.527
1988-03-09 8:25 0 TXP 68.880 1.631 0.000 28.122
1988-03-09 825 1 TXP 77446 2222 5.138 21.272
1988-03-09 8:25 3 TXP 65693 1.479 0.000 21.205
1988-03-09 8:28 3 TXP 65964 1.498 0.011 21.444
1988-03-09 8:31 3 TXP 65.375 1.437 0.000 21.372
1988-03-09 8:34 3 TXP 65828 1.503 0.000 21.738

As configured, this exception report
reveals several anomalies. The first is pro-
cessor utilization. It may be necessary to
review the previous CPU-STATS reports to
see the connection, but this system seems
to have two distinct processor utilization
"exceptions.” Most significant is the rise in
processor 1's utilization during the inter-
vals for 8:22 and 8:25. There seems to be a

relationship with swap activity during this -

time because SWAP-RATE increases signifi-
cantly with the increase in utilization.
Though processor 0 has but one entry in
this exception report, review of the CPU-
STATS (0,1,2,3) report shows a correspond-
ing increase, though less marked, in uti-
lization for processor 1. Perhaps a
connection exists. Processor 3 is another
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matter. Relative to the other processors
(excepting the intervals for 8:22 and 8:25),
processor 3 is consistently busier than the
other CPUs. Conversely, processor 2 is
consistently less utilized. In the real world,
the degree of imbalance between proces-
sors 2 and 3 is usually insignificant.

Exception Reports - Recognizing Memory
Pressure

The previous example demonstrated an
exception report based on utilization. The
example that follows demonstrates how
other data fields can be used as exception
qualifiers for report generation. Note the
SET order and the corresponding order of
the report columns. There are many possi-
bilities for exception reports. Exactly what
is configured depends on what needs mon-
itoring on the system.

Assume report

Set Title "CPU Swaps Exception Report”
Set Detalled On
Set Fleld Cpu SWAP-RATE
Set Field Cpu MEMORY-PAGES
Set Fleld Cpu AVG-MEM-QUEUE
Set Field Cpu TOTAL-UTIL
Set High Cpu SWAP-RATE .5
SetFrom  1988-03-09 8:13
SetTo 1988-03-09 8:34
Print cpu-stats (0,1,2,3)

CPU Swaps Exception Report

Processor Swap Memory Avg  Tolal
Date Time No. Type Rate Pages Mem Queue Util
1988-03-09 822 1 TXP 2.533 4096.000 0.040 69.155
1988-03-09 825 1 TXP 5.138 4096.000 0.075 77.446
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Memory Pressure - Finding the Cause

The two previous exception reports indi-
cated unusually high SWAP-RATEs during
the intervals for 8:22 and 8:25. There are
two principal reasons why swaps occur -
the first being a true shortage of memory
the second being transient process activity.
The data suggests transient activity
because swapping was not evident during
all interval periods. A true shortage of-
memory usually exhibits itself as continu-
ous swap activity for all intervals and for
all processes, including non-transients.

The following exception report is based
on the PROCESS-STATS report. The PAGE-
FAULT-RATE and AVERAGE-DURATION
fields are selected because they will tell
who is causing the swaps and whether the
swaps are due to transient process cre-
ations. Specifying a HIGH exception of
0.001 will display only process entities that
experienced swapping, however small the
amount.
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Assume report
Set Detailed On
Set Fleld Process PAGE-FAULT-RATE
SetField  Process AVERAGE-DURATION
Set High Process PAGE-FAULT-RATE .001
SetFrom  1988-03-09 8:13
Set To *
Print process-stats *
Process Page Fault Average

Date  Time Name Program Fiename
18880309 8:13 $TPB1 $SYSTEM.SYSTEMPATHTCP2 0.038 178.973
1988-03-09 8:13 $TPC1 $SYSTEMSYSTEMPATHICP2 0.177 179940
1988-03-09 8:13 $TPD1 $SYSTEMSYSTEMPATHTCP2 0022 180.050
19880309 8:16 $SYSTEM.SYSTEM.EDIT 0.111 5961
1988-03-09 8:16$DELAY $SYSTEMSYSTEM.DELAY 0011 70724
1988-03-09 8:16 $REQ0 $SYSTEM.SYSTEM.PATHTCP2 0.005 180.074
1988-03-09 8:16 $TPA1 $SYSTEMSYSTEMPATHTCP2 0005 179.812
1988-03-09 8:16 $STPC1 $SYSTEM.SYSTEMPATHTCP2 0005 180.096
1988-03-09 8:16 $TPD1 $SYSTEM.SYSTEM.PATHTCP2 0005 180.060

1888-03-09 8:16 MISC 0333 151.736
1988-03-00 822 $TPB  $SYSTEM.SYSTEMPATHTCP2 0.005 170.825
1988-03-09 822 "MISC 2677 83386
1988-03-09 825 $NCP  $SYSTEM.SYS00.0SIMAGE 0011 179933
1988-03-09 825 AMISC 5588 56534

1988-03-09 828$CONSOL$SYSTEM.SYS00.0SIMAGE 0005 179.366
1888-03-09 828 $DELAY $SYSTEM.SYSTEMDELAY 0011 170628
1888-03-09 828 MISC 0011 160267
19880309 831 $REQO$SYSTEMSYSTEMPATHTCP2 0005 180.045

To improve readability SET ORDER-BY
PROCESS PAGE-FAULT-RATE could have
been specified but since only a small set
of entities satisfy the exception, ordering
by time (the default) doesn't make the
report difficult to read. As expected, the
significant intervals are 8:22 and 8:25.
SWAP-RATE:s for all other intervals are
insignificant.



The entity causing the swaps to occur is
shown as AMISC. AMISC is a default work-
load that includes many common system
utilities such as FUP, PUP, BACKUP,
RESTORE, etc. This example illustrates
why it is a good idea not to delete the

- MEASURE data file after it is updated into

the PDB. Using MEASURE and "window-
ing" into the correct interval, a set of
reports could be produced for each pro- .
gram file included in the AMISC workload
and the actual cause of the swapping
determined.

The usefulness of grouping processes
into workloads cannot be over-emphasized.
The value of this capability is demonstrated
in the capacity planning section. Though in
most cases not recommended, the following
example shows what happens when the
AMISC workload is deleted. Deleting AMISC
is done as follows:

Assume configuration
Ungroup process Amisc
Alter configuration workload

After deleting the workload, the data
for the period being analyzed will have to
be deleted and re-updated (MEASURE data
file needed). Once this is done, print the
report again (notice the report configura-
tion is identical to the previous example):
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Assume report

Set Detalled On

SetFleld  Process PAGE-FAULT-RATE
SetField  Process AVERAGE-DURATION
Set High Process PAGE-FAULT-RATE .001
SetFrom  1988-03-09 8:13

Set To *
Print process-stats *
Process Page Fault Average
Date Time Name Program Filename Rate  Duration

1988-03-09 8:13 $TPB1 $SYSTEMSYSTEMPATHTCP2 0.038 179.973
1988-03-09 8:13 $TPC1 $SYSTEM.SYSTEMPATHTCP2 0.177 179.840
1988-03-09 8:13 $TPD1 $SYSTEMSYSTEMPATHTCP2 0.022 180.050

1988-03-09 8:16 $SYSTEM.SYS00.COMINT 0.061 2403
19688-03-09 8:16 $SYSTEM.SYS00.FUP 0.116  2.857
1988-03-09 8:16 $SYSTEM SYS00.PUP 0.150  8.401
1988-03-09 8:16 $SYSTEMSYSTEMEDIT 0.111 5961

1983-03-09 8:16$DELAY $SYSTEMSYSTEMDELAY 0.011  70.724
1988-03-09 8:16 $REQ0 $SYSTEMSYSTEMPATHTCP2 0.005 180.074
1988-03-09 8:16 $TCLS $SYSTEMSYS00.TACL 0.005 179.500
1888-03-09 8:16 $TPA1 $SYSTEM.SYSTEMPATHTCP2 0.005  79.812
1988-03-09 8:16 $TPC1 $SYSTEMSYSTEMPATHTCP2 0.005 180.09%
1988-03-09 8:16 $TPD1 $SYSTEMSYSTEMPATHTCP2 0.005 180.060

1988-03-09 822 $SYSTEM.SYS00.COMINT 0072 82783
1988-03-09 822 $SYSTEMSYS00.PUP 2605 2285
1988-03-09 822 $§TPB1 $SYSTEM.SYSTEM.PATHTCP2 0.005 179.825
1988-03-09 825 $SYSTEMSYS00.FUP 0.105 7.8
1988-03-09 825 $SYSTEMSYS00.PUP 5483 2458

1988-03-09 825 $NCP $SYSTEMSYS00.0SIMAGE  0.011 179.933
1988-03-09 828 $SYSTEMSYS00.COMINT 0.005  7.109
1988-03-09 828 $SYSTEMSYS00.FUP 0.005  6.483
19630309 828$CONSOLS$SYSTEMSYS00.0SIMAGE 0005 178366
1988-03-09 828 DELAY $SYSTEMSYSTEMDELAY  0.011 170628
1888-03-09 831 $REQ0 $SYSTEMSYSTEMPATHTCP2 0.005 180.045

The PAGE-FAULT-RATEs for
$SYSTEM.SYS00.PUP speak for themselves.
There is an obvious correlation between
the processor SWAP-RATE and the process
PAGE-FAULT-RATE for 8:22 and 8:25. In
this example, the interval for 8:22 has a sin-
gle entry for PUP where, in reality, 16 sepa-
rate copies were run. During the 8:25
interval 40 copies were run. Uniquely
naming each copy of PUP would have
resulted in 56 separate entries (notice the
entries for the TCPs). We can be fairly cer-
tain that a true shortage of memory doesn't
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- exist because the AVERAGE-DURATION for
the PUP processes is only a few seconds.
That, plus the fact that no other processes
were swapping make it a safe bet.

Deleting the AMISC workload does not
eliminate the need for future MEASURE
analysis. As mentioned, a total of 56 sepa-
rate copies of PUP were run. The exception
report does not show what individual pro-
cess fault activity was. Deleting AMISC
does narrow the program file set down to
$SYSTEM.SYS00.PUP, however. Measure
produces the reports necessary to show the
unique memory consumption on a per pro-
cess basis.

Other Processor Exception Reports

The following exception reports are based

on the suggestions in Table 4-1 of the

MEASURE User's Guide. The SET HIGH rep-

resents the data field the exception report is

based on. What other data fields are includ-

ed in the report are entirely up to the user.
For queue lengths:

Assume repornt

Set Detalled On

SetFleld Cpu AVERAGE-QUEUE
SetFleld Cpu TOTAL-UTIL

SetField Cpu SWAP-RATE

SetField Cpu DISC-IO-RATE
SetField Cpu CACHE-HIT-RATE
SetHigh Cpu AVERAGE-QUEUE 1.0
Print  cpu-stats (0,1,2,3)
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For dispatches:

Assume report

Set Detalled On

SetField Cpu DISPATCH-RATE
SetFleld Cpu TOTAL-UTIL
SetField Cpu USER-PROC-UTIL .
SetField Cpu SYS-PROC-UTIL
SetField Cpu INTERRUPT-UTIL
SetField Cpu PROC-OVHD-UTIL
SetField Cpu SEND-UTIL
SetHigh Cpu DISPATCH-RATE 300 ~TXP VALUE
Print  cpu-stats (0,1,2,3)

Monitoring Disk Subsystem Performance

Just as exception reports were useful for
monitoring processor performance, excep-
tion reports are equally useful for monitor-
ing disk subsystem performance. As did
the preceding processor examples, the fol-
lowing examples will demonstrate how
exception reports can aid performance
management of the disk subsystem.

Due to the nature of mirrored volumes,
some data fields are reported on a logical
volume basis rather than a per physical
spindle basis. See the SURVEYOR
Reference manual for further details.

A different MEASURE data file was used
in the following disk analysis. The steady
state period began at 7:21 and was deter-
mined in the same manner as it was in the
processor examples. All the subsequent
examples are for the steady state period.



Disk Reports - Analyzing Individual Disk
Spindle Activity
The following example is a customized

version of the DISC-UTIL-SUMMARY
report. To best report physical spindle

. activity, DISC-UTIL was omitted, PRIMARY-

DISC-10S and MIRROR-DISC-IOS added.
This permits better correlation with the
guidelines in the MEASURE User s Guide
(Table 4-1). PRIMARY and MIRROR-DISC-
IOS include seeks and therefore do not rep-
resent just read and write counts. Because
seeks are included in these data fields, do
not try to "match"” processor DISC-IO-RATEs
with those of the disk. The processor DISC-
IO-RATE data field does not include seek
activity. This is not unlike MEASURE.

The data fields PRIMARY-UTIL, MIR-
ROR-UTIL, PRIMARY-DISC-10S, and MIR-
ROR-DISC-IOS provide the necessary data
to configure reports based on Table 4-1 in
the MEASURE User’s Guide (TXP disk busy
not to exceed 35%, TXP disk rate not to
exceed 25).

Assume report

Set Detalled On

SetField Disc PRIMARY-UTIL

SetField Disc MIRROR-UTIL

SetField Disc PRIMARY-DISC-10S
- SetField Disc MIRROR-DISC-I0S

SetFrom  1988-03-09 7:21

Set To *

Print disc-util-summary ($d1, $d2, $data, $system)
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Disc Primary Mirror Primary Mirror
Date Time Name ut Ul DisclOs DisclOs
1988-03-09 7:21 $D1 49,376 55.287 35.354 42.416
1988-03-09 7:21 $D2 26.557 31.506 20.126 31.326
1988-03-09 7:221 $DATA 14.578 18.159 10.160 15.110
1988-03-09 7:21 $SYSTEM 26.206 31.815 18.393 29.338
1988-03-03 7:24 $D1 50.885 6.607 36.154 42.848
1988-03-09 7:24 $D2 24502 29.896 18.810 30.032
1988-03-09 7:24 $DATA 15719 18.903 10.627 16.315
1988-03-09 7:24 $SYSTEM 29.423 34.793 20.126 30.3%9
1988-03-09 7:27 $D1 49.265 54.631 35.288 42.820
1988-03-09 7:27 $D2 24542 29.707 18.455 28.927
1988-03-09 7:27 $DATA 13.666 16.910 9.549 14,538
1988-03-09 7:27 $SYSTEM 29.573 34.244 20.960 30.866
1988-03-08 7:30 $D1 50.342 56.223 36.104 43.337
1988-03-03 7:30 $D2 24799 29.932 18.976 30.254
1988-03-09 7:30 $DATA 14,393 16.872 9.716 14.160
1988-03-09 7:30 $SYSTEM 29.018 34.095 20.293 30.226
1988-03-09 7:33 $D1 46.947 53.543 33.620 41.605
1988-03-09 7:33 $D2 24.606 29.964 18.971 29.410
1988-03-09 7:33 $DATA 14.231 16.820 9.860 14.920
1988-03-09 7:33 $SYSTEM 28.051 33.150 19.522 30.094
1988-03-09 7:36 $D1 47.822 54966 34.609 42483
1988-03-09 7:36 $D2 26.389 31.790 20.121 32.055
1988-03-09 7:36 $DATA 15,338 18.388 10.338 15.715
1988-03-09 7:36 $SYSTEM 27.363 32.720 18.977 29.909
1988-03-09 7:39 $D1 49,633 56.412 35.688 43.144
1988-03-09 7:39 $D2 25.112 30.139 19.177 30.588
1988-03-09 7:39 $DATA 15,352 18.221 10493 15.670
1988-03-09 7:39 $SYSTEM 26.143 31.820 18.305 29.605

Clearly, $D1 is more utilized than the
other volumes. Utilization for both prima-
ry and mirror is nearly double that of other
busy volumes. 1/0O rates (seeks included)
are much higher than those for other vol- -
umes. This degree of imbalance could
result in a significant performance degra-
dation.

Exception Reports - Disk Uiilization

There are many options when configuring
disk exception reports. One option is to
configure the exception report based on
either PRIMARY-UTIL or MIRROR-UTIL.
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Usually, only in read intensive environ-
ments do PRIMARY-UTIL and MIRROR-UTIL
differ significantly. Exception reports based
on DISC-UTIL potentially can mask an over-
ly busy physical spindle. In these environ-
ments other exception reports based on dif-
ferent data fields can close such "gaps" and
compliment one another. Complimentary
exception reports may be as simple as hav-
ing one based on PRIMARY-UTIL and anoth-
er based on MIRROR-UTIL. Use what best
fits the characteristics of the system under
measurement. The following exception
report is based on PRIMARY-UTIL exceed-
ing 35%. This report makes $D1's over-uti-
lization much more obvious.

Assume report

Set Detailed On

SetField Disc PRIMARY-UTIL

Set Field DIsc MIRROR-UTIL

SetField Disc PRIMARY-DISC-I0S

SetField Disc MIRROR-DISC-I0S

Set High Disc PRIMARY-UTIL 35

SetFrom 1988-03-09 7:21

SetTo *

Print  disc-util-summary ($d1, $d2, $data, $system)

Disc Primary Mirror Primary Mimor
Date Time Name Ul  Utl  DisclOs DisclOs
1988-03-09 7:21 $D1 49.376 55287 35.354 42416
1988-03-09 7:24 $D1 50.885 56.607 36.154 42.848
1988-03-09 7:27 $D1 49.265 54.631 35.288 42.820
1988-03-09 7:30 $D1 50.342 56.223 36.104 43.337
1988-03-09 7:33 $D1 46.947 53543 33.620 41.605
1988-03-09 7:36 $D1 47.822 54.966 34.603 42.483
1988-03-09 7:39 $D1 49.633 - 56.412 35.688 43.144

For all intervals, only $D1 exceeds the
threshold of 35% PRIMARY-UTIL.
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Disk Reports - Imbalances in Disk
Subsystem Utilization

Like MEASURE, the Surveyor DISCOPEN
report shows the "physical" view of activi-
ty on a disk. Unlike the FILE report which
doesn't report on secondary partitions,
DISCOPEN reports all file activity on a disk.
Secondary partitions, as well as primary
partitions, are listed in the DISCOPEN
report. Additionally, DISCOPEN reports 1/0
and cache hit rates. These data fields corre-
spond to the CPU-STATS DISC-IO-RATE
and CACHE-HIT-RATE making a disk file's
impact on disk easy to recognize. For these
reasons, DISCOPEN is usually the most
useful report for identifying disk con-
sumers. DISCOPEN reports make it easy

to identify which file should be moved to
another volume.

Every file opened on the volume is list-
ed but combined into one entry per file
opened. For example, there were 52 open-
ers of ACCOUNT, BRANCH, and TELLER.
The interval entries for each of these files is
the sum of all data records for each open.

To verify this, add up IO-RATE and
CACHE-HIT-RATE for an interval from the
DISCOPEN report. It will very closely
correspond to the DISC-IO-RATE and
CACHE-HIT-RATE of the controlling pro-
cessor and to the READ-RATE, WRITE-
RATE, and CACHE-HIT-RATEs of the physi-
cal disk. Any differences are due to
rounding or omission of data records from
the MEASURE data file due to storage
thresholds.

The DISCOPEN-STATS report is generated
as follows:

Assume repont

Set Detailed On

SetFrom 1988-03-09 7:21
SetTo *

Print  discopen-stats $d1.** -
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I0  CacheHit The following CPU-STATS (0,1,2,3)
Date  Time FileName Rate  Rate report provides meaningful insight into the

e T i owouios " 3 problem withSDI if thesystem confiura
1988-03-09 7:21 $D1.CUNIONLOGO2 1521 0,000 tion and workload is clearly understood.
1988-03-09 7:21 $D1.TESTDBACCOUNT 12516  3.105 The system under test had one disk pri-

1988-03-03 7:24 $D1.CUNION.DBASE 10555  1.966

1988-03-09 7:24 $D1.CUNIONLOGOT 0288  0.000 have CACHE-HIT-RATEs well over 50%.

19880309 7:24 $D1.CUNIONLOGO2 1532  0.000 These three volumes were primaried in
1988-03-09 7:24 $D1.TESTDBACCOUNT 13.799  3.288 . processors 3, 2, and 0, respectively. $D1
1988-03-09 7:24 $D1.TESTDB.BRANCH  6.766  4.855 - was primaried out of processor 1. $D1's
1988-03-08 7:24 $D1.TESTDB.TELLER 8.605 4.600 cache hit rate is far less than this though

1988-03-09 7:27 $D1.CUNION.DBASE  10.666  2.283

1988-03-09 7:27 $D1.CUNIONLOGO! 0282  0.000 the total system 1/O rate (CACHE-HIT-

19880309 7:27 $DI.CUNIONLOGO2 1598  0.005 RATE plus DISC-IO-RATE) is nearly the
1988-03-09 7:27 $D1.TESTDBACCOUNT 13.094  3.451 same as that for $D2 and $SYSTEM. In this
1988-03-09 7:27 $D1.TESTDBBRANCH  7.099  5.122 particular test, $D1's cache was "under-con-
1988-03-09 7:27 $D1.TESTDB.TELLER 8.649 4.627 figured" which resulted in the poor cache
1988-03-09 7:30 $D1.CUNION.DBASE 11399  2.444 : . .
19880309 7:30 $DI.CUNIONLOGO! 0260  0.000 hit rate and corresponding increase in
19880309 7:30 $DI.CUNIONLOGO2 1593  0.000 physical I/O activity. Admittedly, the fol-
1988-03-09 7:30 $D1.ST1.STH 0050 0016 lowing CPU-STATS report may seem awk-
1988-03-03 7:30 $D1.TESTDB.ACCOUNT 12999  3.183 ward for this sort of analysis, However, if
1988-03-09 7:30 $D1.TESTDBBRANCH  6.588  4.755 expected physical 1/0 rates and/or cache
:ngigg ;jsag :g: 'zﬁﬂgz‘;:'g: 19'022 4755 hit rates were known, exception reports

; . . 0949 2344 e
19880309 7:33 $DI.CUNIONLOGO! 0255  0.000 would better highlight the problem. PUP,
1988-03-09 7:33 $D1.CUNIONLOGO2  1.604  0.005 FUP, and MEASURE could also be used to
1988-03-09 7:33 $D1.TESTDBACCOUNT 12.388  3.194 conduct cache and file analysis.

1988-03-09 7:33 $D1.TESTDB.BRANCH  6.811  4.888
1988-03-09 7:33 $D1.TESTDB.TELLER  8.244 4377
1988-03-09 7:36 $D1.CUNION.DBASE  10.844 2211
1988-03-09 7:36 $D1.CUNION.LOGO1 0299  0.000
1988-03-09 7:36 $D1.CUNION.LOG02 1671 0.000
1988-03-09 7:36 $D1.TESTDB.ACCOUNT 12705  3.272
1988-03-09 7:36 $D1.TESTDB.BRANCH  6.444  4.666
1988-03-09 7:36 $D1.TESTDB.TELLER 8.466  4.388
1988-03-09 7:39 $D1.CUNION.DBASE  11.749  2.644
1988-03-09 7:39 $D1.CUNION.LOGO1 0327  0.000
1988-03-09 7:39 $D1.CUNION.LOGO2 1.449  0.005
1988-03-09 7:39 $D1.TESTDB.ACCOUNT 13.234  3.350
1988-03-09 7:39 $D1.TESTDBBRANCH  6.110  4.400
1988-03-09 7:39 $D1.TESTDB.TELLER 8.743  4.583
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A CPU-STATS (0,1,2,3) report cus-

tomized to emphasize the I/O system is

configured as follows:

Assume report

Set Detailed On

SetField  Cpu DISC-I0-RATE

SetField  Cpu CACHE-HIT-RATE

SetField  Cpu SWAP-RATE

SetField  CpuSYS-PROC-UTIL

SetFrom  1988-03-09 7:21

SetTo *

Print cpu-stats (0,1,2,3)

Processor DisclO Cache Hit Swap

Date Time No. Type Rate  Rate Rate
1988.03-09 721 0 TXP 21.294 26.744 0.000
1988-03-09 721 1 TXP 36744 15294 0.083
1988-03-09 7:21 2 TXP 13.361 20.150 0.127
1988-03-09 721 3 TXP 22361 29.461 0.050
1988-03-09 7224 0 TXP 23.261 27.583 0.000
1988-03-09 724 1 TXP 37.850 16.022 0.000
1988-03-09 7:24 2 TXP 14261 20.527 0.000
1988-03-03 724 3 TXP 21255 27611 0.383
1988-03-09 7:27 0 TXP 23250 29.350 0.000
1988-03-09 727 1 TXP 36.816 16.361 0.000
1988-03-09 7:27 2 TXP 12738 19.505 0.000
1988-03-09 7:27 3 TXP 20.683 26.883 0.011
1988-03-09 7:30 0 TXP 23.033 28.288 0.000
1988-03-03 7:30 1 TXP 37761 16.000 0.250
1988-03-09 7:30 2 TXP 12938 19.822 0.000
1988-03-09 7:30 3 TXP 21411 28.016 0.011
1988-03-09 7:33 0 TXP 22100 28.500 0.000
1988-03-03 7:33 1 TXP 35711 15922 0.000
1988-03-09 7:33 2 TXP 13.105 20.061 0.000
1988-03-09 7:33 3 TXP 20.866 27.377 0.000
1988-03-09 7:36 0 TXP 21.694 27.588 0.000
19880309 736 1 TXP 36472 15750 0.000
1988-03-09 7:36 2 TXP 13.577 20.472 0.000
1988-03-09 7:36 3 TXP 22522 29.300 0.000
1988-03-09 7.39 0 TXP 21.350 27.094 0.000
1088-03-09 7:39 1 TXP 37472 15705 0.000
1988-03-09 7:39 2 TXP 13794 19.794 0.000
1988-03-09 7:39 3 TXP 21416 28.133 0.000
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Sys Proc
Utit
20.266
26.807
16.728
21.291
21.436
27.826
16.863
20.604
21.960
27.353
15.630
19.691
21.492
28.198
16.011
20411
21.012
26.547
15.941
20.013
20.749
26.839
16.712
PARYA]
20.344
27.164
16.511
20.434

The preceding examples demonstrate the
strength of SURVEYOR when used for per-
formance monitoring. With properly con-
figured exception reports, SURVEYOR can
provide valuable information about a sys-
tem's "health."

However, performance monitoring is
only one part of a complete system man-
agement strategy. Capacity planning is
just as crucial as performance monitoring.



Section 4:
SURVEYOR as an Aid for

Capacity Planning - An Example

Consumption Modeling

There are a variety of methods of modeling
computer systems that can use the informa-
tion contained in the Performance Data Base.
The SURVEYOR product contains linear
regression techniques for trend analysis. The
SURVEYOR User’s Guide explains how to use
these built in features. Linear Regressionis a
good technique to use for estimating future
growth in a system when there is good rea-
son to believe that growth in the system will
continue as it has been in the past; i.e. no
new major applications being added or
changes in transaction proportions (percent-
age of one type of transaction to another).

Another modeling technique which is
commonly used is Consumption
Modeling. This approach is applicable
when there is some knowledge outside the
system that the transaction proportions
will change. This could be due to changes
in user population or business priorities.
This technique uses the data within a
SURVEYOR performance data base and
builds an analytical model.

Consumption Modeling views a Tandem
system as a combination of processes that
consume resources on behalf of a given
transaction or application. Some of these
processes are unique to a given transaction
type and some are shared between multiple
transaction types. For the processes that are
shared, consumption modeling provides a

method of apportioning the work they do
amongst the transaction types that share it.

The model results in a demand per
transaction at each physical service center.
A physical service center is a set of similar
devices that provide a particular service.
For example, a node of CPUs is a physical
service center providing CPU processing
time. The DISK drives attached to a system
of CPUs are a physical service center pro-
viding physical 1/O and storage. For a
given transaction, consumption modeling
defines the demand the transaction has for
each physical service center.

CPU Planning

CPU planning for a Tandem system requires
the understanding and the analysis of
many different system entities and their
constraints. For example, there must be
enough ports for the terminal population.
There also must be enough CPU cycles to
get the necessary work done. Consumption .
modeling determines how many seconds of
CPU time are needed for each transaction
type. The information from the model can
then be used to determine how many CPU
seconds will be needed for a particular
transaction rate.
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The most difficult part of consumption
modeling is determining the subsystems
within the CPU that each particular trans-
action uses. The next hardest part is deter-
mining what portion of each subsystem is
used by each transaction. Most of this work
needs to be done outside of the SURVEYOR
environment. SURVEYOR can help in the
latter task, if the system being analyzed is
well designed and/or well instrumented.
The first task, that of determining the pieces
of the system each transaction/application
uses, can be accomplished by talking with
the software developers and system manage-
ment personnel.

The information about what processes a
transaction uses is represented in a transac-
tion flow diagram. The transaction flow
diagram is a pictorial representation of a
transaction's flow through a system. An
example of a transaction flow diagram is
shown in Figure 4.

Disk Planning

Disk planning must satisfy two constraints:
sufficient space on all the disk drives to hold
the necessary information for a system and
enough disk "power" to handle the number
of requests for that information. Because
SURVEYOR can help in the latter, it is the
focus of this discussion.
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An application issues a "logical" request
to the disk process. This logical request
results in a certain number of "system”
requests. These system requests consist of
index level I/Os plus data level I/Os that
are a direct result of the one logical request.
Some of these system requests are satisfied
from the disk cache. Others resultin a
request to the physical disk. These requests
to the physical disk are referred to as "phys-
ical" I/Os. Using general terminology, here
are the definitions for these different 1/Os:

Logical I/Os = Requests from application to read,
write, update, or delete a record.
(Receive Rate on the Disk
Processes)

System I/0Os = Cache Hits + Physical Reads +

Physical Writes
Physical I/0Os= Physical Reads + Physical Writes

When planning how many disk spindles

_ are required for a system, it is necessary to

know how many physical 1/Os are likely
to occur in a given time interval. This, of
course depends on the cache hit rate in the
system. The higher the cache hit rate, the
lower number of physical requests that
occur. A consumption model can be built
either by associating logical requests to
physical requests or by associating logical
requests to system requests and then mak-
ing the association between system requests
and physical requests. In the second case,
increases in cache hit rate can be investigated.
The consumption model building demon-
strated in this example assumes all logical
disk requests are equal. There is no differ-
entiation between requests to different
types of file structures (key-sequenced,
entry-sequenced and unstructured). The
example also considers READ, WRITE,



.....

UPDATE, or DELETE operations as equiva-
lent. While these assumptions might not be
accurate for all systems, they are valid for
the following example and simplifies the
necessary analysis.

SURVEYOR Consumption Modeling

SURVEYOR's ability to group processes into
workloads and to summarize information
about these workloads over time is partic-
ularly helpful for capacity planning. (It is
assumed that you have read the SURVEYOR
User’s Guide and are familiar with both the
GROUP command for creating workloads
and the AGGREGATE object for summariz-
ing information. If not, please review the
appropriate sections in the User's Guide
before continuing.)

The Tandem system is a message-based
system. That means processes "talk" to
each other by sending and receiving mes-
sages to and from each other. By tracing
the messages of a given transaction
through the system, it is possible to estimate
what resources the transaction is utilizing.
Messages received and messages replied to
by individual processes are recorded by
MEASURE and can be maintained in the
SURVEYOR Performance data base (PDB).
These performance metrics are essential to
building a consumption model of a system.
For a particular process, the messages
received per second are in the field
RECEIVE-RATE and the number of messages
sent are in the field SEND-RATE. Even
though these are in the default SURVEYOR
configuration, make sure that in any cus-
tomized configuration the following two
statements are included :

XX$ Select Process SEND-RATE
XX$ Select Process RECEIVE-RATE

TANDEM COMPUTERS

Workloads

Setting up the workloads in the system is a
very important task for accurate consump-
tion modeling. The workloads should rep-
resent either the transactions or applica-
tions that you wish to model. Care needs
to be taken in deciding what processes can
be grouped with others and which need to
be grouped separately.

Before establishing the GROUPs in
SURVEYOR, identify the transaction types
or the applications that are going to be used
in the model of the system. Once these par-
ticular groupings are defined, the Tandem
processes or programs that are executed by
each of these transactions need to be identi-
fied. Those processes/programs that are
shared by transactions need to be distin-
guished from those that are unique to a
particular application ( an example of a
shared process is the TCP processes in a
PATHWAY environment). Some processes
may only be shared by two "groups" while
others may be used by every transaction or
application in the system.
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Figure 4. Sample
Transaction Flow
Diagram.

TRAN 1
SERVER

LINE
HANDLER

TCP DISK PROCESS
TRAN2

SERVER

The transaction flows for all the transac-
tions being modeled need to be understood.
This includes determining the point of entry
into the system (usually a line handler) and
each and every process executed on its
behalf. The transaction flow also identifies
those processes within the path that make
logical I/O requests. In essence, the desired
final outcome is a flowchart of the transac-
tions being modeled. A simple PATHWAY
application with two transactions, is shown
in Figure 4.

From this diagram, it is easy to see that
the messages sent from the TRAN 1 SERVER
and the TRAN 2 SERVER are being received
by the disk process. The MESSAGES-SENT
field in the PROCESS entity for these two
server types would represent the number
of logical 1/Os performed per second. If
the processes TRAN 1 SERVER and TRAN 2
SERVER were called once to process a sin-
gle transaction of their type, then the
RECEIVE-RATE field in the PROCESS entity
for each of these two server types would
represent the number of transactions per
second for the two different transaction

types.
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In this example, there are two workloads
(Transaction Type 1 and Transaction Type 2).
The Line Handler, TCP and Disk Processes
need to be apportioned among the two
transactions. The Line Handler and the
TCP are divided equally between both
transaction types; that is, each transaction
going through each of these processes will
use the same amount of that resource. This
assumption is made because there is no
way to measure how much of each
resource a particular transaction type uses.

The disk process is divided equally be-
tween every logical I/O in the system, each
of which can be viewed as a "transaction” to
the disk process. To model this system, six
SURVEYOR groups are created. They are:

One containing the Line Handler processes
One containing the TCP processes

One containing Tran 1 Servers

One containing Tran 2 Servers

One containing Disk Processes

One containing All processes running

When building a model, all work in the
system must be accounted for. The pur-
pose of having a workload that contains all
the processes running in the system is to
determine the amount of "OTHER" activity
that is being performed and is contributing
to CPU consumption. Itis important that
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Figure 5.
_ gggeg& }ransactifon flow
iagram for a
EEQ'JE‘R — corgplex system.
LINE ROUTING VEM TAB oSk
HANDLER SERVER —
TRAN G SERVER PROCESS
SERVER [~ |
RECORD
— | SERVER
the thresholds for storing and displaying All disk process activity needs to be
information are set up to insure all infor- GROUPed together. This allows the model
mation needed is present. to view the disk as a single resource. Also,

In a more complex environment, there this type of GROUPing is necessary to help
may be many servers talking to each other identify the miscellaneous process activity
as well as the disk process. This compli- (by process of elimination - the ~all-process-
cates the flowchart as well as the analysis. es GROUP minus all the other defined
An example of a flowchart for this type of GROUPS equals the miscellaneous process
system is shown in Figure 5. activity).

In this example, every process except for The SECURE SERVER, MEM TAB SERVER
TRAN 1 SERVER and TRAN 2 SERVER are and RECORD SERVER are put into individu-
shared by the two transaction types. Does al GROUPs. There is no easy way to figure
that mean they should all be putin a out how many messages out of the TRAN 2
GROUP together? No. To analyze the SERVER went to the MEM TAB SERVER or
transaction flows of this system requires how many went to the SECURE SERVER. By
that almost every "process" on the chart be looking at the RECEIVE-RATE on the MEM
put into its own GROUP. TAB SERVER, you determine the number of

The LINE HANDLER and the ROUTING messages from both the TRAN 1 and
SERVER can be put into the same GROUP. TRAN 2 SERVERs that went to the MEM TAB
They are both apportioned by the total SERVER. Without the use of user defined
number of transactions being processed. counters within this server, the service time

The TRAN 1 SERVER and the TRAN 2 within the MEM TAB SERVER for a TRAN 1
SERVER need to be in their own GROUPs so request versus a TRAN 2 request cannot be
that the transaction rates for each transac- determined. An average service time for a
tion type can be determined as well as the request to the MEM TAB SERVER is the
service times. ‘ best that can be found. The same holds true

for the SECURE and RECORD servers.
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The TRAN 2 SERVER sends messages to
the disk process as well as to the three
shared servers (SECURE, MEM TAB and
RECORD). It is necessary to determine how
many messages out of the TRAN 2 SERVER
were logical I/O requests. To do this, add
up the number of MESSAGES-RECEIVED by
the three servers (SECURE, MEM TAB, and
RECORD) and subtract that number from
the total number of MESSAGES-SENT by the
TRAN 1 SERVER and the TRAN 2 SERVER.
The result will be the number of messages
sent to the disk process.

There are eight GROUPs required to
build the model. They are:

One for the Line Handler and ROUTING SERVER
One for the TRAN 1 SERVER

One for the TRAN 2 SERVER

One for the SECURE SERVER

One for the MEM TAB SERVER

One for the RECORD SERVER

One for the DISK PROCESSES

One for All processes running

The point of this discussion is that there
is not a one-to-one relationship between
SURVEYOR "groups" or workloads and the
workloads in a consumption model.
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Aggregation Schemes

The aggregation feature in SURVEYOR
summarizes data as requested by the user.
This summarization could result in infor-
mation summarized on any user-defined
timeframe (e.g. daily, weekly, monthly).
When using SURVEYOR data to build the
consumption model, it is recommended
that a separate AGGREGATE be created for
this purpose. By doing so, changes to the
consumption model will not impact the
ongoing data gathering used for perfor-
mance monitoring.

The time period which is used for the
SELECT statement of the AGGREGATE
object is based upon knowledge of system
usage and the actual measurement that is
being taken. The most important criteria
for the time selection is making sure that
all the transactions that the model will be
based on have been exercised in the sys-
tem. If, for example, it is known that all
transactions in the model are entered
between 1:00 and 1:30 pm, then an
AGGREGATE can be set up as follows:

- Aggregate to be used in building

- Consumption Mode! of System

XX$ Set Aggregate Title "Consumption Mode! Input”
XX$ Set Aggregate Records (cpu,disc,process)
XX$ Set Aggregate Stats (avg,std,p90)

XX$ Set Aggregate Span Daily

XX$ Set Aggregate Summarization Automatic
XX$ Set Aggregate Select * 1:00 To 1:30

XX$ Add Aggregate Model-Input



This will create the average value, the
standard deviation and 90th percentile val-
ues for data values between 1:00 and
1:30p.m. The standard deviation is a mea-
sure of the dispersion of the data points
from the average. For example, if the mea-
surement contained 10 data points
between 1:00 and 1:30 and the average data
point value was 12 with a standard devia-
tion of 8, then it is known that those 10
points were not all close to the value of 12.
If the standard deviation was 2, then all 10
data points were close to value of 12.

For modeling, the standard deviation
should be relatively small in comparison to
the average value being used. If it is not,
then it is recommended that the statistic
P90 be used in place of the average. The
P90 statistic gives the value at which 90
percent of the data points between 1:00
and 1:30 fall below. This is more conserva-
tive than using an average value. Whether
the average or the P90 statistic is used, the
steps for creating the model are the same.

Extracting Information From SURVEYOR

After determining the aggregation schemes,
you must specify the information to extract
from SURVEYOR. The pieces of informa-
tion needed for building a model are listed
below.

TOTAL CPU BUSY .
TOTAL PROCESS BUSY
TOTAL INTERRUPT BUSY
TOTAL DISK BUSY

For each SHARED TOTAL PROCESS BUSY
Process: REQUEST RATE MADE TO IT
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For each UNIQUE Process for a

transactiontype :  TOTAL PROCESS BUSY
REQUEST RATE MADE TO IT
REQUEST RATE TO
SHARED WORKLOADS
For the DISK
ACTIVITY : CACHE HIT RATE
READ and WRITE RATE

The Performance metrics from SURVEYOR
that are used to obtain that information are:

INTERRUPT-UTIL
AVERAGE-UTIL
DISC-IO-RATE

CPU object

PRIMARY-UTIL
MIRROR-UTIL
LOGICAL-I0-RATE

DISC object

PROCESS-CPU-UTIL
RECEIVE-RATE
SEND-RATE

PROCESS object

If the model building is being done for a
"mixed" system, meaning there is a combi-
nation of TNSII's, TXP's and/or VLX's,
then the model building would use the
"normalized" fields of TNSII-UTIL in place
of AVERAGE-UTIL and PROCESS-CPU-UTIL
in the CPU and PROCESS objects respec-
tively. (See the SURVEYOR Reference
Manual, Section 4 for a description of these
fields). This is necessary because a process
executing on a TXP will run faster on a
VLX. Normalization is the process of using
a common baseline for different represen-
tations of values. The normalization pro-
cess takes the number of TXP (or VLX) sec-
onds a process uses and computes the
number of TNSII seconds that process
would use. »
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Model Building—An Example

The easiest way to describe consumption
model building is to present a complete
example. A description of the system to be
modeled and a step by step description of
each stage of the model building process

~ follows.

System Description and Objective

The example is a PATHWAY system consist-
ing of four major transactions which com-
prise the majority of work being done.
They are TRAN1, TRAN2, TRAN3, and
TRAN4. Each transaction passes through a
line handler, a TCP, a server process, and
the disk process. There is other work
being done in the system during the day;
this work will continue in the future. All
the transaction types are entered between
12:20 and 12:40 each day.

The objective is to determine the effect
of a 20% increase in TRAN4 transaction rate
on CPU and disk utilizations.

Step 1 - Create the Transaction Flow Diagram

The flow diagram in Figure 6 depicts the
system described above.

Step 2 - Set Up SURVEYOR Configuration

The SURVEYOR configuration for this sys-
tem requires eight GROUPs to be set up.
They are:

One for the Line Handlers

One for the TCPs

One for each of the four Transaction Servers
One for the Disk Processes

One for all processes running

The Line Handlers in this system
are processes executing program files
$DATA.BOTH.USIM and $DATA.BOTH.SSIM
(Do not be concerned that these are not
true "line handlers.")

The TCPs are processes executing pro-
gram file $SYSTEM.SYSTEM.PATHTCP2.

This system is unique in that three of the
four transactions are executing the same
program file. Therefore, to distinguish
them from each other, the processes have
been named to uniquely identify each
transaction type. Those processes with
process names starting with $B and fol-
lowed by three numbers are transaction
type TRAN1. Those processes with process
names starting with $I and followed by
three numbers are transaction type TRAN2.

TRAN 1
[ | SERVERs
TRAN 2
SERVERs
LINE TCP DISK
HANDLERS TRANS PROCESS
SERVERs
Figure 6.
PATHWAY TRAN 4
system flow SERVERSs
diagram.
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Those processes with process names start-
ing with $U and followed by three num-
bers are transaction type TRAN3.

TRAN4 are processes executing program
file $DATA.ST1.SERVERO.

The Disk Processes in this system are
identified by their device names $SYSTEM,
$DATA, $D1 and $D2.

All other processes in the system are
identified using wildcards for volume,
subvolume and program file name. This
field gives a summary of all user and sys-
tem processes run.

The required input to SURVEYOR to
configure these workloads is:

~ redefine thresholds
set threshold entity device, field average-util
delete threshold store
set threshold entity disc, field disc-util
delete threshold store
set threshold entity process, field process-cpu-util
delete threshold store

- now set up the appropriate configuration
assume configuration
AddCpu*
Add Process *
Add Disc $*
group process Aline-hand = $data.both.usim + &
$data.both.ssim

group process Acp = $system.system.pathtcp2

group process Aran1 = $b000.+ $b001 + $b002 + &
$b003 + $b004 + $b005 &+ $b006 + $b007 + $b008 + &
$b009 + $b010 + $b011 + $b012 + $b013 + $b014 + &
$b015

group process Atrani = $b016 + $b017 + $h018 + &
$b019 + $b020 + $b021 + $b022 + $b023 + $b024 + &
$b025 + $b026 + $b027 + $H028 + $b029 + $b030 + &
$b031 + $b032
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group process Atran2 = $1000 + $1001 + $i002 + $1003 &
+$1004 + $1005 + $1006 + $i007 + $i008 + $1009 + $i010 &
+ 31011 £ $1012 + $1013 + $i014 + $i015

group process AMran2 = $1016 + $1017 + $1018 + $1019 &
+$1020 + $1021 + $1022 + $1023 + $i024 + $1025 + $1026 &
+$1027 + $1028 + $1029 + $1030 + $1031 + $1032

group process Atran3 = $u000 + $u001 + $u002 + &
$u003 +$u004 + $u005 + $u006 + $u007 + $u008 + &
$u009 + $u010 + $u011 + $u012 + $u013 + $u014 + $ud15

group process Atran3 = $u016 + $u017 + $u018 + &
$u019 + $u020 + $u021 + $u022 + $u023 + $u024 + &
$u025 + $u026 + $u027 + $u028 + $u029 + $u030 + &
$u031 + $u032

group process Atran4 = $data.st1.servero

group process Adisk-procs = $system + $data + $d1 &
+$d2

group process Aall-processes = §*.*.*
replace configuration

Note: Some of the GROUP definitions
contain the same group name. This results
in the second group of processes being con-
catenated to the first group of processes.
This is necessary because they cannot all fit
in one command.

Notice that this configuration deletes cer-
tain threshold values. When building a
consumption model the goal is to account
for every last CPU second (or millisecond!)

a transaction is responsible for. The defaults
for these threshold values are set up to ig-
nore entries with very low values (<0.05%).
For consumption modeling, these entries
are needed. Discussions of thresholds can
be found in the SURVEYOR User’s Guide.
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-The final element to add to the configura-
tion is the aggregate for model building. It
is identical to the aggregate defined for
model building except the SELECT statement
is customized for the particular system being
modeled.

- Aggregate to be used in building

- Consumption Model of System

Set Aggregate Title "Consumption Model Input”
Set Aggregate Records (cpu,disc,process) .
Set Aggregate Stats (avg,std,p90)

Set Aggregate Span Dally

Set Aggregate Summarization Automatic

Set Aggregate Select * 12:20 to 12:40

Add Aggregate Model-Input

The customization of the SURVEYOR con-
figuration is now complete so that the neces-
sary information from the data base for con-
sumption modeling can be extracted.

Step 3 - Loading the SURVEYOR Data Base

Loading the SURVEYOR data base is
described in the SURVEYOR User s Guide.
The aggregate Model-Input is summarized
automatically every day for the prior day's
information.

Step 4 - Creating the Customized Reports

Below is a sample set of reports that have
been customized for this example. There
are three reports; one for the CPU entity,
one for the DISC entity, and one for the
PROCESS entity. Each report appears in
three sections; one for each statistic speci-
fied in the AGGREGATE object (avg, stan-
dard deviation and P90). Each report is
shown with the corresponding SURVEYOR
commands that were in the OBEY file used
for printing the report.
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CPU Report

The CPU Report shows the average CPU

utilization and the number of physical

reads and writes performed per second.
Here is the input to SURVEYOR to create

the CPU report:

assume report

Reset report *

Set Report Title "Model CPU Report"
Set Report summary model-input
SetRReportField  cpu average-util

Set ReportField  cpudisc-io-rate

Set ReportField  cpu cache-hit-rate
Set Report From  1988-01-04 00:00
Set Report To 1988-01-04 23:59
Set Report Order-by Time

Set Report export  oft

Set Report Display brief

Set Report Width 132

print /out $s.#cpuinfo / cpu-util *

The following formatted report is the
result of this OBEY file. Note that three
separate reports are created, one for each
statistic in the aggregate definition.

Model CPU Report
Avg
Processor  Average DisclO Cache Hit

Date Time No. Type  Utl Rate Rate
1988-01-04 0:00 0 TXP 65728 25452 32.100

- 1988-01-04 0:00 1 TXP 66.357 24.482 31.580
1988-01-04 0:00 2 TXP 67.852 12777 22.108
1988-01-04 000 3 TXP 65661 23949 32314
1988-01-04 0:00*ALL-CPUS 66.399 86.662 118.103

Model CPU Report
Std

Processor  Average Discl0 Cache Hit
Date Time No. Type  Utl Rate Rate
1988-01-04 0:00 0 TXP 0571 0.739 1.245
1988-01-04 0:00 1 TXP 1125 0825 1.222
1988-01-04 0:00 2 TXP 0794 0371 0.564
1988-01-04 0:00 3 TXP 0.755 0.651 0.803
1988-01-04 0:00*ALL-CPUS 0.598 0.969 1.284



Mode! CPU Report
P90

Processor  Average DiscIO Cache Hit
Date Time No. Type Utl  Rate Rate
1988-01-04 000 O TXP 66.133 26.261 33.266
1988-01-04 0:00 1 TXP 67.464 25294 32.883
1988-01-04 0:00 2 TXP 68606 13.138 22472
1988-01-04 0:00 3 TXP 66482 24722 33.316
1988-01-04 0:00 AALL-CPUS 67.171 87.859 119.781

Disk Report

The disk report contains the information
on the number of logical I/0 requests that
were performed per second. It also con-
tains the utilizations for the primary and
the mirror disks as well as the processor
utilization for the disk processes handling
the drive.

Reset report *

Set Report Title "Model DISC /O Report”
Set Report summary model-Input

Set ReportField  Disc logical-lo-rate

Set ReportField  Disc primary-util

Set ReportField  Disc mirror-util

Set ReportField . Disc processor-util

Set Report From  1988-01-04 00:00

Set Report To 1988-01-04 23:59

Set Report Order-by Time

Set Reportexport  off

Set Report Display brief

Set Report Width 132

print /out drinfo/ disc-rate-detalled
($system,$data $d1,$d2)

The formatted report from this OBEY file
is shown below. As before, there are three
separate sections, one for each statistic.

Model DISC /O Report

Avg
Disc Logical Primary Mimor Processor
Date Time Name IORate Ut utl Ut

1988-01-04 0:00 $D1  20.978 30915 37.525 23.829
1988-01-04 0:00 $D2  21.833 28.798 33.955 23.737
1988-01-04 0:00 $DATA 19.088 13.979 16.918 15.865
1988-01-04 0:00 $sYSTEM 21.413 32053 37.782 23.658
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Model DISC /0 Report
Std

Disc Logical Primary Mirror Processor
Date Time Name IORate Utl Ut Ut
1988-01-04 0:00 $D1 0.767 1.372 1531 0.764
1988-01-04 0:00 $D2 0429 1.160 0.604 0546
1988-01-04 0:00 $DATA 0.191 0.562 0.681 0.240
1988-01-04 0:00 $SYSTEM 0.674 0.733 1.168 0.717

Model! DISC 1/0 Report
P30

Disc Logical Primary MimorProcessor
Date Time Name [IORate Utl Ul Ut
1988-01-04 0:00 $D1 21.800 32.359 38.990 24.560
1988-01-04 0:00 $D2 22355 30.296 34.624 24.435
1988-01-04 0:00 $DATA  19.355 14592 17.532 16.181
1988-01-04 0:00 $SYSTEM 22.044 32.957 38.999 24.331

Process Report
The third report includes information
about the GROUPs or workloads that were
defined in the configuration. This report
gives the utilizations for each group as
well as the send and receive rates. The
average duration is also reported so that
transient activity can be identified.

Here is the SURVEYOR input for the
customized report:

Reset report*
Set Report Title "Model Category Process Report"
Set Report summary model-input

Set Report Fleld Process PROCESS-CPU-UTIL
Set Report Fleld Process RECEIVE-RATE

Set Report Field Process SEND-RATE

Set Report Field Process AVERAGE-DURATION
Set Report From  1988-01-04 00:00

Set Report To 1988-01-04 23:59

Set Report Order-by Time

Set Reportexport  off

Set Report Display  briet

Set Report Width 132

print /out procinf/ process-stats (Aall-processes, &
Aran1, Aran2, Aran3,Arand,Adisk-procs,&
Mine-hand,Atcp)
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The output from this report request

appears below:
Model Process Report
Avg
Process
Date Time Name CPU Util Rate

Process Receive Send Average
Rate  Duration

1988-01-04 000 *ALL-PROCESSES 222844 230.604229.337 179.949
87.091 163421 79935 179.901

1988-01-04 0:00 ADISK-PROCS
1988-01-04 0:00 *LINEHAND
1988-01-04 0:00 ATCP
1888-01-04 0:00 ATRAN{
1988-01-04 000 ATRAN2
1988-01-04 0:00 *TRAN3
1988-01-04 000 “TRAN4

14200
83218
3627
1.183
14233
18.387

17.180

0477 170948

30619 65.033 179.966

114
1.883

693 179.967
1.883 170.985

6.434 19600 178.997
7.738 54144 179994

Model Process Report

Process
Date Time Name
1888-01-04 0:00 *ALL-PROCESSES

- 1988-01-04 0:00 ADISK-PROCS

1988-01-04 0:00 ALINE-HAND
1988-01-04 0:00 ATCP
1888-01-04 0:00 ATRAN{
1988-01-04 0:00 *TRAN2
1988-01-04 0:00 ATRAN3
1988-01-04 0:00 ATRAN4

Std

Process
CPU Util

1623

083

Receive Send Average

Rate
1.824
1329
0.105
0299
0.068
0.047
0123
0.112

Model Process Report
P20

Process
Date Time Name

1968-01-04 0:00 ALL-PROCESSES 225271

Rate

Rate Duration
1687 0229

Process Receive Send Average
CPU Uil

Rate Duration

233211 231.827 180211
165.360 81.016 180.452
1732 0833 180182
31.000 65688 180.084
1233 7433 180.045
1950 1.950 180.037
6577 20077 180.001
7900 55177 180.019

198801-04 0:00 ADISK-PROCS 88323
1988-01-04 0:00 ALINE-HAND 14359
1988-01-04 000 ATCP 8397
1988-01-04 0:00 ~TRAN1 3885
1988-01-04 0:00 *TRAN2 1168
1988-01-04 000 ATRAN3 14502
1988-01-04 000 “TRAN4 18.760
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Step 5 - Building The Model

With the information in a concise form, the
mathematical modeling can begin. Refer
back to the section titled Extracting
Information from SURVEYOR, for the list of
items needed for model building. The
flow diagram shown in Figure 6 will be
used in gathering the pieces for every
transaction. The two additional work-
loads, INTERRUPT and OTHER will be dis-
cussed after the individual transaction-
workloads have been modeled.

SURVEYOR reports "utilization;" this
paper discusses "busy." Utilization is
"busy-ness" per second. Since SURVEYOR
reports everything as rates, it reports busy-
ness as utilization. To calculate the percent
busy, divide the utilization rate by 100. For
example, if a process has a utilization of
15.00, it was busy 0.15 (15.00/100) out of
1.00, or 15 percent of the time.

The first step in modeling is to determine
whether to use the average values or the
90th percentile values. By comparing the
standard deviations of the values for the
PROCESS entities (found in the Std Report)
to the average values (found in the Avg
Report), it is evident that the system is
in a steady state. For example, the average
Process CPU Util for the group *ALL-
PROCESSES is 222.844 and the standard
deviation is 1.623. The standard deviation
is small compared to the average
(1/137th). It is reasonable to use the aver-
age value for this system.



CPU Consumption Model

This section uses assumptions and laws of
Operational Analysis. Operational
Analysis, developed by Jeff Buzen and
Peter Denning, is "a pragmatic philosophy
of computer system analysis using queue-
ing network models."t The definitions for
the laws we will be using are:

Flow Balance  The number of completions within

Assumption: agiveninterval is equal to the
number of arrivals during the same
interval.

Ulilizatlon Law. Utilization = Transaction rate x
transaction demand

For each process that a transaction exe-
cutes, we can determine the demand using
the utilization law. Then, by summing the
individual demands at each process (for a
given transaction type), the total process
demand for a transaction type is found.
Finally, we add to that a portion of the
interrupt processing in the system to arrive
at the CPU demand for the transaction.

The steps involved at each process is to
determine the number of requests that are
executed within the second. This is where
the flow balance assumption is used. We
assume that the number of completions by
a particular process is equal to the number
of requests made to it. In most cases the
number of requests is equal to the
RECEIVE-RATE as reported by SURVEYOR;
for some, such as the TCP, this does not
hold true.
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There are four transaction types in the
system to be modeled: TRAN1, TRAN?2,
TRAN3, and TRAN4. The first step of the
modeling process is to determine the rate
at which these four transaction types enter
the system. From the transaction flow dia-
gram in Figure 6 (page 36) it can be seen
that while the transaction follows the flow,
it's transaction type cannot be determined
until the point where it either goes to
TRANT1 server, TRAN2 server, TRAN3
server, or TRAN4 server. The RECEIVE
RATE at each of these servers then repre-
sents the number of that type of transac-
tion requesting service. The Process
Report (Avg) shows the values for the four
transaction types as:

TRANT: 1.141 transactions per second
TRAN2: 1.883 transactions per second
TRANZ3: 6.434 transactions per second
TRAN4: 7.738 transactions per second

The total number of transactions per sec-
ond is 17.196.

1) Lazowska, et. al. 1984, Quantitative System Performance, ,
Prentice Hall. pg. xii. For a complete description of the laws, please
refer to this work.
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Disk Process TOTA!

Server

Table 1. Consumption Tran Type Line Handler TCP
Model information. TRAN1 0.008
TRAN2 0.008
TRAN3 0.008
TRAN4 0.008

All data is stated in seconds

Using the transaction flow diagram
shown in Figure 6, the analysis starts at the
left (line handler), and proceeds through
each process in the path: TCP, servers, and
disk processes. The table above will be
filled in at each step in the model building
exercise.

Line Handler

The line handler processes requests from
all four transaction types. The RECEIVE-
RATE on the Process Report (page 40) for
the group ALINE-HAND represents the
transaction rate to the line handler process-
es. In this example, the RECEIVE-RATE on
the line handlers should equal the transac-
tion rate in the system since the line han-
dlers are only used by the application
being modeled.

The CPU Utilization for the line handler
processes is found in the Process Report
(page 40) under the heading PROCESS CPU
UTIL for the group ALINE-HAND. The
value is 14.20%. Using the Utilization Law,
the demand per transaction at the TCP is:

Demand per transaction = %
= 1420% - 0,008 secitransaction
17.196

(Note: the answer is rounded to milliseconds)

Performance Management and SURVEYOR

42

TCP Processes

TCP processes are responsible for function
key operations and application transac-
tions. The utilization of the TCP reflects
both of these activities. When apportion-
ing TCP activity over the application trans-
actions, the function key activity must also
be accounted for. Therefore, the RECEIVE-
RATE on the TCP servers is not used as the
transaction rate; the total application trans-
action rate is used. This apportioning
forces the function key and screen activity
to be equally divided between all the trans-
actions.

The CPU Utilization for the TCP processes
is found in the Process Report under the
heading PROCESS CPU UTIL for the group
ATCP. The value is 83.219%. Using the
Utilization Law, the demand per transaction
at the line handler is:

utilization

Demand per transaction = ——————
transaction rate.

= 83219% _ 0.048 sec/transaction
17.196
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Table 2. Tran Type Line Handler TCP Server  Disk Process TOTAL
TCP data. TRAN 0008 0048
TRAN2 0.008 0.048
TRAN3 0.008 0.048
TRAN4 0.008 0.048

All data is stated in seconds

TRANT, TRAN2, TRAN3, and TRAN4 Servers

Each one of these servers is responsible for
a single transaction type. To determine the
server demand for each transaction type,
divide the PROCESS CPU UTIL for the serv-
er GROUP in the PROCESS REPORT by the
RECEIVE RATE for the server GROUP.

TRAN1 3—16?11& = 0.032 seconds/transaction
TRAN2 1—1%5-3;/—° = 0.006 seconds/transaction
TRAN3 —1‘33—3}1 = 0.022 seconds/transaction
TRAN4 35% = 0.024 seconds/transaction

The third column of the table is now
complete.

Disk Processes

The disk processes service logical I/O
requests. The transaction flow diagram

in Step 1 indicates that the TRAN1, TRAN2,
TRANS3, and TRAN4 servers make requests
to the disk process. Other processes
(MEASURE) are making requests also.

By determining the utilization per logical
I/0 and the number of logical 1/Os per
transaction, the disk process utilization per
transaction can be determined.

The LOGICAL I/O RATE for the system is
found by adding up the individual LOGICAL
1/O RATE:s for each disk in the DISK1/0
Report (page 39).

20.978 + 21.833 + 19.088 + 21.413 = 83.312

The combined utilizations of the disk
processes is found on the PROCESS
REPORT in the PROCESS CPU UTIL field for
the group ADISK-PROCS. It is 87.091%.

TranType  Line Handler TCP Server  Disk Process Table 3.
TRAN1 0008 0048 0032 - ' Server data.
TRAN2 0.008 0.048 0.006
TRAN3 0.008 0.048 0.022
TRAN4 0.008 0.048 0.024

All data is stated in seconds
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To determine the demand at the disk
process for each logical 1/0, divide the Disk
Processes' utilization by LOGICAL 1/O RATE
for the system.

87.091% _ 0,010 seconds/transaction
83.312
Logical I/Os per Transaction
Looking at the transaction flow diagram,
the only "group" receiving messages that
are sent out of the transaction processes is
the disk process group. This makes it sim-
ple to determine the number of logical
1/0s per transaction. The receive rate
(from the process report) is the number of
transactions processed per second (transac-
tion rate) and the send rate (also from the
process report) is the number of messages
sent from the transaction process to the
disk process. Divide the transaction rate of
the process into the rate of messages sent
to the disk process to obtain the logical
1/0's per transaction.

Using the RECEIVE RATE and SEND
RATE values found in the PROCESS Report
for the transaction groups, the Logical 1/0s
per transaction are calculated as follows.

Logical I/Os per

_ __SENDRATE _
TRAN{ transaction ~  RECEIVE RATE
_ 6935 _
1.141 6.08
Logical /Osper _ _ SENDRATE
TRAN2 transaction =~ RECEIVE RATE
1.883
= qga3 - 00
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Logical /Osper  _ __SENDRATE _
TRANS3 transaction RECEIVE RATE
19.600
= a4 - 3.05
Logical 1/Os per SEND RATE
TRAN4 transaction = RECEIVE RATE
= 54144 _ 700
7.738
Disk Process demand

The total disk process demand can now be
calculated for each transaction type by multi-
plying the number of logical 1/Os per trans-
action by the demand for a single logical 1/0
found previously.

Disk Process demand
for TRAN1

= 6.08 x 0.010 sec = 0.061 sec/transaction

Disk Process demand
for TRAN2

= 1.00 x 0.010 sec = 0.010 sec/transaction

Disk Process demand
for TRAN3

= 3.05 x 0.010 sec = 0.031 sec/transaction

Disk Process demand
for TRAN4

=7.00 x 0.010sec = 0.070 sec/transaction

Column four, Disk Process, is now filled in.
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TranType  Line Handler TCP Server  DiskProcess  TOTAL Table 4.
TRAN{ 0008 0048 0032 0061 Disk Process data.
TRAN2 0.008 0.048 0.006 0.010
TRAN3 0.008 0.048 0.022 0.031
TRAN4 0.008 0.048 0.024 0.070

All data is stated in seconds

Total Consumption per Transaction

By adding up the demands for each process
a transaction executes, the total consump-
tion (demand) by a particular transaction
type can be determined. The table is now
completed by filling in the TOTAL column.
(See Table 5.) '

Other Work

There are two other workloads in the sys-
tem that need to be taken into considera-
tion: interrupt handling and other work
(i.e. MEASURE, FUP).

In this system, the only other work
going on is MEASURE processing. The
MEASURE subsystem uses both the CPU
and the Disk. In most environments,
details of all the other work being done in
the system will not be known. The amount
of demand these other processes create on
the system can be identified. It is the differ-
ence between the PROCESS work that has

been accounted for in the GROUPs set up
for the workloads in the model and the cat-
egory AALL-PROCESSES which contains
everything that was running in the system.
Add up all the GROUP's PROCESS CPU
UTIL and subtract it from the PROCESS
CPU UTIL for AALL-PROCESSES to get the
value for the processing demand for all
other work.

222.844 - (87.091 + 14.200 + 83.219 + 3.627 +
1.153 + 14.233 + 18.387) :

= 0.934% or 0.009 seconds/second

The model must also include the disk
process activity for all logical I/Os in the sys-
tem other than those accounted for by trans-
actions. The number can be determined by
subtracting the sum of the logical 1/0s for all
the transactions (remember, its the SEND
RATE from the Process Report-avg (page 40)
for the TRAN1, TRAN2, TRAN3, and TRAN4 -
servers) from the system logical I/0 rate.

Table 5. TranType  Line Handler TCP Server  Disk Process TOTAL
Completed data

table with fotals. TRAN1 0.008 0.048 0.032 0.061 0.149

TRAN2 0.008 0.048 0.006 0.010 0.072

TRAN3 0.008 0.048 0.022 0.031 0.108

TRAN4 0.008 0.048 0.024 0.070 0.150

All data is stated in seconds
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Other Logical /0s

TRANT TRAN2 TRAN3 TRAN4

= 83.312 - (6.935 + 1.883 + 19.60 + 54.144)
=0.75

The CPU demand for these logical I/Os
~ is found, as before, by multiplying this rate
by the demand per logical 1/0.

0.75 x .010 = 0.008 seconds/second
disk process demand

The total CPU demand for other work is:
0.008 + 0.009 = 0.017 seconds/second

Interrupt processing is the last con-
sumer of CPU seconds that needs to be
accounted for. Interrupt processing is the
difference between total CPU utilization
and total process utilization.

Total CPU utilization is calculated by
adding up the average utilization for each
processor (field AVERAGE UTIL on the CPU
report, page 38).

65.728 + 66.357 + 67.852 + 65.661 = 265.60%

Total process utilization is found in
the PROCESS CPU UTIL field of the PROCESS
report (page 40) for the group ~ALL-
PROCESSES. This is the utilization for any
process executing any object file on the
system.

Total process utilization = 222.84%

Total interrupt utilization is the differ-
ence between total CPU utilization and
total process utilization. This interrupt
utilization value should be close to the
INTERRUPT UTIL field available from
SURVEYOR. (This value is not shown on
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the CPU Report on page 38, but the value is
43.019%.). Rounding error accounts for the
difference between the two interrupt utiliza-
tion values.

265.60 - 222.84 = 42.76% or .4276 seconds/second
(as compared to 43.019% interrupt utilization value )

To check whether all the CPU utiliza-
tion has been accounted for, multiply the -
transaction rates for each of the transaction
types by their respective demands to get
their total consumption. Add these figures
to the consumption for other work and
interrupt handling. Compare this result
to the total CPU utilization reported by
SURVEYOR (265.60%).

Tran1 Consumption =1.141 x 0.149 = 0.1700
Tran2 Consumption =1.883 x 0.072 = 0.1356
Tran3 Consumption =6.434 x 0.109 = 0.7013
Tran4 Consumption =7.738 x 0.150 = 1.1607
OTHER = 0.0170

INTERRUPT = 0.4276

Total= 2.6122 or 261.22 %

The difference is due to rounding errors.

Disk Consumption Modeling

Disk consumption modeling can be quite
complex when all the different activities'on
different file structures are considered. In
the simplest form of DISK modeling, all
READS and WRITES to disk are considered
to be processed equally. This allows for an
association to be made between the logical
1/0s occurring and the physical activity
occurring on behalf of those logical I/Os.



Just as in the case of the CPUs, this looks
upon all the disk drives as being one server
(primaries and mirrors).

The modeling approach is similar to the
approach used to determine the disk pro-
cess demand per transaction. First a physi-
cal disk demand per logical I/0 is found
by taking the total physical disk utilization
reported in SURVEYOR dividing it by the
number of logical 1/Os processed. For
each transaction type, the physical disk-
demand is calculated by multiplying the
number of logical 1/Os per transaction by
the physical disk demand for a logical 1/0.

The total disk utilization is found by
adding up the PRIMARY UTIL and MIRROR
UTIL fields from the DISC I/O Report.
Although SURVEYOR has a field DISC UTIL,
the value in this field is not the sum of the
PRIMARY UTIL and the MIRROR UTIL and
should not be used. (See the SURVEYOR
Reference Manual for the definition of DISC
UTIL.)

Disk Util =

30.915 + 28.798 + 13.979 + 32.053 + 37.525 +
33.955 + 16.918 + 37.782

= 231.925%

The Logical I/O Rate was 83.312, there-
fore, the physical disk demand per logical
I/Ois:

Total Physical Disk Utilization

Logical /O Rate
= %%215‘2& = 0.0278 seconds per
‘ logical /O

To find the physical disk demand per
transaction, multiply the number of logical
I/Os per transaction by the demand. per
logical 1/0.
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Physical Disk
Demand for TRAN1 = 6.08 x 0.0278 secs.

= 0.0169 secs/transactions
Physical Disk
Demand for TRAN2 = 1.00 x 0.0278 secs.

= 0.0278 secs/transactions
Physical Disk
Demand for TRAN3 = 3.05 x 0.0278 secs.

= 0.0848 secs/transactions
Physical Disk
Demand for TRAN4 = 7.00 x 0.0278 secs.

= 0.1946 secs/transactions
Physical Disk
Demand for = 0.75 x 0.0278 secs.
Other work = 0.0209 secs/group

A simple accuracy check, similar to the
CPU check can be made here. Multiply the
transaction rates by their respective physi-
cal disk demand per transaction and then
sum the products. Compare the result to
the total physical disk activity (231.925%)
to see if all the disk activity has been
accounted for.

Disk Consumption for:
Trant = 1,141 x 0.1690 = 0.1928
Tran2 = 1.883 x 0.0278 = 0.0523
Tran3 = 6.434 x 0.0848 = 0.5456
Trand = 7.738 x 0.1946 =. 1.5058
Other = 0.0209
Total : 23174
or 231.74%

It appears that almost all the disk utiliza-
tion (except rounding errors) has been
accounted for.
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Forecasting Using the Consumption Model

Remember the question to be answered?
It is: What effect will a 20% increase of
TRAN4 transactions have on the CPU and
disk utilizations?

With the information from the consump-
tion model, this question is easy to answer.
The first step is to determine the new
transaction rate for TRAN4. Then a "new"
CPU and DISK model of the system can be
created. The only tricky part is determin-
ing the new INTERRUPT workload.

The new transaction rates will be:

Tran1: 1.141 transactions per second
Tran2: 1.883 transactions per second
Tran3: 6.434 transactions per second
Tran4: 7.738 x 1.2 = 9.286 transactions per second

The new CPU consumption for each trans-
action type will be:

Tran1: 1.141 x 0.149 = 0.1700 seconds/second
Tran2: 1.883 x 0.072 = 0.1356 seconds/second
Tran3: 6.434 x 0.109 = 0.7013 seconds/second
Trand: 9.286 x 0.150 = 1.3929 seconds/second

The activity of OTHER work remains
constant at 0.017 seconds/second.

The INTERRUPT handling grows pro-
portionally as the workload increases, i.e. if
the INTERRUPT handling added 15% more
processing to the system than the processes
being run by the users, then when the load
increases the interrupt handling will be
15% additional to the total processing for
the new user processing.
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To estimate the new interrupt handling,
first calculate the percentage of current
user processing activity that INTERRUPT
handling is.

INTERRUPT BUSY _ 4276
CPU-UTIL for ALLAPROCESSES 222.84
=0.1919 or 19.19%

If all the GROUP's consumptions (trans-
actions and OTHER) are added together and
an additional 19.19% is added for interrupt
processing, the result is an estimate for the
expected total CPU utilization with the
increased transaction rate for TRAN4.

(0.1700 + 0.1356 +0 .7013 + 1.3929 + 0.017)
x 0.1919 = 2.8806 or 288.06%

The current system has four CPUs,
so the new average utilization will be
(288.06/4) = 72.02% versus the average
of 66.40% previously.

To determine the new physical disk
demand required for the new transaction
rates, multiply the new transaction rates by
their respective physical disk demand and
add them together.

Trani: 1.141 x 0.1690 = 0.1928 seconds/second
Tran2: 1.883 x 0.0278 = 0.0523 seconds/second
Tran3: 6.434 x 0.0848 = 0.5456 seconds/second
Trand: 9.286 x 0.1946 = 1.8070 seconds/second

OTHER work remains
constant at: 0.0209 seconds/second
Total: 2.6186 seconds/second



The total physical disk demand is 2.6186
seconds/second or 261.86%. Since there are
eight spindles (four groups of a primary and
mirror disk), the new expected average disk
utilization would be:

261.86

s - 32.73% new expected utilization

Vs.

%;925 = 28.99% for the current system

Summary

Without taking into account the effect on
response time that the increased workload
would create, each CPU in the current sys-
tem will be about 5.6% busier and each
disk spindle will be about 3.75% busier.
This model assumes that everything
else in the system such as the cache hit
ratio remains the same. There is also the
assumption that no new bottlenecks will
appear given the increased workload. Are
these assumptions realistic? For low
growth estimates the assumptions are

more valid than for large growth estimates.

That is why it is important to constantly
monitor the performance of the system.

During the time period when the system
is growing, the model should be validated
and if necessary, corrected. The most

important concept to remember in comput-

er model building is that the the environ-
ment being modeled is always changing
and the model needs to change with it as
well. This is true whether the model being
used is the linear regression technique used
in the SURVEYOR FORECAST command or
its a consumption model built from the
SURVEYOR output.
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The first step in any modeling exercise is
to get a good insight into the system and
the data that is to be modeled. This
requires months of historical data that can
be analyzed. Only after analyzing the
information can one pick a "good" model-
ing approach. SURVEYOR has great func-
tions for manipulating the data in order to
view it in many different ways. It also pro-
vides an easy interface to many software
packages on a PC that can graph and ana-
lyze the information to a greater extent.
These facilities will help in determining the
"shape" of the data which, in turn, dictates
the modeling approach to take.

It cannot be stressed enough how
important it is to look at the historical
information and get a feel for the trends in
that data. Then, the determination of what
to forecast can be made. Whether to fore-
cast for the peaks or the averages is a busi-
ness decision. If forecasting peak loads is
desired then an aggregate must be created
which will capture the peak values of
interest (be it daily peak or weekly peak).
The peak can be found by using the MAX
statistic in an aggregate definition.
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Conclusion

SURVEYOR is an important tool for use
in performance management of Tandem
systems. This document described the
major areas of performance management
where SURVEYOR plays a key role.

SURVEYOR provides functions for per-
formance data:
collection,
reduction,
summarization,
reporting,
and management.

SURVEYOR can be the foundation tool
for performance management modeling
needs. A linear regression model is pro-
vided in SURVEYOR. A SURVEYOR PDB
can provide the input data for other perfor-
mance and capacity planning models.

The combination of SURVEYOR with the
proper staff and methodology, will help
performance management organizations
insure that adequate computing services
are provided to users.
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