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Chapter 1 

Introduction 
miWW: j M f RiMed§8 HH 

1.1 Purpose 

The primary intent of this manual is to help you troubleshoot hardware problems 
in a CMoS system. It contains a variety of infonnation [or this purpose, including: 
descriptions of the system hardwarv, a description of the e rror reponing system, 
descriptions of the diagnostic tools provided for troubleshooting h::miware faul ts, 
and recommended diagnostic procedures. 

How you use this manual will largely depend on how experienced you arc with 

CMoS systems. 

• If you arc new to the CMoS and its diagnostic software environment, 
emdiag. you should read through the entire manual at least once before 
you have occasion to usc it. Then, when a troubleshooting situation arises, 
follow the basic troubleshooting procedure described in Section 2. This 
proccdure will get you through the initial diagnostic SICPS and will guide 
you in using other sections of the manual as the panicular troubleshooting 
session requires. 

• If you have a good understanding of the systcm arehitecture and experi­
ence using cmdiag. you can treat this document as a reference manual, 
consulting it only for specific details. 

NOTE: This manual assumes that you have received fonnal training on CMoS sys­
tem administration and maintenance issues. It does not provide comprehensive 
documentation of these topiCS. 

October 9,1992 



2 CMoS Field Service Guide-Preliminary 

1.2 General Troubleshooting Practices 

The practices listed below have been found 10 promote more efficient trouble­
shooting in virtually all situations. They either simplify the troubleshooting task 
or they help avoid introducing new problems as old ones arc investigated. 

1. Gather initial informat ion. - Before taking any active diagnostic 
steps, gather as much infonnalion aboutlhc Cailure as possible. Some 
questions thaI often uneo·.cr useful clues arc listed below. 

• If the failure occurred while running a uscr progralTI, ask if lhc pro­
gram has run successfully on this CMoS bc:fore. If so, has the 0.,1 
changed in any way since then? If the answer is yes 10 these ques­
tions, fmd out what changes it has undergone since the progmm last 
ran successfully. 

• Has the user program run successfull y on a different part ition of this 
CM? If the answer is yes, focus attention on the hardware asso­
ci ated with the failing partition_ 

• Likewise, has the program run successfully on another CM-5 sys­
tem? If so, is that system different in any way - sofLware version, 
hardware configuration, ECO levels, ere? If yes, consider the impli­
cations of those differences. 

• Have any other programs run successfully on Ule same eM pani­
tion? If yes, examine the differences between Ule successful and un­
successfu l programs. For example, are the memory requirements of 
one program significmtly d ifferent than the oUler'! 

2. Check for simple solutions first . - Check the obvious conditions, such 
as power suppl y or COOling fan failure. While these ,becks seldom lead 
to an immediate fix, they will avoid unnecessary troubleshooting time 
and effon on those few occasions when the solution is simple. 

3. C hange as littl e as possible. - Every modification to hardware has the 
inherent risk. that it will introduce a new problem. When changes are 
unavoidable, try to adhere to the following guidelines: 

• Change one thing at a time and record all changes. 

• When you make a change that does not fix the problem. undo the 
change before progressing to the next step, particularly if that step 
involves making another change. 

October 9,1992 
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• If diagnostic messages point to a specific circuit board, check the 
board's scating before replacing it. Poor electrical contact caused 
by contaminated edge connectors or by inadequate scaling is a com· 
mon cause of faulty perfonnance. Reseating a circuit board will 
help clean the metal surfaces and re-establish solid contact. After 
reseating a board, retest to see if the fault was corrected. 

4. Swap boards berore changing cables. - Use board swapping for fault 
isolation before changing cable connections. In a system that has been 
running successfully, cablc faullS arc much less likely than component 
or board failures. In addition, disconnecting and reconnecting cables 
poses more risk of causing a new problem than replacing circuit boards. 

5. For intermittent problems, increase the length of test runs to stress 
the hardware being tested. 

6. ALWAYS WEAR ANTI-STATIC PROTECTION WHEN HANDL· 
ING CIRCllT BOARDS. STORE BOARDS IN ANTI·STATIC 
BAGS. 

October 9,1992 



4 CM-5 Field Service Cuide-Preliminary 

1.3 Summary of Diagnostic Tools 

Various diagnostic tools are provided for troubleshooting hardw;lrc failures on 
the eM. The fonowing list summarizes lhese tools and indicates where you can 
find explanations of their use. 

• Use kpndb:z to investigate Processing Node failures. ll1C procedure for 
using kpndbx is described in Appendix A. Its man page is provided in 
Appendix M. 

• The primary diagnostic 1001 for investigating hardware (;lulls in the CM-5 
is crndiag. Its use is described in Appendix. D. The crndiag man page is 
in Appendix M. 

• A subset of crndiag tests target IOBA hardware. These tcsLS arc aug­
mented by several indcpcnd:Ol test packages, which exercise the different 
I/O devices and Iheir interconnecting hardware. The various I/O-related 
diagnostic tools arc described in Appendix F. 

• A number of system verifiers are available for exercising the eM across 
functional boundaries. These provide comprehensive coverage of system 
functions by closcly emulating the behavior of user applications. These 
veri fiers arc described in Appendix H. 

October 9,1992 



Chapter 2 

Troubleshooting Fundamentals 

Often. the initial stage of a troubleshooting session - deciding what action to 
take first - can be the most difficul t. This chapter offers a brief set of guidelines 
for dealing with this early phase. 

The steps presented below offer a rational opening strategy for troubleshooting 
CM-5 hardware faults, regardless of the source of the fai lure. Figure 1 illustrates 
the key JXlints in this procedure. 

NOTE: As a matter of convenience. you can have cmdJ .. ag running on the full 
system at all times. This cmdiaq would not be associated with any individual 
partition (j .e .• it would not be invoked with !he -p option) and would therefore 
nOt interfere with timesharing daemons running on partitions. Appendix M con­
tains the cmcUag man page. 

1. If cmdiag is not already running, invoke it on the entire eM (do not usc 
the - p option). 

2. Run find-em-error. Sec Appendix K for a deSCription of find-em­

error output. 

3. The next step depends on what find-em-error reports. 

October 9,1992 

• If no errors are reponed, the problem may be in a Processing Node 
or in an area of I/O hardware that is not accessible to the diagnostic 
network. In either case, PN registers may provide useful Status in­
formation. Run kpndbx to read PN status. Appendix A describes 
the kpndbx procedure. 

• If Control Network errors are reponed, usc the troubleshooting pro· 
cedure described in Appendix 0 , Traeing Control Network Errors. 

5 
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• If Data Network errors arc reponed, usc the troubleshooting proce­
dure described in Appendix E, Tracing Data Network Errors. 

• If find-em-error points to I/O hardware, usc the troubleshooting 
tools described in Appendix: F. 

If all chips on a backplane or on multiple backpl anes I'CfXln errors, 
the source of !.he problem can be a faulty power supply, system 
clock, or diagnostic network. Appendix G describes the procedure 
for troubleshooting symptoms of this kind. 

October 9,1992 
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o.eck cnvitonrncnW 

Primary TroubleshOOting 
Decision Tree 

F&iIo to ....... , 
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Paf""" I/O di'8I'",tic 
p ........ Uf1l d ... ribod itI 
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Run .1a4_ ...... n • 
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1.0..,.... •. .. , 

" ,,~ 

T ... ~~vlloUon 
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adjU. s.",A~ 

Ar"'lI'id..-. 

Figure I. Strategy for initial phase of troubleshooting session. 
(\ of 2) 
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Primary Troubleshooting 
Decision Tree 

A> 
clllp<on 

""eot more 
b>okplon .. ~ 

~"-, 
,~ 

hltle 

". 
Run crru!U& ",>t. Lo aen­
en", m"'" diagn<><tic 
d . ..... described in 
AppcndUc D. 

'" 
P<.Ir.,.,,,, eN d;'S-'''''''' 
procedu .. described in 
Appendil. O. 

'" 
i'<:d'orm DR diagnostic 

pmcedure del;cri~ in 
Append;' E. 

Enh ..... "'''f''" '«>0<_ 
din, \0 guideline.< 1''''' 
.... led in Al'!""'di. G. 

(10 be completed) 

Figure L SLralcgy for initial phase of troubleshooting session. 
(20[2) 
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Chapter 3 

Preventive Maintenance 

3.1 Summary 

The CM-5 preventive maintenance program is intended to expose incipient hard­
ware faults in a controlled sclting, reducing the likelihood of failures occurring 
while user code is executing. There are two schedules in the CMoS preventive 
maintenance program - a shon., less comprehensive daily routine and a longer. 
more rigorous wccldy procedure. 

• The daily routine implements the Processing Node test group, the Data 
Network. verifier group, and the Control Network verifier group. This pro­
cedure is illustrated in Figure 2; detailed descriptions of each step arc pro­
vided in Scction 3.2 and are cross-referenced in the margin of Figure 2. 

• The weekly program involves nmning the JTAG tests in addition to the 
daily test groups. Figure 3 illustrates this procedure in transcript fonn with 
cross references to detailed descriptions in Section 3.2.2. 

If the system includes I/O hardware, scveralllO tests provided by cmdiag 

arc added to the weekly regimen. This expanded procedure is illustrated 
in Figure 4 with cross references to detailed descriptions in Section 3.3.3. 

NOTE: Currently, the weekly maintenance procedure is not compatible 
with uscr partitions and. so, requires exclusive usc of the system. 

cmdiag includes an interface to the cmpartition software. This interface al­
lows you to usc the high-level etr;Iartition functions to restrict the scope of 
cmdiag to a subset of the system hardware. Tests run within that partition will 
not interfere with user applications running in other partitions. 

October 9,1992 , 
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Daily PM Procedure 

Introductory NOlQS 

The system used to ilIusU<l\e lhis procedure cxtlmple has lhe rallowing :ulributcs. 

-System is named Calliope and has 256 PNs. 

- Diagnostic server is named homer. think. com. 

- Calliope has two 128-PN partitions. which are allocated 10 p;lI'tilion 
managers named virgil.. think. com and milton. think. com. 

- Diagnostics will be run on virgil.. tbink. com.. 

login: llSu_id 

• •• 
pass .... ord : r()()f.yassword 
SU homer. think. com /dev/console 
hom' cd /uar/diag/cmdiag 

2 hom' •• tanv CMDIAG_PATH /uar/diaq/cmdiag 
hom' •• tanv JlAG_SERVER ho ... r.think.com 

3 hom' /u.r/.tc/~rtition Ii.t - 1 
eM System "Calliope" 
256 Processors ( 8 Mbytes rremory, SPARe lU, SPARe FPU I 

2 Partition Managers 
virgil.think.com 
milton. think. com 

Availabl. PH Ranges: 
All PNs in use 

lOP Add,ra""a" 
.80 

Name 
V128 
Ml ,,~ 

Partition Manager 
virqi1.think.com 
miltnn.think.cnm 

Si2e State 
12e ACTIVE 
12~ ACTTW. 

4 hom' r10qin -1 root virqil.think.eoll\ 
pas:sword: QuiViv. 

Nodes 
0-127 
12R-255 
480-460 

virq' a.t.nv CKOIAC_PATH /uar/diaq/emdiaq 
virgl a.t.nv JTAC_SERVER hOm<Or.think.cOfll 
virg' empartition atop -pm virqil .think .com 

(continued on next page) 

Oe:scription 
virqi1 
miltnn 

Figure 2. Daily preventive maintenance - I of 2 
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Chapter 3. Preventive Maintenance 

Daily PM Procedure 

(continued from previous page) 

5 virgf cmpartition list -1 
CM System "CalliopeN 
256 Processors [ 8 Mbytes memory, SPARC IU, SPARe FPU I 

2 Partition Managers 
virgil.think.eom 
milton . think. com 

Available PN Ranges: 
All PNs in use 

lOP Addresses 
480 

Name 
V128 
M128 

Partition Manager 
virgil. think. com 
milton . think . eom 

Size State Nodes 
128 ALLOCATED 0-127 
128 ACTIVE 128-255 

480-480 

6 virgf cmdiag -C -p virgil.think.eom 

Description 
virgil 
milton 

<CM-DrAG> rgroupa m PH global broade.at combine dr partition 

; diagnostic test report 

NOTE 

When the partition managed by milton becomes available for tcsting, rcpeat 
steps 41.hrough 6 on milton. 

Figure 2. Daily prc\'cnth'e maintenance - 2 of 2. 

OClOber 9,1992 
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Weekly PM without VO 

Introductory Noles 

The system used to illuslIale this procedure example has the following attributcs. 

- System is named Calliope aod has 256 PNs. 

- Diagnostic server is named hOlMr. think. com. 
- Calliope has two 128-PN partitions, which are allocated to partition 

managers named virQil. think. com and milton. think. com. 

- Diagnostics will be run on bomar . think. eo .. 

login: u.ser _id 
• ou 
pas8wQt'd: fOOlyassword 
SU homer.think.eom {dey/console 
hom' cd /uar/diagfcmdiag 

2 hom' •• t.nv omuc PA'rH /uar/diag/cmd.ia9 
hom' •• t:...,v JTAG SERVER homor. think. COlli 

3 hom' /uar/etc/cmpartition li.at -1 
eM System ~Ca lliope~ 
256 Processors [ 8 Mbyces ~emory, SPARe IU, SPARe ,PU I 

2 Partit ion Managers 
virgil.th ink.com 
milton. think. com 

Available PN Ranges: 
All PN, in volle 

lOP Addrasa,u 
480 

Name 
V128 
M120 

Partition Manager 
virgil.think.com 
milton.think.com 

Size State 
12 6 ACTIVE 
126 l'ILLOCAT!:O 

4 hom' rloqin -1 root virqil.think.com 
password: QuiViv. 
virg' a.t.nv CMOIAG PATH /uar/diaq/cmdiaq 
virg. a.t.nv .nAG_SZRVEI!. hOlllilr.think .com 
virq' cmpartition atop 
virq' cmpartition del.t. 
virq' exit 

(continued on next page) 

Nodes 
0-121 
128-255 
480-480 

Description 
virqil 
milton 

Figure 3. Weekly main tenance with no I/O - 1 nr 2 

OClo/Mr 9.1991 
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Weekly PM wilhoul va 

(continued from previous page) 

4 hom' cmpartition delata -pm milton.think.eom 
(COni.) 

5 hom' ¢#partition list -1 
eM SY'5 tem "Calliope" 
256 Processors ( 8 Mbytes rremory. SPARe IU. SPARe FPU 1 

2 Partition Manager5 

6,7 

virgil.think.eom 
milton. think. com 

Available PN Range5: 
All PN5 in U5e 

lOP Addre5"e'5 
480 

hom' ./cmd.iag" -c 
<CM-DIAG> rqro\lps 
<CM-DIAG> rqrO\lps 
<CM-DI AG> rgroups 
<CM-DIAG> rqrO\lps 
<CM-DIAG> rgroups 
<CM-DIAG> rqro\lps 
<eM-DIAG> rqroupll 
<eM-DrAG> rgroups 

• """ • '~N 
• ,=w 
III SPI 

III FILLER 
III PI'. PEHEH 
m ON 

.OR 

8 eM-DIM> q 

; diagnostic test rcpon 

hom' /\lsr/etc/cmpartition craate -pn_rangQ 0-255 

9 hom' """"" ••• t 
hom' =.set -. 
homt ./cmd.i&q -C -p hOlllQr.think.cOlll 
<eM-DrAG> rqroupll m PN dr combine global broadcast partition 

Figure 3, Weekly maintenance with no I/O - 2 of 2. 

October 9,1992 

Jl 
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Weekly PM with lIO -----------

tntroductory Noles 

The system used to illustrate this procedure e)(ample has the following <It1ributcs. 

- System is named Calliope and has 256 PNs. 

_ Diagnostic server is named hamez:. thiflk. c::om. 

- Calliope has two 128-PN partitions, which arc allocated to partition 
managers named virqil. think. c:om and miH.on . think. eom. 

- Diagnostics will be run on homer. thi.nlr:. eam partition. 

login: usu_id 
• .u 

""* INITIALIZE SYSTEM ...... 

password: rootyassword 
SU homer. think. com /dev/console 
hom' cd /uar/diaq/cmdiag 

2 hom' •• tanv CMOIAG_PATH luar/diaq/cmd.iaq 
hom' •• tanv J'l'AG_SERVER homer.think.eom 

3 hom' /uar/etc/cmpartition liat -1 
eM System "calliope" 
256 Processors [ B Mbytes memory, SPARe 1U, SPARe FPU J 

2 Partition Managers 
virgil.think.oom 
milton. think. com 

Available PN Ranges: 
All PNs in use 

lOP Addresses 
'SO 

Name 
V128 
Ml28 

Partition Manager 
virgil. think. com 
milton. think. com 

Size State 
128 ACTIve 
128 ALLOCATED 

4 homf rlogin -1 root virgil.think.com 
password: QuiVive 
virg' .atanv CHDIAG_PATH /u.r/diaq/cmdiaq 
virgf aetanv JTAG_SERVER homer.think.com 
virgf cmpartition .top 
virg. cmpartition delete 
virg' cu::it 

(continued on next page) 

Nodes 
0-127 
128-255 
480-480 

Description 
virgil 
milton 

Figure 4, Weekly pre\'entive maintenance with VO - I of 3 

October 9, 1992 



Chap/u J, Preventive Maintenance 

Weekly PM with va 
(continued from previous page) 

4 hom' :1o.q1.n -1 lII.il.to.n.think.cOlll 
(cont.) pauword: QulVaLa 

milt ••• t.nv CMDUG_PA'lH /uar/diaq/emdiaq 
milt ••• tenv J'J'AG_SZRVU; ho.mer , thlnk.oOlll 
milt' ~~lt1.o.n del.t. 
milt' N:lt 

5 hom' ~a~1.tlon li.t -1 
eM System ~Calliopau 

6,7 

B.9 

256 Processors [ B Mbytes memory, SPARe 1U, SPARe FPU J 
2 Partition Managers 

virgil.think.com 
milton.think.com 

Available PN Ranges: 
All PHs in ulle 

lOP Addrells8s 
480 

... RUNCOMPLETEJTAG TESTS ••• 

hom' ./CIIId.i&q-C 
<eM-DIAG> rql:Coupa III 

; diagnostic test report 

••• TEST DATAVAULTS ••• 

dvloqin:~r_jd 

password: rOOly<Usword 

dv' /uar/local/atc//diag/dvcoldboot +cn 
dv' /uar/local/atc/diag/diagsarvel:C/diaqaerver , 

(continued on next page) 

Figure 4. Weekly prel'cmh'e maintenance with I/O - 2 or J 

October 9,1992 

15 
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'''''' 

Weekly PM with 110 

(continued from previous page) 

; diagnostic test rcpon 

<CM-DI~G> ~eut.-all-ioppo-t •• t. 

; diagnostic test report 

••• TEST eM-HIPP! & CM-IOPG *** 

15-18 <eM-OIAG> t •• t-cmio-d.vic.-dat&-xf.~ 

; diagnostic report 

010 ... RUN PN & NETWORK TESTS ON SYSTEM-WIDE PARTITION *** 

19-21 <eM-OIAG> q 
hom' j uarjetc/partltion create -pn_rang8 0-255 
hom' amr •• at 
hom' amr ••• t -, 
hom' ./cmdiaq -C -p homer.think.oom 
<eM-DIAG> r qroupa In PN dr conlbina qlobal bro.,.dcaat. partition 

; diagnostic report 

... RUN I/O VERIFIERS ••• 

22-31 <eM-DIAG> q 
hom' lu.r/.to/c~.rtition _tart -cmd t,-daamon 
hom' •• tcmv DVWO IN_server_nome 
hom' /uar/localjatc/dvt •• t5-vu -h -q 64, 64 

hom' aGot$tlv DVWD hippiJerver nome 
hom' /uar/local/atc/hippi:loopS 

; diagnostic report 

; diagnostic report 

Figure 4. Weekly preventive maintenance with I/O - 3 of 3. 

October 9, /992 
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3.2 Daily Preventive Maintenance 

3.2.1 Initial Conditions 

The diagnostic procedure described in Section 3.2.2 assumes that the partition 
from which you will run cmdiag already exists. If this is not the case and you 
need to create the partition, refer to the cmpartition man page in Appendix 
M for instructions. 

NOTE: Currently, the only cmdiag test groups that may be run within a partition 
without affecting other partitions, are the PE and verifier test groups. Conse­
quently, only these functions will be used during the daily preventive mainte­
nance activities. 

3.2.2 Diagnostic Procedure 

Perform the procedure described below each day. 

NOTE: If your CM system includes I/O faeililities, these will be tested during the 
weekly maintenance sessions when you have full use of the system. 

1. Login at the CMoS System Administration Console as root, nnd change di­
rectory to /us r /diag /cmdi ag. 

login:user_id 
pa:l~word: roolYGs:rword 

2. Set the CMD IAG_PATH and JTAG SERVER environment variables. The de­
fault CMD IAG_PATH is /us r /dia g/cmdiag. The JTAG_SERVER vari­
able must specify the hoslname of the diagnostic server. 

, a.tenv CMDIAG_PATH /uar/diag/omdiag 
, a.tenv JTAG_SERVER diag_server_hostname 

3. Run cmpar tition 1 i st - 1 to be certain you have an accurate under­
standing of the current partitioning status of the eM - what pattition can· 
figurations arc in effect, their names, the hosmames of their partition 
managers, and their state of use. 

, /uar/.te/empartition l i at - 1 

October 9,1992 
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& 

4. If cmpa~tition list -1 reports the stale afthe target partition as AC­
TIVE, it means ts-daemon is running on that partition. If so, rlogin to 
the appropriate partition manager and run cmpartition stop to hall the 
timesharing daemon. Then exit. 

NOTE: The following example shows CMDIAG_PATH and JTAG_SERVER 

being set. If these environment variables arc already set on this partition 

manager, this step can be skipped. 

• rlo9in -1 root pm_name 
password: roolyassword 
I aetenv CMDIAG_PATH /usr/diaq/cmdiaq 

• aetenv JTAG_SERVER diag_serve,_hostname 
• lu.r/.to/cmpa~ition atop 

• exit 

pm _name is the name of the targeted partition manager. 

5. Run cmpartition list -1 again. The target partition should now 

show an ALLOCATED status. This means the partition is defined and still 
associated with its partition manager, but the timesharing daemon is not 

running. 

6. Run the daily preventive maintenance test groups. 

<eM-DrAG> rqroup" 11'1 PH dr combine global broadcast 
partition 

<eM-Dr AG> 

The -p pm_name option specifies the panition in which cmdiag will be 
run; pm_name is the hoslname of the Panition Manager. 

7. If any test fails, record the messages generated by the tests and notify 
Thinking Machines produet suppon - (617) 2344000. 

If no test fails, the daily preventive maintenance procedure is now com­
plete. Return the CM-5 to regular use. 

October 9,1992 
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3.3 Weekly Preventive Maintenance 

3.3.1 Initial Conditions 

The weekly preventive maintenance procedure requires that you have exclusive 
use of the system for the duration of the test session. 

The test sequence differs greatly depending on whether or not there is I/O hard­
ware to be tested. Seetion 3.3.2 describes the procedure for systems with no I/O. 
Section 3.3.3 covers systems with I/O. 

3.3.2 Weekly Test Procedure with No I/O 

The following procedure is summarized in Figure 3 for quick reference. 

1. Login at the CMoS System Administration Console as root, and ehangc di­
rectory to / usr/diag/ cmdiag. 

loqin:UStr_id 

password: rootyassword 

2. Set the om:IAG PA'l'H and .nAG_SERVER environment variables. The de­
fault OIDIAG_PA'l'H is /us r / diag/ cmd.iaq. The J'I'AG_SERVER vari­
able must specify the hostname of the diagnostic server. 

t .&tanv CHDIAG_PATH I~.r/di.qlcmdlaq 
, ... t-anv JTAG_SEP;\IER diag_servu_hoslname 

3. Stop and delete all partitions. To do this, you need 10 know the hostname 
of each partition manager to which a part ition is allocated. If necessary, 
run c:rpartition list - 1 10 get this information. 

• / u.r/ ete/empartitian li.t -1 

4. Then run cmpartition stop and cmpartition delet.e on every 
partition manager that has an ACTIVE partition. Run cmpartition de­

lata on every partition manager that has an ALLOCATED partition. 

OClObtr 9,1992 

For example, if cmpartition list shows virgil _ think. com as 

ACTIVE and milt.on. think. com as ALLOCATEO, perform the steps 
shown below. 
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NOTE: This example is structured to demonstrate certain characteristics of 
the cmpartltion stop and delete commands. 

• Because cmpart.ition atop must be perfonncd on the partition 
manager controlling the panition Lo be slopped, Ihis example in­
cludes an rlogin to virgil, which has an 1I.CTIVE partition. 

• cmpartition delete, however. can be done remotely. Consc­
quently, the inactive partition on milton is deleted from the diag­
nostic console. See step 4 (cont.) in Figure 3. 

f rlogin -1 root virgil . think .com 

pallswo'::Q: roolyasswofd 
virq' /uar/ate/empartition atop 
virgf l uar/ate/empartition ~l.t. 
v.irgf .xit 

f /uar/ate/empartition dol.t. -pm milton. think. com 

• 
NOTE: TItis example assumes that CMD:IAG_PATH and JTAG_SERVER are 

already set appropriately on both partition man::agcrs. If these envirorunent 
variables arc not correct, log in to each partition manager and SCI them as 
follows. 

, ~loqin -1 ~oot vi~qil.think.com 

password: rootJXlSsword 
virq' a.tenv CMDIAG_PATH /uar /diaq/emdiaq 

virq' a.tanv JTAG_SERVi:R dias_servtr_hostnOlM 

virg' exit 
, rloqin -1 root milton.think.com 

pasllword: rootyassword 
milt' a.tanv CMDIAG_PATH /uar/diaq/emdiaq 

miltt setenv JTAG_SERVER diaSJerver _hostname 

milt' exit 

5. Run cmpartition list - 1 again. It should repon no partitions either 
ACTIVE or ALLOCATED. 

6. Run the manufacturing version of the JTAG test group. 

, . / endiaq-C 

< CM- DIAG> rqroup* '" SVHE 

< CM- DIAG> rqroupa '" ClXDN 

< CH- DI AG> rqroupa '" CLKBUF 

OClobtr 9,1992 
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<CM-DIAC> r'iJrO"llp. m SPI 

<CM-DIAG> rg-ro"llpa m FIr.LER 

<CM-DIAG> rgroup. m PI!; PEMEM 

<CM-DIAC> r'iJrO"llp. me. 
<CH-DUG> rgrO"llp. mOO 

7. If any test fails, record the error messages generated by the tests and notify 
Thinking Machines product support - (617) 234-4000. 

If no test fails, go lO step 8. 

8. Create a partition that encompasses all PNs in the system. Enter the lowest 
and highest PN nctwork addresses for first"'pn-1astyn, respectively. 

<CM-D rAG> q 

, /"Il.r/.tc/cmpartition cr_t. -pn_rang. jirslyn-laslyn 

9. Execute a system reset and reset the Partition Manager's interface module. 
Then run the processor chip tests, followed by the Data Network and Con· 
trol Network verifiers. 

, cmr ••• t 

, cmr ••• t -. 

, ./cmdiag -c -p pm_lItlttll! 

<CM-DrAG> rg-roup. m PM d.r combin. qlobal broadcaat 
partition 

pm_name is the hostname of thc Partition Manager. 

10. If any test fails, record the error messages generated by the tests and notify 
Thinking Machines product suppolt - (6 17) 234-4000. 

If no test fails, go to step 11. 

11. If the system has multiple Putition Managers, repeat steps 8 and 9, using 
a dirferent Partition Manager each time. 

crnre8et -8 must be repeated for each Partition Manager that is used to 
run emdiag. 

12. When (he CM-5 passes all tests invoked in steps 6 through 9, the preven· 
tive maintenance session is complete. Return the system to regular use. 
This requires stopping and deleting the system-wide partition created in 
step 8 and recreating and starting the partitions deleted in step 4. 

October 9, 1992 
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3.3.3 Weekly Test Procedure with UO 

The weekly prevemive maintcnance procedure is described below. Because it 
involves many steps, its description is organized imo several phases to minimize 
confusion. The procedure is also summarized in Figure 4 for quick reference. 

INITIALIZE SYSTEM 

The fonowing steps take the system from its normal opcraling configuration, 
preparing it for the first diagnostics sequence. 

L Login at the CMoS System Administration Console as root, and change 
directory to / usr/diag/cm::Uag. 

login: user _id 
password: rootyassword 

, cd l uar/diag/cmdiag 

2. Set the CMDIAG _PATH and JTAG _SERVER environment variables. The de· 
fault CMDIAG_PATH is /usr/diag/crndiag. The JTAG_SERVER vari· 
able must specify the hostname of the diagnostic server. 

f •• tanv CMDIAG_PATH /uar /diaq/emdiaq 

f •• tanv nAG_SERVER diag_server_hostname 

3. Stop and delete all partitions. To do this, you need to know the hostname 
of each partition manager to which a partition is allocated. If necessary, 
run CJDPartition list -1 to get tlris infonnation. 

4. Then run crnpartition stop and CJDPartition delete on every 
partition manager that has an ACTIVE partition. Run cmpartition de­
lete on every partition manager that has an ALLOCATED partition. 

For example, if cmpartition 1ist shows virgi.l. think. comas 
ACTIVE and mi1ton _ think. com as ALLOCATED, do the following. 

, rloqin -1 root vi~il.think.com 

password: rootyassword 
virg' /uar/atc/cmpartition atop 
virg, /uar/atc/cmpartition delat. 
virg, exit 
, rloqin -1 root milton.think.com 

pa ssword: rootyassword 
milt. /uar/atc/cmpartition delat. 

October 9,1992 
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5. Run cmpartition H st -~ again. It should report no panitions either 
ACTIVE or ALLOCATED. 

RUN COMPLETE JTAG TESTS 

6. Run the manufacturing version of cmdiag r g r oups. This will perform 
the complete JTAG test suite, including all IOBA hardware identified in the 
io. conf configuration file. 

• . / emcU.aq -c 
<e M-DIAG> rqroup . m 

7. If any test fails , record the error messages generated by the tests and notify 
Thinking Machines product suppon - (617) 234-4000. 

If no test fails, go to step 8. 

OClOber 9, 1992 
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TEST DATAVAULTS 

8. !fthc system includes DataVaults, perfonn steps 9 through 14. If there arc 
no DalaVau!ts lO lest, skip 10 step 15. 

9. Log on to the station manager of the first DataVault you plan to test and 
set the command-channel mode by running dvcoldboot +cn. n speci· 
fies which DataVault port will be used-use either 0 or 1. 

While you are at the DataVault console, start its diagnostic server running 
in background. The DataVault diagnostic server will be needed in step 17. 

login:user_id 

password: roo/yassword 

dv' / uar/local/ ate/diaq/dvcoldboot +on 
dv' lua r / local/atc/ diaq/ diaq •• rvar/diaq • • rvar , 

10. Run the i opdv test from within c:md.iaq. 

NOTE: If the lOP and DataVauh slation IDs and the OalaVault starting 
block are not already defined. you will be prompted to supply them. Speci· 
fy a DataVault staning block. address no higher than 960; this wiD ensure 
that test data will not exceed the 1024-block zone reserved for diagnostic 
use on the Data Vaull 

II . If any test fails, record the error messages generated by the tests and notify 
Thinking Machines product suppon - (617) 234-4000. 

If no test fails, go to step 12. 

12. Run the i oppe tests from within cmdiag. 

13. Ifany test fails , record the error messages generated by the tests and notify 
Thinking Machines product support - (617) 234-4000. 

If no test fails, go to step 14. 

14. Repeat steps 9 through 11 for each DataVault in the system. Then go on 
to step 15. 

October 9.1992 
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TEST CM-HIPPI and CM-IOPG 

15. If CM-HIPPI and/or VMEIO devices are also attached to the CMoS, log on 
to their station managers as root and start their diagnostic servers running 
in background. Otherwise. just proceed to step 16. 

16. Verify that the file cmio_config. machine_name is prescnt on the Sys­
tem Administration Consolc.ll will be used by the end-to-end tests, which 
will be executed next. 

17. Now, run the cmdiag cnd-to-end tests. The following command will auto­
matically invoke the appropriatc tests for all DataVaults, CM-HIPPls, and 
VMEIO devices connected 10 the CMoS. 

<CM-DlAG> test-cmio-dovice-data-xfer 

18. If any test fails, record the error messages generated by Ihe test and notify 
Thinking Machines product support - (617) 234-4000. 

If no test fails, go 10 step 19. 

CREATE SYSTEM-WIDE PARTITION and RUN 
PROCESSOR TESTS and NETWORK VERIFIERS 

19. Create a partition that encompasses all PNs in the system. Enter the lowest 
and highest PN network addresses for firstyn-/astyn. 

<CM-DIAG> q 
• /usr/etc:/~rtition create -pn_ranqe firslJm- laslyn 

20. Execute a system reset and reset the Panition Manager's interface module. 
Then run the processor chip tests, followed by the Data Network and Can· 
trol Network verifiers . 

• cmreset 
t cmreset -s 

t cmdiaq -c -p pm_flame 
<eM-DIAG> rqroup. aI PE dr combine qlobal broadcast 

partition 
<eM-DIAG> 

pm_name is the hostnamc of the Partition Manager and specifies the pani· 
tion in which cmdiag will be run. 

21. If any test fails, record the error messages generated by the tests and notify 
Thinking Machines product support - (617) 234-4000. 

If no test fails, go to step 22. 
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RUN 110 VERIFIERS 

22. When the CM-5 passes all tests invoked up through step 19. it is time 10 
run the system verifiers mat include fun-speed 00. This procedure begins 
at step 23. 

23. Ensure that fsserver is running on aU DataVaults, CM-HIPPls, and 
VMEIO devices connected to the CMoS. 

24. Start the timesharing daemon on the panition created in step 19. 

<CM- D1AG> q 
f /uar/etc/cmpartiticn .tart -cmd t.-daemon 

25. Next, choose onc DataVault or VMEIO device and sct the OVWD environ­
ment variable to specify thal device. :it:rver _name is the hUSUHUlIC uf LlK; 

me sClVer running on the DataVault or VMEIO. 

26. Run the hardware ponion of dvtest5. Usc the -9 argument to specify a 
geometry thaI will produce a data block size appropriate for the I/O device. 
For example. the recommended geometry values for a Data Vault arc: 

f !uar /diaq/tad/dvtelt5 -h -q 6~,6~ 

This will produce 16-Kbyte blocks. which matches the DataVault block 
size. Smaller block sizes arc typically used for VMEIO devices. the exact 
size depending on the storage characteristics of the device. 

27. If dvtestS fails. record the elTOr messages generated by the tests and 
notify Thinking Machines product support - (6 17) 234-4000. 

If it docs not fail. go to step 28. 

28. Repeat steps 24 through 27 for every DataVault and VMEIO device con­
nected to the CM-5. 

29. When dvtestS has been run on all DataVaults and VMEIO devices. nm 
the hippi-loop verifier for each CM·HIPPI conncctcd to the CMoS. 
Change the DVWD environment variable to specify the CM-HIPPI. 

f a.tenv DVWD server name: 
f /ulr/diag/tad/hippi-loop 

30. Ifhippi-loop fails, record the error messages generated by the tests and 
notify Thinking Machines product support - (617) 234-4000. 
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If it does not fail, go to step 31. 

31 . Repeat steps 29 and 30 for each CM-IllPPI device. 

32. When all DataVaull, YMHO, and CM -HIPPI devices have passed 
dvtest5 and hippi-loop, the weekly preventive maintenance session 
is complete. 

Return the CM-5 and its I/O devices to regular use. To do this, stop and 
delete the system-wide partition created in step 19 and recreate and restart 
the partitions deleted in step 4. 

Oc/obc, 9, 1992 
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Chapter 4 

System Startup and Shutdown 

This chapter describes the procedure for bringing a CMoS from a powered down 
condi tion to the state where it is ready to run user programs. It shows how to 
create partitions and start the timesharing daemon running on them. It also ex­
plains how 10 stop the timesharing daemon, delete partition<;, and shut down the 
CM-5. 

These procedures arc presented in scvcrallevels of detail , from a high-level view 
of the general tasks to detailed descriptions of each step. 

• 

• 

• 

Figure 5 and Figure 6 identify the major tasks involved in powering a 
CMoS system up and down, including partition creation and control. 

Figure 7 and Figure 8 prcscnllhc individual steps involved in each pow­
er-up and power-down lask in a quick-reference ronnat. 

Sections 4. 1 and 4.2 provide detailed descriptions of these procedures. 

The power-up procedure assumes that the CM-5 is complctcly installed (hard­
ware and software), including all cabling. 

OctOber 9. 1992 29 
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Basic CM-5 Startup Procedure 
MajQr Task Summary 
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FigureS. CM·S startup procedure. 

Stcdon 3.1.2 
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S.alon 12.1 

Sealon 3.2.3 

_U5 
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Basic CM·5 Shutdown Procedure 
Major Task Summary 
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I 
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.-~ ... 
_1IO~.thoon .---

Figure 6. CM·5 shutdown procedure. 
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CM·5 Startup Procedure QuIck Reference 

I. Boot up each elltemal Control Processor. 

2. If the system includes 00, power up all I/O devices. 

3. Power up the CM-5 cabinet(s). In multiple-cabinet systems, power up thc network cab· 
inct first. 

4. Log in to the system administration console as root. 

5. If the system's hardware configuration has been changed since the l:lst boot session, 
update /.to/c.m/contiguration/hardwar •. install to reneet the changes. 

6. If the system's I/O configur:lIion has becn been modified since Ihe system was last 
booted, update / o.t.o./ i.o.. o.o.nt to rcneclthc changes. 

7. Set CMDIAG_l'ATH to specify the diagooslic library pathnrunc and JTAG_SERVER to 
point to the diagnostic server. Set these environment variables on all Control Proces· 
sors. The default CMDIAG_l'ATH is /uu/dia9 /c:mdi.aq. 

f a.tanv DIAG_l'ATH /usr /disq/cmdiaq 
f s.tanv JTAG _ SERVER diaS_ltrver _ hO:Slna~ 

8. Create lhe desired partitions. This and subsequent steps may be implemented by a 
script. If not, run errpartitio.n er.ate for each partition. For ClIrunple: 

f /uar/ote/cmpart.ition c roat. -pm bomar -pn_rang. 0-63 
• /uar/ete/cmpartition croato -pm milton -pn_rang_ 64-127 

9. Run cmre5et to reset the system h:lrdw3rC and cmre5et -5 on each partition 
manager 10 reset the partition manager's interface module. 

10. If the CM includes 00, initialize each IOBA by running io_cold_boot. 

• /uar/otc/io_cold_boot 

11. Start each partition by running a separate cmpartition start on the associated 
partition managers. 

, /uar/ote/cmpartition atart -cmd t.-da.mon 
• /usr/ot.c/cmpartition .tart -emd t.-daamon 

Figure 7. CM·5 startup procedurc. 
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CM-5 Shutdown procedure Quick Reference 

I. Stop timesharing daemons on all partitions. Log in as root to each Pani­
tion Manager and run anpartition atop. 

f / uar/ etc/ cmpartition atop 

2. Delete all partitions. This can be done from the system adminiSLrlItion 
console. 

f / uar/ etc/cmpartition delate -pm hom.r 
f /uar/etc/cmpartition del.te -pm mi~ton 

3. Halt and then power down all ConlICl Processors. 

4. Tum off CMoS power supplies. 

5. If I/O is included, halt the st:ltion mamgcr of each 110 device and power 
down the devicc. 

Figure 8. CMoS shutdown procedure. 
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4.1 System Startup 

The startup procedure is organized into 11 steps. These steps are summarized in 

Figure 7 for quick reference. Background details for the various steps are pres· 
ented in the balance of this section. 

4.1.1 Boot External Control Processors 

Power up any external Control Processors and veri fy that their boot sequence is 
successfuL The location of the power switch will depend on which Sun model 
is used (0 implement the Control Processor. If you have any questions about this 
step, refer to the applicable Sun documentation. 

4.1.2 Power Up All Peripherals 

If the CM-5 system includes pcripheml devices, such as D:ltaVault, CM·HIPPI, 

CM·IOPG, andlorother Vt.1EIO devices, apply power 10 thcirpower supplies and 
boot up their station managers. 

4.1.3 Power Up the eM 

Each cabinet in the CM-5 system is equipped with its own sel of power switches. 

On device cabinets, these switches are located behind the louvered comer panel 
that cov:ers the cabinet's power supplies. See Figure 9. The panel is held closed 
by magnetic latches along the main face of the cabinet and is hinged on lhe eabi· 
net's end waU. To open the panel, brieOy press against the latched face and then 
release; the panel should swing out away from the cabinet, expos ing the power 
supply bay. Again see Figure 9. 

Network cabinets have their circuit breakers on the opposite side of the cabinet, 
as shown in Figure 10. To reach these switches, slide the covering panel to the 

right. 
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NOTE: In systems with multiple cabinets, the network cabinet contains a master 
clock, to which all other clocks arc referenced. In such systems, power up the 
network cabinet first, to pennit the master clock time to stabilize before the other 

cabinets come on line. 

Tum on network cabinet power in the fonowing sequence. 

• Main circuit breaker 

• PDU (power Distribution Unit) controller 

• Contactor 

• LEOS 

• +5 V supplies (any order) 

• +2 V supplics (any order) 

Apply powcr to thc device cabinet power supplies in thc following sequence. 
Figure II shows the locations of the referenced circuit breakers. Rcpeat this SC­
quence for all device eabincts in lhe system. 

• 

• 

• 

• 

• 

Main circuit breaker - CRI 

AC and ORJCN - CB3 and CB4 

+5 V supplies - CB5, CD7 , eB9, CBIl. CBI3, C815, CB17, and CBl9 

+2 V supplics - C86, CB8, CBIO, CB 12, CBI4, CBl6, CBI8, and CB20 

LEOs - CB21 and CB22 

When the processing nodes power up, thei r boot-mode sequence is indicated on 
the LED panel by a left-to-right "chase pattern." After applying powcr to the eM 
cabinets, check their LED panels to vcrify that they have booted successfully. If 
this pattcrn is not displayed, check to see that the cabinet 's LED switch is in the 
"fast copy" mode. Table I summarizes the various LED mode settings for this 
switch. See Figure 9 for the location of the LED switch. 
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View from Louvered Panel Side 
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Figure 11. Device cabinet circuit breaker locations. 
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Table 1. LED Mode Switch Seuings. 

HEX 
YAl.liE 

o· 

3 

5 

7 

9 

A 

B 

c 

D 

MQllf 

Freeze LEOs 

Fast Copy 
(default) 

Interleaved Copy 

Random 

Interleaved Random 

LEDs On 

LEOs OfT 

Blink 

Test 

Display PM Loop 

DEFINITION 

Maintains current state of LEOs. 

Copies PN values to LEOs; special 
boot-mode sequence generates 
left-to-right chase pattern. 

Displays PN values on LEOs; groups 
of four even-numbered rows shift their 
display to the left and odd-numbered 
groups of four rows shift to the right. 

Generates random patterns. 

Same shifting behavior as mode 3 but 
with values supplied by random number 
generator. 

Tums all LEOs on. 

Tums all LEOs off. 

Alternately turns all LEOs on and off; on 
for 0.5 second and orr for 0.5 second. 

Continuously runs powemp self tests; 
these tests arc described in the CMoS 
Field Service Guide. 

Used in hardware diagnostic sessions to 
trace connectivity problems . 

• Switch scuings 0, 2, 4, 6, 8, E, and F all specify Freeze mode. 
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4.1.4 Log In to the System Administration Console 

Log in to the System Administration Console as root. 

4.1.5 Update hardware.install if Hardware Has Changed 

If any CM-5 hardware components have been installed, removed, or repositioned 
since the last lime the system was powered up. ujXIalc /etc/cm/configura­
tioR/hardware. install to reflect the changes. One-Io-onc hardware re­
placements do not require editing the file since the net change is zero. 

hardware. install is created at the factory to define the specific hardware 
configuration of a given system. So long as the system's hardware configuration 
remains unchanged, this file will require no attemion. 

Appendix A describes the hardware. install contents. If you are still uncer· 
lain about how to edit this file, please contact your Thinking Machines Corpora­
tion representative fo r guidance. 

4_1.6 Update IO.cont It I/O Bus Configuration Has Changed 

If !he system 's I/O bus configuration has changed since the system was last pow­
ered up, edit /etc/io .con! to incorporate !hose changes. If the change also 
involves adding, removing, o r relocating any IOBA hardware, you will need to 
edit hardware. install as well. 

io. con! defines !he bus attribute~, such as station ID and bus arbiter status, of 
the I/O devices connected to the E-CMIO bus. 

Appendix B describes io. con!. If you arc uncenain about how to edit this file, 
please contact your Thinking Machines Corporation representative for guidance. 

4.1.7 Set Environment Variables 

Two environment variables, CMDrAG_PATH and JTAG SERVER, must be set cor­
rectly to ensure reliable panitioning behavior. 
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CMDIAG_PATH pathname This variable identifics the home directory of the 
JTAG library, which contains information needed 
by the pati tioning so ftware. The factory-set 
default is / usr/diag/cmdiag. 

JTAG_SERVER bostname This variable specifies the Control Processor on 
which the JTAG server is running. host name 
must be the name of the System Administration 
Console. 

4.1.8 Check the Current Partitioning State 

If you are at all uncertain aoout the current availability ofProccssing Nodes and 
Control Processors. use the cnpartition list -1 command to display this 
infonnation. This step is entirely optional. 

4.1 .9 Bringing up a System - Example 

Figure 12 provides a sam ple listing showing the steps involved in creating and 
activating partitions in a newly powered up system. The example shown in 
Figure 12 represents a system named calliope with 128 Processing Nodes. The 
system contains two Control Proccssors named homer and milton; homer is the 
System Administration Console. 

The first page of Figure 12 contains a summary of the various steps in the se· 
quence organized into sevcn sections. 
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Listing 
Section 

Summary 
OtScr!pUQo 

CM-5 F~ld Service Guide- Preliminary 

The environment variables oroIAG PATH and JTAG SERVER must be set 
to the appropriate values. The .. t.';;v commands are being run from hom­
er, the System Administration Console. 

2 cllf)artit1Qn l ht -1 shows the current state of partitioning in the CM. 
In this example, the system calliope has 128 PNs and two partition manag­
ers, homer and milton. There arc no partitions in the current configuration, 
leaving all PNs available for new partitions. 

3 Neill, two partitions aTC created, each containing 64 PNs. 

4 cq;oartiUQn liat -1 is run again 10 verify mal Ihe desired partitions 
were successfully created. 

5 Before the timesharing daemon can be started, the system hardware must 
be reset. In addition, the interface board in the partition manngcr must be 
reset; this is done by the - . nag. 

S The timesharing daemon is scarted on the partition managed by homer. The 
-II: argument to ts-da.emon tclls which file contains the OS kcrnel that is 
to be downloaded. In this case, the default file is brn.1. hw. 

7 Again, cmpa.rtition list - 1 is run to verify that the timesharing dae­
mon is running. The responsc shows the panilion managed by homer is 
AcnvE while the other partition is still only ALlOCATED. 

Figure 12. Bringing up a system - listing example (p.1ge I of 3). 
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(login portion of listing has been omilted) 

home~' a.tanv CHDlAG PATH /uar/diag/cmdiaq 

homer' a.t.nv JTAG_SERVER homer 

2 home~f cmpartition list -1 
eM System ~ca lliope· 

128 Processors ! 16 Mbyte" "",mory, SPARe IU, SPARe FPU 1 

2 Partition Managers 

homer.think.com 
milton.think.com 

Available PN Ranges, 
0-127 

lOP Addrenes 

131 
m 

3 homer. ""'Part ition ",r.at. -pm no"","r -pn_ranqa (1-63 -1op 131 

homerf cmpartition cre ate -pm milton -pn_ranqe 64-127 -iop 195 

4 homed ""'Partition 1bt -1 
eM Sys t e m Ncalliope-

128 Processors! 16 Mbytes memoty, SPARC lU, SPARC FPU J 
2 Partition Managers 

5 

homer. think. cOm 
milton.think . com 

Available PN Ranges, 

1'111 PNs in use 

lOP Addresses 
m 

'" 
Name Partition Manager 
homer homer. think. com 
mHton milton. think. com 

homer. =reaet 
homer' emreaet -. 

Siz ... State Nodes 

" ALLOCATED 0-63 

64 ALLOCATED 64-121 
131-131 
195-195 

6 h omed ""'Partition atart -eM h-da • ..,.,n -K k .. rnal.hv 

(continued on nUl p1Ige) 

Description 

Figure 12. Bringing up a system -listing example (page 2 of 3). 
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(continued from previous pl&e) 

7 homer' 
homed empartitlon list -1 
eM System "'calliope N 

128 Processors! 16 Mhyte.'l memoJ:Y, sPARe IIJ. SPARe "PO J 
2 Partition Managers 

homer.think.com 
milton.think.ccm 

Available PN Ranges; 
All PNs in use 

lOP Addresses 
No lOP on This Machine 

Name Partition Manager 
homer homer.think.com 
m1hon milton.think.com 

8 homer' clog!n -1 root milton 

Password: roQlyGSsworo 

Size 

" " 

State 

ACTIVE 
ALLOCATED 

miltl •• tanv CMDIAG_PATH !ulr/dlaq/cmdiaq 

miltf •• tanv JTAG_SERVER homer 
milt. amr ••• t -. 

Nodes 

0-63 
64-127 

milt. IUar/etc/empartition .tart -end ta-d.emon 
miltt _it 

homer. 

Description 

Figur~ 12. Bringing up a system -listing example (pngc 3 of 3). 
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4.1.10 Create User Partitions 

Create partitions with the cmpartition create command. Run this command 
on the System Administration Console as shown in Figure 12. 

To associate an IOBA with a partition, include the -iop option in the create 

argument list. The following example crealeS two 64-PN partitions, homer and 
milton, and associates an tOBA with each. One IOBA is at network address 131 
and the other is at address 195. In this example, homer serves as both system 
administration console and partition manager. 

homerf empartition ereate - pq homer -pn_rang8 0-63 -iop 131 
homer' empartition eroato -pq milton -pn_rang_ 64-127 -iop 195 

4.1.11 Reset the eM and Individual PM Network Interfaces 

Run =reset on the system administration console to execute a system-wide 
hardware reset. Then reset each parti tion manager's network interface by run· 
ning =reset -8 on each partition manager. The following eXlmple shows two 
partition managers, homer and milton; homer also scrves as the system admin· 
istration console. 

homer' /uar/ diag/emr_aet 
homer' / uar/ diag/ emr.a.t - a 
homer' r10qin -1 root milton 
Password: rootYQ$sword 
milton' /uar/diag/emre._t -a 

amraaat is required after each power up cycle to synchronize system clocks and 
initialize all registers and switches to a known stale. crnreset -15 resets the 
network interface of the partition manager on which it is executed. This reset 
must be pcrfonned separately on each partition manager. For example. if your 
system has a partition manager, 

4.1.12 Initialize the 1/0 System 

If the CM includes 110 devices, coldboot the CMoS toBA (Input/Output Bus 
Adapter) hardware. An IOBA is a sct of circuit modules within the CM·S that 
together form the interface to a CMlO bus. If the CMoS bas multiple CMIO buses, 
each is connected to a separate IOBA. 
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The command for coldbooting IOBAs is io _ cold_boot, which downloads the 
I/O kernel to a processor in the IOIlA. This must be done any time =reset is 
executed. 

NOTE: io_co ld_boot depends on configuration infonnation that is generated 
by ts-daemon. Consequently, the Control Processor on which io_cold_boot 

is executed must have run the timesharing daemon at least once before the cold­
booting operation can be pcrfanned. ts-daemon need not be running, however, 
at the time io_ cold_boot is invoked. 

The I/O configuration file,io.conf, provides io_cold_boot with the address 
infonnation needed to download the kernel 10 each IOBA in the system. 

The syntax fo r using io_cold_boot is as follows. 

NOTE: io_cold_boot expects three files to reside in the following locations. 

/etc/io.conf 
/u~r/etc/io_kernel.hw 

/u~r/etc/io_download 

If these files arc stored elsewhere, the -I, -K, and -B switches (respectively) 
must be given to i o_ co1d_ boot to point the program to the comet files. 

4.1.13 Activate Partitions 

Once a partition has been created and the resets described in Section 4.1. 11 have 
been pclfonncd, the partition is ready to be activated. To activate a partition, run 
the cropartition start command on the Partition Mamlger associated with 
that partition. 

;;; ;;;; ;;;ii;; ; it;; 

NOTE 

cmpartition start and cmpartition stop must be 
executed on the Control Processor that is assigned to manage the 
partition being started or stopped. 
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When cmpartition start has completed. the partition is ready for usc. 
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4.2 System Shutdown 

The shutdown procedure is organized into 5 steps. These stcps arc summarized 
in Figure 8 for quick reference. Background details for the various steps are pres­
ented in the balance of this section. 

4.2.1 Stop All Timesharing Daemons 

Execute cmpartition stop on each partition to halt the timcsharing daemon 
and put the partition into inactive status. The cmpartition stop subcom­
mand must be executed separately on each partition manager for every partition 
you wish to deactivate. The stop subcommand syntax is : 

cmpartition atop 

4.2.2 Delete All Partitions 

This step is optional. After stopping a partition, you may deallocate that partition 
with the command cmpartition de1ete. If you do not do this, the partition 
is automatically reallocatcd upon restart of the system. The cmpartition de-

1ete subcommand syntax is: 

empartition de1ete {[-pm hosrname] 1 [-naf\'epartirionname]} 

-pm hosrn(lme defaulLS to the hostname of Ihe partition manager on which the 
de1QtQ command is executed . 

-name partitionname associates an optional name of your choice with the parti­
tion. This argument can be used instead of - pm hosrname to specify the partition. 
It has no default value. 

4.2.3 Shut Down External Control Processors 

Halt and then power down any extemal Control Processors. The location of the 
power switch will depend on which Sun model is used to implcment the Control 
Processor. If you have any questions aoou1 this step, refer to the applicable Sun 
documentation. 
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4.2.4 Power Down the CM-5 

Thm off all network cabinct circuit breakers in Lbe following sequencc. 

• +2 V supplies 

• +5 V supplies 

• LEOs 

• Contactor 

• POU controllcr 

• Main circuit breaker 

Thm otT all device cabinet power supplies in the fo llowing sequence. 

• +2 V supplies - CB6. CB8. CB iO. CB 12. CBI4. CBl6. CBIS. and CB20 

• 

• 

• 

• 

AC and ORICN - CB3 and CB4 

+5 V supplies - CBS. CB7. CB9. CBII. cnl3. CBIS. CB 17. and CBI9 

LEOs - CB21 and Cn22 

Main circuit breakcr - cn I 

4.2.5 Shut Down All Peripherals 

If the system includes I/O, halt the station manager of each I/O device and then 
power down the device. 

October 9, /992 



I , 

c 

I 



Chapter 5 

eM Error Logging System 

Whenever a hardware fault causes the timesharing daemon to exi t, the e M error 
logging system records the CVCnl in / var/l og /em- e r ro r tJ .10'1. On these oc­
casions, ts-daemon passes infonnalion about the fault to Ule SunOS s yslog 
system, which perfonns the aCluallogging. syslog'S local7 error facili ty is re· 
served for these messages. 

5.1 Implementing eM Error Logging 

Ordinarily, CM-5 systems are shipped from the factory with error logging im­
plemented. If, for any reason, error logging must be enabled in the field . this is 
done by adding the following lines to the end of /etc/ayalog . conf 

• Connection 
loca17.debug 

Machine Logging Facility 
/var/log/cm-errora.loq 

NOTE: These lines must appear just as shown here, including the comment on the 
fi rst line. 

The first fi eld identifies the error facility and the level of fillering to be applied 
to the error report ing. In this case, the error fac ili ty is called loca17 and the 
error severity level is debug. Selecting debug mcans all errors will be reponed. 

The second field specifics the mc in which loca17 errors will be logged. 
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• 

5.2 Error Message Description 

Error messages consist of a single line containing 9 fields separated by vertical 
line characters, I. The 9 fields comprising each message arc: 

timestamp host I seconds I general error category 
program name I subprogram name I userid I groupid 

processid I error message 

timestamp 
hou 

seconds 

general error 
message 

program 
name 

subprogram 
name 

userid 

Contains a timestamp for the message and the hostname 
of the CP on which the timesharing daemon is running. 
This field is always terminated with the term, syslog: 

Gives the lime in seconds since January I, 1970. 

Presents a high-level description of the type of error 
being reponed. 

Identifies the timesharing daemon as the source of the 
message. 

Identifies the user program that was running when the 
error was detected. 

Identifies the owner of the program that was running 
when the error was detected. 

groupid Identifies the group associated with the program that 
was running when the error was detected. This field is 
not cUITCmly implemented. Its place in the message 
contains the default -1. 

processid Gives the processid of the program that was running 
when the error was detected. 

error message This is a tex.t string that describes Ihe error. 

The following sample message illustrates the kind of information to be found in 
em-errors . l og. 

Jul 5 11:39:39 yeats sys1og: I 678728379 I Hardware in 
error state I Timesharing daemon I /user/prod/filter . a 
I 1556 (kjr) I -1 «no group» I 11837 I FatalInterrupt: 
time sharing detected error on NI. 
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Investigating ts-daemon Failures 
with kpndbx 

When the timesharing daemon fails, it can be productive to examine the contents 
afthe PN registers, which will oflen identify which PN(S) caused ts-daemon to 

fail. 

This appendix explains how (0 extract this infonnation with kpndbx, an exten­
sion of the UNIX debugging facility, dbJl:, The procedure for using kpndbx fol­
lows. 

1. kpndbx needs certain hardware configuration infonnalion 10 function, 
namely the IOlal numbcrof PNs in the system as well as the range ofPNs 
you want it to examine. If you are not certain of these details, use 
cmpartition l i st -1 to display the needed infonnaLion. 

% /usr/etc/crnpartition 1ist -1 

Appendix M contains me cmpartition man page. 

2. Sct the environment variable PN_KElWEL to point to the operating sys­
tem kernel. This usually resides in /usr/etc/kernel.hw. 

% setenv PN_KERNEL /usr/etc/kernel.hw 

3. Set lhe environment vlriable CMD:IAG_PATH to IXJint to the cmd.iag di · 
rectory. This resides in /us r /diag/cmdiag . 

% setenv CMDIAG_PATH /us r /diag/cmdiag 
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4. Invoke kpndbx. When kpndbx responds by asking for the panition size, 
enter the total number of PNs in the system. In the following example, 
the system has a total of 256 PNs. 

" /usr/bin/kpndbx 
partition size? 256 

• 
5. Use the set $pnHst [m:n ] command 10 tell kpndbx which PNs to 

examine. [m:n ] specifics the physical addresses of the fi rst and last PNs 
in the range, respectively. In the following example, the range includes 
64 PNs, in which the fi rst PN is 128 and the last PN is 191. 

" set $pnlist {128: 1 91] 

6. Usc til(; following commands lO tell kpndtlx to display it summary of 

the PN status. 

" set $page_ size = 0 
" pnsummary a ll 

7. Examine the resulting summary. An example of this output is shown be­
low with an explanation of its contents following. 

pn numbe r 2'1: 
running, pc - Slec , psr - 1100lOa2, tbr - f800018 0 
CMNA_interrupt_ceuse - 0 

The contents of this ex:unplc are explained below. 

• pn number is the relative address oCthe PN wi U1in the panition. 
The physical address oCme PN in mis example is 152 (128 + 24). 

• The first entry of the second line indicates the general state of 
the PN :ltthe time of failure. It will show either running or er­
ror. 

• The rest of the second line di splays the contents, in hexadecimal, 
of the three key registers: pc, psr, and tbr. 

• The third line identifies me level of the interrupt that caused the 
PN to tenninate operation. In this case it was interrupt level O. 

8. Keep the following in mind as you evaluate the set of register states that 
kpndbx displays across the range of PNs. 
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• Ordinarily. the PN that caused ts- daemon to fail will be in the 
error state (err or will be displayed instead of running). 

• If no PN shows the error state, check the tbr values of aU PNs. 
If all PNs except ooc have the same tbr value, the exception is 
probably the failing PN. 

• If all PN have the same tbr value, check the pc and psr values. 
Usually, the pc values will be different, but close, across the 
range ofPNs. The p3r values will mostly be Ihe same across the 
PN range, with two or three different from the rest. Look for a 
PN whose pc and psr values are significantly different; it is 
likely to be the cause of Ute failure. 

Iflcpndbz does not yield any oCtilese clues, generale more error 
information with cmdiaq. Appendix B explains how to usc 
cmcU.aq [or thi s purpose. 





Appendix B 

Generating Error Information 

This appendix presents the most general procedure for troubleshooting CMoS 
hardware problems. Follow this procedure when you have too little infonnation 
to focus attention on a particular area of the hardware. II is likely to generate 
useful error messages no matter which part in the CMoS is fail ing. 

The procedure is presented in two versions. One version is designed fo r trouble­
shooting hardware within a partition wilhoUI interfering with user applications 
running on other partitions. This procedure is described in B.1. If the teslS pre­
scribed in B.l are not sumciently exhaustive, follow the full -system procedure 
contained in B.2. This procedure requires access to the complete system; no 
timesharing daemons can be running. 

Figure 13 provides a summary of the partition·contained procedure in quick-ref­
erence [onnat. Figure 14 provides the same quick-reference infonnation for the 
full-system procedure. 
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Partition·Contained Diagnostics 

Introductory Notes 

The system used to illustrate this procedure example has the foll owing attribulc.s. 
- System is named Calliope and has 256 PNs. 

- Diagnostic console is named homer. think. COal. 

- Call iope has two 128·PN partitions, which are allocated to partition 
managers named virqil. think. com and milton. think. COal. 

- Diagnostics will be run on virqil. think. com partition manager. 

login: user_id 
• • u 
password: rooIJXlSsword 
SU homer. think. com /dev/console 
hom' cd lu.r/diaqlcmdiaq 

2 hom' •• tenv CMDUQ_PA'IR luar/diag/cmcliag 
hom • • • tenv .nAG_SERVER homer. think. COlli 

3 homl lu.r /.tCl/Clllpllrti1:.ion li.1:. - 1 
CM System "calliope'" 
256 Processors [ 8 Mbytes memory, SP~RC IU, SPARC FPU J 

2 Partition Managers 
virgil.think.com 
milton.think.com 

~vailable PN Ranges: 
All PNs in use 

lOP Adctresses 
.80 

Name 
Vl28 
Ml28 

Partition Manager 
vi~9il.think.com 

milton.think.com 

Size 

'" 126 

State 
ACTIVE 
ACTIVE 

4 hom' rloqin -1 root virgil. think. com 
password: QuiViv. 
virgl emparti1:.ion .top 

(continued on next page) 

Nodes 
0-127 
128-255 
480-480 

Description 
virgil 
milton 

Figure 13. Generating diagnostic inrormation on a partition - 1 or 2 
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Partition-Contained Diagnostics 

(continued from previous page) 

5 virgf empartition list -1 
CM System "Calliope" 
256 Processors { 8 Mbytes memory, SPARC IU, SPARe FPU I 

2 Partition Managers 
virgil. think. com 
milton. think. com 

Available PN Ranges: 
All PNs in use 

lOP Addresses 
480 

Name 
V128 
M128 

Partition Manager 
virgil. think. com 
milton. think. com 

6 virg, omdiaq -p virqil 

Size State 
128 ALLOCATED 
128 ACTIVE 

Nodes 
0-127 
128-255 
480- 480 

Description 
virgil 
milton 

<CM-DIAG> rgroupa m PE qlObal broadcaat combine dr partition 

; diagnostic test report 

7,8 <CM-DlAG> find-cm-error 

; error system report 

Figure 13. Generating diagnostic information on a partition - 2 of 2. 
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System-Wide Diagnostics 

Inlroductory Noles 

The system used to illustrate this procedure example has the following attributcs. 

- System is named Calliope and has 256 P:-ls. 

_ Diagnostic console is named homg,r. think. COlli. 

- Calliope has two 128-PN partitions, which are allocated to partition 
managers named virgil. _ think. com and milton. think. com. 

_ Diagnostics will be run on homer. thi"'lt. eom partition. 

1 login: u.ser Jd 
• ou 
pa.!Jsword: roct...l'assword 
SU homer. think. com /dev/con.!Jol.e 
hom' ed lu.r/diag/~.9 

2 hom' •• tenv CHDIAG_PATH /u.r/diaq/cmdiag 
hom' •• tanv JTAG_SDVER homar.think.com 

3 hom' /uar/atc/aapartition li.t -1 
eM System "CalliopeH 
256 Processor, [ 8 Mbytes memory, SPARe IU, SPARe FPU J 

2 Partition Managers 
virgil.think.com 
milton. think. com 

Available PN Ranges: 
All PNs in use 

rop Addresses 
48. 

Nam. 
V128 
M128 

Partition Manager 
virgil. think. com 
milton. think. com 

SizliI State 
128 ACTIVE 
128 ALLOC.llTEO 

4 hom' rlogin -1 root virgil.think.com 
password: QuiVive 
virgo' cmpartition .top 
virg' cmpartition de1.te 
virg' e.xit 
hom' r10gin -1 milton. think. com 
password: QuiVaLa 
milt' cmpartition delete 
milt. axit 

(continued on next page) 

Nodes 
0-127 
121'1-255 
480-480 

Oe8c ription 
virgoi1 
mi lton 

Figure 14. Generating diagnostic information on the full system - 1 of 2 
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System·Wide Diagnostics 

(continued from previous page) 

. '~""" - ''''' ,,«, ,=-=-= 5 hom. cmpart~t10n li.t -l 
eM SY!ltam "Calliope" 
256 Proce!l!lor!l [ 8 Mbyte!l ~mory, SPARC IU, SPARC FPU 1 

2 Partition Managers 

6, 7 

B 

vir9il.think.com 
milton. think. com 

Available PN Ranges: 
All PN!I in U3e 

lOt> Addresses 
48' 

Name Partition Manager 
V12a vir9il.think.com 
M128 milton. think. com 

5i"e 
128 
128 

5tate Node" De!lcription 
0-127 virqil 
128-255 milton 

480-480 
",.=""'~ 
=0;;,,"' 

.~ 
w" 

. H" ,,-=««, _ .. , . .- ,_ 
.~~ -= ~ --.-

hom' ./c:lld.iag -c 
<CM~OIAG> rgroup. m ",m 
<CM·OIAG> rgroup. UI CLKDN 
<CM~DIAG> rgroup. m CLKBUF 
<CM·OIAG> rqroup. m. SPI 
<CM·OIAG> rgroupa m. FILLER 

<CM· DIAG> rgroup. m PE PEMEH 
<CM·OIAG> rgroup. ma< 
<CM~DIAG> rgroup. m'R 

; diagnostic teSt report 

<CM·DIAG> q 
hom' lu.r/.tc/~rt1t~on c~.~~ -.pn_rang. 0-255 

_v="'.=-=-=""~""".""._, 

9 hom' cmr ••• t 
hom. emr •• et -. 
hom' ./emd.iag -C -p bOlMlr.think.cOlll 
<CM·DIAG> rg-roupa UI PH dr eombin'" global broadcaat partition 

= , ... ,"'''" ',", _",e' 

10 <CM·DTAG> find-em.-error 
w. ~ 

Figure 14. Generating diagnostic information on the full system - 2 of 2. 
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B.1 Running cmdiag within a Partition 

I. Log in 10 the diagnoslicconsole as root and changedireclory to /usr/diagl 
cmdiag. 

login: user _id 
• au 
password: fOOlyassword 
SU console_name /dev/console 
f cd /usr/diag/cmdiag 

2. Set the CMDIAG PATH and JTAG_SERVER environment variables. The de· 
fault CMDIAG_ PATH is /usr/diaq/cmdiag. Set the J'rAG_SERVER variable 
to the diagnostic server hostname. 

t aetenv CMDIAG_PATH /usr/diag/cmcu.ag 
f setenv J'I'AG_ SERVER diag_serverjlOslnaw 

3, Run c:mpartition list - 1 to be cenain you have an accurate understand­
ing of the current panitioning status of the eM - what panition configura­
tions are in effect, their names, the hostnames of thei r panition managers, and 
lheir state of use. 

f /usr/etc/cmpartition list -1 

4. If c:mpartition list -1 rcpons the state of the target panition as ACTIVE, 

it means ts-daemon is nlrming on that partition. If so, rlogin to the appro­
priate partition manager and run Clfi>artition stop to halt the timesharing 
daemon. Then exit. 

f rlogin -1 root pm_name 
password: rootyassword 
f /usr/etc/cmpartition stop 
f exit 

5. Run cnpartition list -1 again. The target partition should now show 
an ALLOCATED status. This means the partition is defined and still associated 
with its panition manager, but the timesharing daemon is not running. 

6. Run the manufacturing version of the processor chip tests, followed by the 
Data Network and Contol Network verifiers. Use the -p pm_name option to 
restrict these tests to the desired panition. Appendix M explains cmdiag op­
tions in full. 

f . / cmdiag -p pm_name 
<eM-DIAG> rqroups III FE global broadcast combine dr 

partition 
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MUtill: 

NOTE: When running crndiaq as root, you must explicitly specify the local 
cmdiag search path (precede cmdi.ag command with. I). 

7. Analyze any error messages and, if the failure source is obvious, take appro· 
priate corrective action. If additional diagnostic information is needed, go to 
step 8. 

8. Run find-em-error; the error system utility will report on any hardware 
failures it finds. 

<CM-DIAG> find-em-eJ;'roJ;' 

9. Analyze the find-em-erroroutput. The next step will depend on the nature 
of the error messages reported in steps 7 and 8. In most cases, you will pro· 
ceed along one of the following lines. 

• If a single component is identified as failing (mosllikely at the leaf 
node level), simply replace the field·replaceable unit on which it 
resides. Appendix C discusses this path in more detail. 

• If a Control Network failure is reported, the source of the failure 
may be ambiguous. Appendix D explains how to parse Conuel Net· 
work error reports to isolate the fault (0 a single component or inter· 
connect path. 

• Data Network error reports are less ambiguous than Control Net· 
work error messages, but do need special analysis. Appendix E ex· 
plains how to troubleshoot Data Network failures . 

• If the failure symptoms indicate an liD-related failure, use the 
cmd.1ag I/O tests that can be run within a partition to evaluate the 

I/O tests hardware more closely. Appendix F identifies whieh 1/0 
tests arc partition·contained. Appendix H describes the procedure 
for using these tests. 

B.2 Running cmdiag on the Full System 

I. Log in to the diagnostic console as root and change directory to /usr/diag/ 
crndiag. 
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password: rootyassword 
.f console -'1lJm2 /dev I console 
f cd lusr/diag/cmdiaq 

CM-5 Field S~rvic~ Guide-Prefiminaz 

2. Set the O!DIAG_PATB and J'l'AG_SERVER environment variables. The de­
fault CMDUG_PATH is lus r /diag/cmdiag. Set the JTAG_SERVER variable 
to the diagnostic server hostname. 

, aetenv CNDIAC_PATB lus r /diag/cmdiag 
, setenv J'IAC_ SERVER diag_server_hostna~ 

NOTE: No user activity will be possible beginning with the next step. 

3. Stop and delete all partitions. Th do this, you need to know the hosmame of 
each partition manager to which a partition is allocated. If necessary. run 
cmpartition Hat -1 to get this information. 

f /usr/etc/cmpartition list -1 

4. Then nm cwpartition stop and cmpartition delete on every parti­
tion manager that has an ACTIVE partition. Run cmpartition delete on 
every panition manager that has an ALLOCATED partition. 

For example, if cmpartition list shows virgil. think. com as 

ACTIVE and milton. think. com as ALLOCATED, do the following . 

• rlo;in -1 root virgil . think.com 
password: roD/yassword 
virg' lusr/etc/cmpartition stop 
virg' lusr/etc/cmpartition delete 
virg' exit 
• rlogin -1 r oot milton.think.com 
password: roo/yassword 
milt. lusr/etc/cmpartition delete 
milt. exit 
f 

5. Run cmpartition list -1 again. It should report no panitions either 
ACTIVE or ALLOCATED. 

6. Run the manufacturing level of the lTAG test group. 

f .1 c::mdiag -c 
<CM-DIAG> rgroups m SRI 

<CM-DIAG> rgroups m CUUlN 

<CM-DIAG> rgroups m CU030F 

<CM-DIAG> rgroups m SPI 

<CM-DIAG> rgroups m F ILLER 

<CM-DIAG> rgroups m PE PDaM 
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<CH-DIAG> rgroups m CN 
<CH-DIAG> rgroups m DR 

NOTE: When rwming cmdi.a g as root, you must explicitly specify the local 
cmdJ.ag search path (precede cmdiag command with . j). 

7. Analyze any error messages and, if the failure source is obvious, take appro­
priate corrective action. Sec step t t for guidance. 

If this step does not provide sufficient infonnation. go to step 8. 

8. Create a partition that encompasses all PNs in the system. Enter the lowest 
and highest PN addresses forjirslyn and laslyn, respectively. 

<eM-DIAG> q 
t !usr/etc/cmpartition create -pn_ range first"'pn- Iasl"'pn 

9. Execute a system reset and reset the partition manager's interrace module. 
Then run the processor chip tests, followed by the Data Network and Control 
Networ\c verifiers. 

t =reset 
t =reset -s 
t ./ cmdiag -C -p pm _n~ 
<CH-DIAG> rgroups m PH dr c ombine global broadcast 

partition 

IO.Analyze any error messages and, if the failure source is obvious, take appro­
priate corrective action. If additional diagnostic information is needed, run 
find- em- error again and go on to step 11. 

I I. Anaiyz.e the f.iud-cm-el'"ror output. The next step will depend 011 the nature 

of the error messages reported in step 7. In most cases, you will proceed along 
one of the following lines. 
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• If a single component is identified as railing (most likely at the leaf 
node level), simply replace the field-replaceable unit on which it 
resides. Appendix C discusses this path in more detail. 

• If a Control Network failure is reported, the source of the failure 
may be ambiguous. Appendix 0 explains how to parse Control Net­
work error reports to isolate the fault to a single component or inter­
connect path. 
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• Data Network. error repons are less ambiguous than Control Net­
work error messages, but do need special analysis. Appendix E ex­
plains how to troubleshoot Data Network failures. 

• If the failure symptoms indicate an I/O-related failure. run the J..U 
tests described in Appendilt F to evaluate the I/O hardware more 
closely. Appendix H describes the procedure for using these tests. 
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Appendix C 

Failures at the Leaf Node Level 

C.1 Overview 

When error messages from kpndbx or find-em-e rro r point to a specific PN, 
corrective action is sU'aighlforward. The procedure in such cases is summarized 
below. 

I . Identify the PN module on which the faulty component resides and de­
tennine its location in me system (cabinet. backplane, slot). 

2. Replace the unit (sec Section C.2 for board replacement procedure), 

3. Run the complete diagnostics test suite to verify thallhc system is now 
fully functional. Remember that the timesharing daemon must not be 
running in lhe partition. 

4. If any errors are reported, go to Appendix B fo r further guidance. If no 
errors are reported, the system can be retumed to regular service. 

C.2 PN Board Replacement Procedure 

(to be supplied) 
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Appendix D 

Tracing Control Network Errors 

0.1 Introduction 

When a component or interconnect path in the Control Network fail s. the failure 
usually propagates through the network. As a result, cmdiag reports that many 
eN nodes have failed---evcry node containing an erroneous checkswn value. 

This appendix explains how to analyze f.ind-c:m-error reports to quickly nar­
row the search to no more than two nodes and their intcrcorUlccting signal palh. 
Then. corrective action simply becomes a process of climin:ll.ion among those 
three candidates. 

Isolating faults in the Control Network depends on having a clear understanding 
of how errors propagate through the network. The following concepts are key to 
this understanding. 

• Similar to message broadcasting-Error status messages propagate 
through the Control Network in a manner analogous to standard message 
broadcasting. An important exception to this analogy is, however, that 
error messages begin at the poim where the error is detected. Unlike or­
dinary broadcasts, which always begin at a leaf node, error messages can 
originate at any level in the network. 

• Up errors and down errors-When an error is detected before it reach­
es the panition's root node, it is flagged as an up error. TIle eN node thal 
detects the error generates an error status and forwards it upward to the 
TOOL The root node then broadcasts it downward to all nodes in the parti­
tion. In such cases, onc or more nodes will report up errors and every 
node in the partition will rcpon a down crror. Figure 15 shows an exam­
ple of this. 
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Down errors only- When an error is firs t detected in a downward path 
(no up error is detected), the crror status is broadcast to all nodes below 
the node that first detected the error. In this case, no up errors are re­
ported, and the root never sees Ute error. See Figure 16 for an example. 

Keep these concepts in mind as you go through the procedure presented in Sec­
tion D.2. 

0.2 Fault Isolation Procedure 

NOTE: For this procedure, you will need readable copies of the eN cable assem­
bly drawings fo r all levels of the network in your system. You will also need a 
large surface (eg, table) on which to spread these drawings open. 

1. Layout the eN cable assembly drawings in a location where you can 
also read the error system rcpon. 

2. Examine the find-em-error output. looking for up errors. If there arc 
any up errors, perfoon the steps labeled UP ERRORS, beginning with 
step 3. If lhere arc no up errors, go to step 13. 

3. UP ERRORS - On the cable assembly drawings, locate all eN compo­
nents that show up-error status in the find-em-error repon. Ignore 
components with only down errors. 

4. UP ERRORS - In the set of components reporting up errors, find the 
component thal is at the lowest point in the network tree. When you 
identify this component, you will have narrowed the search to lhe fol­
lowing elements. Figure 15 illustrates this. 

this component 

the set of components that are its immediate children 

the paths that connect the children to this parent 

NOTE: The component's children are implicated because a faulty compo­
nent will not necessarily generate its own error status. Therefore, the first 

component to report an error may actually be reflecting an error that 
originated in one of its children. 

The next step is to narrow the search further. 
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5. UP ERRORS - Analyze the error message for the component selected 
in step 4. This message will ordinarily tell you which of the internal 
nodes (nodes O. 1. and 2) detected the failure. It may also associate the 
failure with a particular child path connected to the node. 

This time you want to Boo the lowest level node that is reponing an up 
error status and. if possible. which child path (left o r right) is associated 
with that error. When you have detennined this. you will have narrowed 
your search to the following clements. Figure 17 illustrates this. 

• this node 

• the child node connected lO this node by the path implicated in 
the report 

• or the interconnecting path 

NOTE: If a particular path is nOI specified in the error report, you may 
need to involve both children (left and right) in the process of elimina­
tion. This is shown in Figure IS. 

6. UP ERRORS - IdeOlify the circuit ooard(s) that contain the parent ami 
child nodes identified in step 5. If these nodes are on different boards, 
identify the interconnecting cable as well. 

NOTE: If the parent node identified in step 5 is node I. all suspect ele­
ments reside within the same component: the primary node (node I). 
both children (nodcs 0 and 2), and the inrcrconnecting paths. In this case, 
the next steps will involve only one circuit board. 

7. UP ERRORS - Replace the circuit board containing lhe parent node and 
rerun the cmdiag test that exposed the error .. 

S. UP ERRORS - If the test reports no errors, the board replacement may 
have corrected the problem. Verify by running cmdiag -f. 

Ifthe system passes the complete manufacturing version of cmdiag, re­
turn the system to regular operation. If errors are reported. go to step 9. 

9. UP ERRORS - Restore the original board containing the parent node to 
its slot. Then replace the circuit board containing the implicated chil!! 
node and rerun the test that reported the error, 
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NOTE: If find-em-error does not implicate either child path (see fig­
ure 5), choose one child node to replace first. If the test continues to fail, 
restore the board just removed, replace the other child node board. and 
run the test again. 
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10. UP ERRORS - If me test repons no errors, replacing the child node 
ooard may have corrected the problem. Verify by running cmdiaq -m. 

If the system passes the complete manufacturing version of CIldiag. re­
turn the system to regular operation. If errors are reported. go to step 11. 

11. UP ERRORS - Examine the conncclOrs on the cable identified in step 
S. If you fmd bent or damaged pins. repair if possible. If repair is not 
possible, replace the cable. In either case, run lhc cmdiag test that re­
ported the error when you finish working on the cable. 

NOTE: If find-em-error does not implicate either child path (Figure 
18), c:tamine both. Then repair/replace them one at a time, running the 
failing test in between. 

12. UP ERRORS -If no errors arc reported, repairing/replacing the cable 
may have corrected the problem. Verify by running cmdiaq -f. 

If the system passes the complete manufacturing version of cmdiag, reo 
tum the system to regular operation. If errors are reponed, call Carn· 
bridge for assistance. 

13. DOWN ERRORS ONLY - On the eN cable assembly drawings, locate the 
components that show down error status in the find-em-error repon. 

14. DOWN ERRORS ONLY -In the set of components identified in step 13, 
ftod the component that is at thehighcst point in the network tree. When 
you identify this component, you will have narrowed the search to the 
following elements. Figure 16 illustrates this. 

• this component 

• the set of components that arc its immediate parents 

• the paths that cormect the parents to this child 

NOTE:The component's parents are implicated because a faulty compo· 
nent will not necessarily generate its own error status. Therefo re, the first 
component to repon an error may actually be reflecting an error that 
originated in one of its parents. 

The next step is to narrow the search funher. 

15. DOWN ERRORS ONLY - Analyze the error message for the componert 
selected in step 14. This message will ordinari ly tell you which of the 
internal nodes (nodes 0, 1, and 2) detected the fail ure. It may ruso associ­
ate the failure with a panicular parent path connected to Ihis node. 
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TItis time you want to find the highest level node that is reporting a down 
error status and, if possible, which parent path (left or right) is associated 
with that error. When you have detennined this. you will have narrowed 
your search to the following elements. Figure 19 illustrates this. 

• this node 

• the parent node colUlected to this node by the path implicated in 
the report 

• or the interconnecting path itself 

NOTE: If a particular path is not specified in the error repon, you may 
need 10 involve ooth parents (left and right) in the process of elimination. 
Thi" j " shown in Figure 20. 

16. DOWN ERRORS ONLY - Identify the circuit board(s) that contain the 
parent and child nodes identified in step 15. If these nodes are on differ­
ent boards, identify the interconnecting cable as well. 

NOTE: If the child node identified in step 15 is either node 0 or node 2, 
all suspect elements reside within the same component: the primary node 
(node 0 or 2), and its parent (node 1), and the interconnecting path. In 
this case, the next step will involve only one circuit ooard. 

17. DOWN ERRORS ONLY - Replace the circuit ooard containing the child 
node and rerun the test that detected the error. 

18. DOWN ERRORS ONLY - Hthe test reports no errors, replacing the ooard 
may have corrected the problem. Verify by running cmdiag -f. 

Ir the system passes the complete manufacturing version of cmdiag, re­
turn the system to regular operation. If errors are reponed, go to step 19. 

19. DOWN ERRORS - Restore the original ooard containing the child node 
to its slot. Then replace the circuit ooard containing the implicated par­
ent node and rerun the test that reported the error. 

NOTE: If fiond-em-error does not implicate either parent path (see 
Figure 20), choose one parent node to replace first. If the test continues 
to fail, restore the ooard just removed, replace the other parent node 
ooard, and run the test again. 

20. DOWN ERRORS ONLY - Hthe test reports no errors, replacing the board 
may have corrected the problem. Verify by running cmcUag -f. 
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If the system passes the complete manufacturing version of cmdiaq. re­
£urn the system to regular operation. If errors are reported. go 10 step 21 . 

2t . DOWN ERRORS ONl.Y - Examine me connectors on the cable identified 
in step 14. [fyou find bem or damaged pins. repair if possible. If repair 
is not possible. replace the cable. In either case, nut the cmdiag test that 
reported the error when you finish working on the cable. 

NOTE: If find-cm-e~l:cr does not implicate either parent path (see 
Figure 20). examine both Then repair/replace mcm one at a time. run­
ning the failing test in between. 

22. DOWN ERRORS ONLY - If no errors are reported, the cable may have 
been the source of the problem. Verify by running cmdiag -f. 

If !..Iit: sysLt:m passes Lht: wmplcLC manufacturing version of cmciiag, reo 
tum the system to regular operation. If errors are reported. call Cam­
bridge for assistance. 

OCIQiJer9,1992 



Appendix D. Tracing Control Network Errors 

" 

October 9.1992 

""" """ " I,,, 
" ... , 
"''', 

" "" ,''',t" 
,":;;:': 

,,:';'''' 
, " '''' , " .',,' 

'" I,,, , " I", 
, " I", , " I,,, 

, " I", , " I", 
:"'1,,, , ',,'''' 

, ',,'''' 

, " 

"~' .. ~ 
" , '. 

, ",'" ~ , ',,' .,-, 
"'.""'-' , " ~ -, ' '" 
.;',','/,';- , --, 

, ' 
, ' 
, ' 

.'" '," . , , , " 

, : \,. 
, ' 

, , 

, ' ' ., 
, ' ' ." .. 
','.', 't':" 

, . ' ,,,, 
, " ,,,, 
, ' , ,,,, . , ' ,,,, 

, ' ' .,.' 
, ' ' ~", 
", .. ,,' 
, ' , .. " ' 
, , ' ,~" 
, ' ' " , ' , , . " , ' 
, ' '"" " ,,, 

" 

,', 
--'#-"'--".' ,-'­

", ...... . :: 
, ' 

":::'-"-
" " , 

• 
t 

" ',,,' ", .. ' 
, , I,~,' 
" , .. ' ,,' ,,' 
':.""', .' 

" _', N 

':\"', -,' I .i i 
':~'/" _ -:-" ;': :f ! 
,"~' ,-p:;:::'::: ~'~',;': ,.t'" , , " _. 
,"'~ ,,,.. " ' """ '.' *' ....... -... - "" J> "",#. , ~,':'-::,:"', -,"''0 .... ~- - ,',' , ~ ~ ~~'.' ~..,.'" 

00/ 

m** 

Figure 15. Component·level analysis - lip and down errors 

75 , 

o 

" 



76 CM·S Field Service Guide-Preliminary' 
w 

""" 
'''''' '" ~, 

"'~' 
, ,;:,~~. 

, " .. " 
, """ 0,:';'" 

'" :'" , . "" ",' ",,, '" I,,, 
, " I", 

,'" /'" 

oo::i:: 

" ' " , " I,,, 
, " J,,, 

, , , ,i", 

... ""-
" "''­, , 

, ',," " 

' .. 
; "'-:: . . . . -. 

, ""''',' ,'.,"" 
, ',,' .:, 

, " :.:'::':: ' ' , ',,',"'~' 
-," , , 'J " 

' .. 
",", '~"" . .,." ' ''''''~ 
~'''''",,'. 

J> ~"',' ','" " ..... ,J", 
,~ ..... ,,',,' .~ 

.-I( I ' ,),," • 

, . , 
'. - , 

, . '. ' ,.' , 

" ' 

" .... ,~:.,/,,' _ .a 
~,"~"., ~rS 

.'" ,'l", ~ : "''''' u> 
"";t~"~,'. '" """f ~ 
... , .... " ,:"" ':O<IIg 
• ..... V.'\~(··, .§.g~ ! 

.11' •• ,; ... '.', ' J: ~ " 'i>I::! .... 
o .... (' •• "\!. , '0 _ •• _,_.~,...!3: <II 

',',~ .. ("'., . 
••••• ,., ... ' ',' •• \.. "" 'J.,,'" i -.. t>,J>-~ .,"','" :I 

t,!,""" ,"'_=: __ ~<'", Q.'" 
A' ",." '-~,' .' " ........ '="'2;~ 
o""'\",~,\\~ ,'.' _:.':., ,:'_:':.::._:':_.:~;,'~';'_."::,j 

,"',"',-, ",' ":: • .s',o ''''-' ·, ...... r.· .. ·.·.····d~l"' ,:: .. 'y;." '" ",::, ,/,:-,,,, ... ,>;:'.t,"":: 
"'.',",':,,,,', ':,', ,,,::,~'·""!'';:<..i'':.'"'~'("P''' ~ ,' ." ",' ~".' .;~".,,"~' ,. ... l"''''=1~'lI. .. " ... ', ',J\"'..o'l, 'v," .. .., m 

"." -o""~,'<"'.,...:J':,>.,~ ... :,,, .... ! "" .. ' ,," , 
"" .. ' ',', ,-,',' .. ..f-~~ .. ,':,:;-,... ~ <'I 
,,' ... ' ' ..... --.: .... ',<' .. ~Jo.., m 
,".,,' "'-,." ".'-~'-" ... 
,"M'" - ........ -:_::-••••• , •• >. ! ",,,,,, ... "'. --'"--', .. ~¥¥~~~''' ", "", .. 

,",.,' :: ' ..... ', ",,'" m 
"'"" ::t ... '0 •• ,''-' .. ,''- .. :: ! ....... . . '·/1 ', " '-" ... ~ ... :... /L '''"" .. '::. ' .. 

",'" rZ ,",' ... .. ", . ". ! 
"'.,' ',,. C> 

, ,1 .,' ,~ ..... "' .... c.J. 
,,' , v 

,'" " .. ' ':,',,,,, ~ ... 
':~:", ,.-';' it 
':~/., ",-'-':.' -- :,;.'. ',,~ 

, .. ~' p-
,,,,,~ ,,"' - =:--;,<,~'.,,:: 

'::,'" ,;,p:!.,'.---!'.,,' ... .. ,,' .,..'-, , ~;~::.:":.;-,.,, .. 
' '''~ .... - .. ,!.... '-', ~ -...... 

0/ 

Figure 16. Componeat,level analysis - down errors only 

o 

October 9,1992 



Appendix D. Tracing Control Network Errors 

OClober 9.1992 

-­• 

_. 
~ o . . .' . 

, 
. Q ~ , 
. . .. .­, -, -­, 

Figure 17. Node-level analysis - up and down errors 
(with chi ld path specified) 

. , 

~
=-=.;;;. _"" ...... IIIAIUII 

IMI I ..opea _1IoIh _.....- '*"" bocauM 
~ .. ~ ---""'" --2 Second WIpocI __ 

-, 

<:Il10'11<1. olt"a ..... topDII 
did ...... ooc!M .. hoi _ _ .. ."... 

-­, 
, 

Figure 18. Node-level analysis - up and down errors 
(with child path specified) 

77 

77 



_. 

_. 

• 00 
• • 

• • 

• 

• • o· 00 • 
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(with parent path specified) 

Figure 20. Node-level analysis - down errors only 
(wilh no parent path specified) 
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Appendix E 

Tracing Data Network Errors 
··#1*%9 #&#¥¥%@iWiil&*t B 

When a component or interconnect path in the Data Network fails, the failure 
will propagate through the network along a single path. The result is a set of Data 
Network nodes all reponing error status. 

This appendix explains how to use find-em-error to isolate Data Network 
faults to no more than two components and their interconnecting signal path. At 
that point. you can identify and replace the fawty part through a process of elimi­
nation. 

The Data Network troubleshooting procedure is described below. 

NOTE: For this procedure, you will need legible copies of the Data Network cable 
assembly drawings for all levels of the network in your system. You will also 
need a large surface (eg, table) on which to spread these drawings open. 

NOTE: TItis procedure is based on the assumption that you have already run 
cmdiag tests and have executed find-em-error. 

1. Layout the network cable assembly drawings in a location where you 
can also read the error system report. 

2. Examine the find-em- error output, looking for the network node re­
porting a FATAL error status. 

NOTE: The first DR component to detect the error will record a unique 
error status, called a FATAL error. All subsequent DR components in the 
error message path will report SOFf errors. 

3. Locate the fatal-error component on the Data Network cable assembly 
drawings. Ignore all soft-error components. Note which parent or child 
port is implicated in the fatal error. Figure 21 shows an example of this. 
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At this point. you will have narrowed the search to the following ele­
ments. Figure 22 illustrates the node-level view of these clements. 

• first suspect - the fatal-error component 

second Suspecl-lhe component at the other end of the parent 
or child path associated with the fatal error 

• third suspect - the implicated path itself 

NOTE:The component at the other end of the implicated path is suspeCt 
because a failing component will not necessarily generate its own fatal 
error status. Therefore, the fatal-erro r component may actually reflect an 
error originaling in a parent or child connected to it. 

1. Identify the circuit board(s) that contain the components identified in 
step 3. If these components arc on different backplanes, identify the in­
tercormccting cable that was implicated in step 3 as well. 

S. Replace the circuit board containing the fatal-error component and rerun 
the cmdiaq test that exposed the error. 

6. If cmdiaq repons no errors, the board replacement may have corrected 
the problem. Verify by running cmdiaq -f. 

IC the system passes the complete manufacturing version of cmdiag, re­
turn the system to regular operation. If errors are reported, go to step 7. 

7. Restore the original board containing the fatal -error component to its 
slot. Then replace the board containing the second suspect (the parent or 
child comJX:ment) and rerun the test that reported the error. 

8. If cmdiag reports no errors, the board replacement may have corrected 
the problem. Verify by running cmdiag -f. 

Ifthe system passes cmdiaq -f, return the system to regular operation. 
If errors are reported. go to step 9. 

9. Examine the connectors ol1lhe cable identified in step 3. H you find bent 
or damaged pins, repair if possible. If repair is not possible. replace the 
cable. In eithercasc. rerun the test that reponed the error when you finish 
working on the cable. 

If no errors arc reported. return the system to regular operation. Ir errors 
are reported. call Cambridge for assistance. 

Oc/obt!r 9, ]992 
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Appendix F 

I/O Diagnostic Tools 

F.1 Introduction 

This Appendix describes the diagnostic tools that the eM provides for trouble­
shooting I/O problems. Table 2 identifies the I/O test progmms and summarizes 
the diagnostic coverage they provide. Figure 23 shows where the various diag­
nostic programs execute. 

These I/O test programs arc described more fully in the following sections. 

I Section F.2, IOBA Internal Tests 

• Section Ea, eM-Based Verifiers 

• Section F.4, DataVault Internal Tests 

• Section F.6, CM-IOPG Internal Tests and Verifiers 

• Section F.7, CM-HIPPllnternal Tests and Verlflers 

Appendix H explains how to use these diagnostic tools in typicall/O trouble­
shooting activities. 

NOTE: SDA diagnostics arc described in the SDA Field Service Guide. 
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Test Name 
(by category) 

IOBA Internal diagnostIcs 
IOCLK, IOOR, IOCN'llU. 

IOBUF.IOCiINL 

IOP-CNTRL,IOP-~ 

IOP-BUF,IOP-SYS 

CM·ba~d VerHlera 

exeeuta-al1-iopdv-t •• ta 

dvt .. tS-vu 
dvt •• tS-apara 

hippl-1oopS 

CM-5Fufd 

Table 2. CM-5 W Diagnostic Tools. 

Execution 
Environment 

luar/dl ag/c.dlag 
Execute on CM-S 
diagnostic server. 
/uar/dlag/cmdiag 
Execute on CM-S 
diagnostj, server. 

/ua r /diag!cmdlag 
becute on CM.S 
diagnostic server. 

/uar/diag/cmdlag 
Execute on CM-S 
diagnostic server. 

/uar/diaq/cmdiag 
Execute 00 CM-S 
diagnostic server. 

lun/loeal/ate 
Execute on CM-S 
diagnostic server. 

/uar/loeal/ato 
Execute on CM-S 
diagnostic server. 

Summary 

ITAG scan tests that check signal 
paths on the lanA boards; uch test 
name indicalel the board it covers. 

Sct oC functional te5t5 that exercise 
specific sections of IOBA hardware. 

IOBA writes les\ data to the Du.­
Vault and reads it back; this program 
verifies cabling between the CM.S 
and the OataVault. 

PNs write lest data to IOBA buffen 
and read it back; this program ven­
fies data and oontrol paths between 
the IOBA and tbI: OataVault. 

PNs write test dllla 10 all VO devices 
listed in the 10. con! file and read 
it back; this program verifies aU 
relevan! control and dllla paths in the 
VO Jubsysl(:m; you can select indi­
vidual tests to foeuli Ittention OIl 
specific sections of hardware. 
Emulates VO-inttn$ive user applica­
tions; functions include opening files 
and directories, sclecting an SDA or 
IOBA VO Processor. writing !cst data 
from PNsto target OataVaults or 
CM·IOPGIi and reading it back. 
clvteltS-vu rcquuCi PNs with 
ve<:LOr units. dvte.t5-lparc can 
be run on systenu with or without 
ve<:LOr units. 
Resembles dvteat5 -lplrc, except 
it reads and writCi a CM·lnPPI. 
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Test Name 
(by category) 

DalaVault Internal dIagnostIcs 
dvdiaq 

CM-IOPG Internal dIagnostics 
v1odb'l 

CM-IOPG veriliers 

CM·HIPPllnternal diagnostIcs 
i opdh.q, datd1aq, 
arodiaq, ayad1aq, 

No~mbt' 17, 1992 

Table 3. Table 2. CM-5 00 Diagnostic Tools 
(continued) 

Execution 
EnvIronment Summary 

/uu ·/l ¢cal/.t c/diaq A diagnostic packlge that tests the 
&;e<:ute on OataVault functionalit), of all internal Oata_ 
diagnostic server. Vault hardware. It includes a loop­

back test that che<:ks the OataVault's 
CMlO bus interface 

/Ilu/l¢cal/a.tc 
Execute on CM·IOPG 
diagnostic server. 

/ua r / l ocal /atc 
&;ecute on CM·IOPG 
diagnostic scrver. 

/uar /local /a.te 
Execute on o.i-IOPG 
diagnostic server. 

A diagnostic prosrrun that tests the 
CM·IOPG's internal hardware. 

Wri~s test data from the CM·IOPO 
10 a OataVault and read5 it back; this 
program verifies the data and conuol 
paths (inchxlinS CMIO bus) between 
the CM·IOPO and the OataVault. 
Writes test data from the CM-TUO 
10 a OataVault and read5 it back; tJis 
program verifiu the data and control 
paths (inchxlinS CMlO bus) between 
the tape systcrn and the OataVaull. 

/uu/loeal/atc/dia'l Set of functiona! tests that diagnose 
Execute cn CM-HIPPI specifie sections of CM-HIPPI hard-
diagnostic server. ware. 
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Figure 23. CMoS 110 test programs - platrorm and coverage summary. 
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F.2 IOBA Internal Diagnostics 

cmdiaq contains nine test groups that specifically target IOBA functionality. 
These test groups are listed below and described in Sections E2.1 through F.2.9. 
The first five are JTAG tests; the other four arc functional tests that ex.ercise spe· 
cific sections of IOBA hardware. 

IOCLK JTAG Section E2.1 

IODR JTAG Section E2.2 

IOCNTRL JTAG Section F.2.3 

IOBUF JTAG Section F.2.4 

IOCHNL JTAG Section F.2.5 

IOP-CNTRL Functional Section F.2.6 

IOP-BUF Functional Section F.2.7 

IOP-CHNL Functional Section F.2.8 

IOP·SYS Functional Section F.2.9 

NOTE: In addition to these nine Va·specific test groups, the Data Network verifi­
er. dr. provides some coverage of I/O functionality as well. It tests the IOBA's 
IOCNTRL board as if it were a Processing Node attached to the network. 

Test groups focus on particular boards or subsystems in the IOBA; the test names 
indicate their respective coverage. Figure 24 illustrates the IOBA board configu­
ration in block diagram fonn. 

Invoke these tests in the crndiag shell using the rgroups command with m 
(manufacturing version) flag. For ex.ample: 

<CM-DIAG> rgroups m IOP-SYS 

runs verifier tests on the IOSYS board. 

November 17, 1992 
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ON elK CNA-CNB DRA-ORH 

H11H2 
H11H2 

Control Net , 
IOBA Diagnostic Net, 

Data Network 
Clock Distribution 

(IOCLK) (ICORD) 

! HOlHleN tHOlHl OR ! HOIHIOR 

10 Data Bullers 

(IOBUFo-IOBUFl ) 

10 , 
Processor 

Node Xb" ! Pbus .. .. 
(1 IOPN) 

T 
CMIO 

(IOCNTRL) Bus Interface 

(IOCHNlO) 

Backplane 

CMIO Bus 

Figure 24. IOBA basic block diagram. 
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F.2.1 IOCLK (JTAG) 

This group runs boundary scan tests on all JTAG-accessible IOCLK board compo­
nents. 

F.2.2 IODR (JTAG) 

Thi s group runs boundary scan tests on all JTAG-acccssible IODR board compo­
nents. U the lOBA contains mwtiple IODR boards, all arc tested in parallel. 

F.2.3 IOCNTRL (JTAG) 

This group runs boundary scan tests on all lTAG-accessible IOCNTRL board 
components. 

F.2.4 IOBUF (JTAG) 

This group runs boundary scan tests on all JTAG-accessible roBUF board compo­
nents. If an IOBA contains multiple IOBUP boards, all are tested in parallel. 

F.2.S IOCHNL (JTAG) 

This group runs boundary scan tests on all JTAG-accessible IOCHNL board com­
ponents. If an IOBA contains multiple IOBUP boards, all are tested in parallel. 

F.2.6 IOP-CNTRL (Functional) 

This group runs a set of functional tests on the IOBA Control board (IOCNTRL). 

Its primary diagnostic focus is XBU$ operations and related functionality. 

NOTE: Run the cmdiag PE test group first to verify Processing Node functional­
ity before running I OP-CNTRL. 

Novemlnr 17, 1992 
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F.2.7 IOp·BUF (Functional) 

This group tests the fuctionality oflhe IOBA Bufferboard (IOBUF). The tests will 
begin with the first IOBUP board they encounter and then step through all subse­
quent JOBUP boards in the IOBA. The tests will automatically repeat until all 
IOBUF boards in the IOBA have been tested. 

In a system with multiple IOBAs, these tests will be run on all JOBAs in parallel. 
If the I08As have different numbers of JOBUP boards, the tests will repeat until 
all IOBUF boards in the largest set have been tested. Consequently, some IOBUF 
boards in the smaller sets will experience redundant testing as I OP-BUF wraps 
around to the first IOBUF board in the SCt 

F.2.8 IOP·CHNL (Functional) 

This group tests the functionality of the IOBA Channel board. 

These tests require me environment variable IOP _STATION_lD to be set before 
they are run. TIlls variable takes the [onn IOPXXX_STATION_ID, where XXX is the 
physical network address of thc lOP (in decimal). 

If this variable is not already set at the time you invoke IOP-CHNL, you will be 

asked to supply it. If there arc multiple IOPs, you will be prompted for each unde­
fined lOP station ID. Thc following example illustrates the dialog for a system 
with two TOPs at address locations 480 and 490. 

<CM-DIAG> rgroups m IOP-cHNL 
IOPXXX_STATION_ID? 480 
IOPXXX_STATION_ID? 490 

<CM-DIAG> 

; tests execute 

NOTE: If you do not know the lOP address(es). run cmpartition list -1. 
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F.2.9 IOP·SYS (Functional) 

This test group focuses primarily on PBUS operations. Related functionality on 
other IOBA boards is also tested as a by-product of the PBUS exercises. 

These tests require the environment variable IOi'XXX_STATION_ID to be set be­
fore they are run. See section F.2.8, IOP-CIrnL for delails. 

F.3 eM·Based Verifiers 

This section describes several system-level verifiers that arc executed on the 
CM's diagnostic server Of from a partition running a timesharing daemon. 

The main service provided by each of these the verifiers is to transfer test data 
to and from a peripheral device, thereby exercising most or all of the functional­
ity that is needed by user I/O. Data patterns are varied to locate bit-sensitive faults 
more readily. 

The choice of which verifiers to usc can be influenced by a number of consider­
ations, including: the type of periperal involved, the tradeoff between test rigor 
and time available to test, and personal preference. A brief swnmary of each 
verifier is provided below. Additional detail is presented in Sections F.3.1 
through E3.3. 

• Focused CM-to-DataVault Verifiers: This consists of two complementary 
verifiers, each of which exercises a separate segment of the CM-to-Data­
Vault path. One transfers test data between the IOBA and Ule DataVault; 
the other transfers test data between the PNs and the lonA. The second 
verifier also writes test data from the PNs out to the DataVault and reads 
it back to check the I}O data and control paths across their full length. 
These verifiers ace described in Section E3.I. 

• End-to-End Tests: 1ltis refers to a package of three independent verifiers, 
each tailored for a different type of peripheral: for a DataVault, CM-IOPG, 

o r CM-HIPPl. The user interface provides considerable control over details 
of the test data transfers. All transfers are between the PNs and the ap­
propriate peripheral device. These are described in Section F.3.2. 

• dvtestS-vu, dvtest5-sparc: This program perfonns a comprehen­

sive emulation of an I/O-intensive Usef application, induding verification 
of the file system software. II can larget either a DataVault or CM-IOPG 
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as its peripheral device. dvtestS-vu and vtestS-sparc are described 
in Section F.3.3. 

• b.ippi-loopS: This verifier is equivalent to dvtestS-sparc, except it 
targets CM-HIPPIs. It is described in Section F.3.4. 

F.3.1 Focused CM-to-DataVault Verifiers 

cmdiag includes two complementary test programs that transfer blocks of test 
data between the eM and a DataVault. Each program focuses on a different sec­
lion of the PN-to-DataVault I/O path. 

• ezeeuto-al.l.-i.opdv-tcsts - This program writes various data pat­
terns from the rOBA to the DataVault. reads the data back, and compares 
the read data with the data that was sent. 

• execute-all-ioppe-tests ~ This program has two phases. First, it 
writes test data from the PNs to the IOBA buffers and reads it back, verify­
ing that segmem of the I/O path. Then, the PNs write test data all the way 
out to the DalaVault and read it back, verifying the I/O path's full length. 

If this test is run on a partition, it uses all PNs in its partition. If it is run 
on the entire system, it uses all PNs found by autosizing 

NOTE: The PNs used by execute-all-ioppe-tests must be logically 
contiguous (within a continuous address range), and the number of PN:; 
must be a power of two. 

11lree envirorunent variables must be set before either test can be run. These are 
described below. 

• IOPXXX_STATION_IO specifies the station 10 of the lOP to be used in me 
test. XXX is the lOP's physical nctwork address (in decimal). If this variable 
is not already sct. you will be prompted for it. If you are unccrtain about 
the system's lOP addresses, run cmpartition list -1. 

• I OPXXX_DV_START_:BI.OCK specifies the staning block address to which 
the IOBA will write test data patterns. Choose any number from I to 960. 
If this value is not already set, you will be prompted 1O supply it 

NOTE: The maximum start address (960) is detennincd by the size of th~ 
region on the DataVauIt that is reserved for diagnostic use and by the larg­
est number of blocks wrilten by these tests. The DataVauIt's diagnostiC 
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zone measures 1024 blocks. and the largest number of blocks written by 
these tests is 64 - consequently, 1023 - 63 = 960. 

• IOPXXX_DV_STATION_ID must match the station lD of the DataVault port 
that will be used by the lest. If you do not know the DataVault'S station 
10, open letc/io.conf, which describes the CM's 110 configuration. 
Appendix J explains how to interpret the contents of letc/io.conf. 

Bolh tests require the DataVault pon that will be used in the test to be configured 
for command channel operation. To invoke command channel mode, run 
dvcoldboot +011 on the DataVault you plan to test. Enter +cO or +01 to speci­
fy the appropriate DataVauh pon. 

When you are done with these teslS, run dvcoldboot -ell (with 11:::: 0 or 1) 10 
restore the port to the data channel mode. 

NOTE: Although the DataVault firmware controlling the pon ordinarily switches 
automatically to data channel mode as needed, it is advisable to explicitly tum 
command channel modc off before using the DataVault port for any other opera­
tions. 

F.3.2 End-Ie-End Tesls 

cmdiaq includes three groups of 110 verifiers, each of which targcts a different 
type of peripheral device. 

The tests within each group differ from one another in the data patterns they use 
amI/or in the specific hardware mOdules they target. CUrrently the three groups 
of end-to-end tests support DataVault, CM-HIPPI, and VMEIO peripherals (e.g., 
CM-IOPG). Figure 26 through Figure 27 describe the various tests contained in 
cach device-specific group. 

NOTE: A diagnostic server must be running on the I/O dcvicc's host computer. 
The procedure for staning an I/O device's diagnostic server can be found in the 
I/O device's installation and scrvice manual. 

These tests report errors to the screen and to diag-error-1oq.hostname in the 
local directory. 
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F.3.2.1 Alternative Approaches to Using End-to-End Tests 

Invoke end-to-end tests within the crndiaq shell in either of two ways: 

• Invoke a single. device-specific test group to verify the functionality of a 
particular peripheral device and its I/O path. 111is is the approach you are 
most likely to use when troubleshooting suspected I/O hardware faults. 
Figure 25 through Figure 27 provide detailed descriptions of these device-­
specific test groups. Section F.3.2.2 explains how to use them. 

• Alternatively. you can use a single. high-level command. test- cmio­

device- data- xfer, 10 automatically execute all test groups that are ap­
propriate for your I/O configuration. 111is can be a convenient method for 
verifying all devices on a multidrop bus or a complete I/O system during 
a major scheduled maintenance session. See Section F.3.2.3 for details. 

In either case, the end-to-end tests must be run on a panition that has an IOBA 
associated with it - that is, the panition must have been created with the -iop 

address option. 
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,-------- DataVault Test Group --------, 

emS-wr~te-datavault 

Writes data from eM PNs to DataVaulL 

For example, 
cm5-write-datavault ffffffff 4 2 

writes 4 bla<:ks of data in paltern OxffffITfI in speed 2 10 a DataVauh. 

cm5-raad-datavault 

Reads data from DataVault. 

Syntax: cm.5-read-datavault patt.rn block aizo apaad 

For example, 
cm5-read-datavault 2 4 2 

reads 4 bla<:ks of data in speed 2 from a DataVaull 

cmio-dv-iope-xfer 

Transfers data from CM PN"s 10 a DataVaulL 

Syntax: emio-dv-iopo-xfor pattorn block_sizlI aplled 

For example, 
emio-dv-iopo-xfQr ffffffff 4 2 

transfers 4 bla<:ks of data in pattern O:lJfIlIffI in speed 2 to a DataVauh. 

cmio-dv-~opo-.ll-patt.rn-xfQr 

Transfers all the data pat\.cms OxOOOOOOOO, OxlIfffffI, Oxaaaaaa3.;l, OxSSSSSSSS, 
and Ox37c837c8 from CM PNs to • Dat.aVauil. 

Syntax: emio-dv-iopo-all-pattllrn-xfer bloek_ai2:o aporod 

For example, 
cmio-dv-iopo-all-pattorn- xfor 4 2 

transfers 4 bloCks of dat.a in pat\.cms OxOCKXlOOOO, O:dUIfifI, Oxaaaaaaaa, OxSSSSSSSS, 
and Ox37c837c8 in speed 2 10 a Dat.aVauh. 

Figure 25. DataVault test group - page 1 of 1 
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HIPPI Test Group 

ABBREVIATIONS USED: 

HrPPl_IOP '" CM-Hll'PI interface" the CMlO bus. 

SM. CM-HlPPr's Station Mmager. 

SRC = CM.-HlPPl's Source module. 

DEST = CM-lnPPl's Destination module. 
....... 

em.5_ri.te-h:1.ppi 

Writes data from PNs to CM·HlPPL 

. 

Syntax: em5-wr:ita-hippi t •• t pattern block_'ilI: •• peed 

t •• t .. 0, 1, 2 ,3,0: 4 mdiule different CM·]IIPPI paths: 

o CM·S -) IUPPUOP --+ SM 

1 C.\I·S --+ HIPPUOP --+ SRC -4 SM 
3 CMoS --+ HlPPUOP -+ SRC -+ DEST -+ S~ 

For example. 
em5-writo-hippi 0 tffff!!! 4 2 

writes 4 blocks of dala in pattern O;dITfffIT It speed 2 to. CM>lIIl'Pf, The data path is 

CMoS -+ HIPPlJOP -+ IUPPLStatio!l....Mmager 

em5-raad-hippi 

Rca<.ls W,1. from CM-HlPPI. 

Syntax: emS-read-hippi t ... t blook_at.:. _p •• d 

t •• t 0,1,2,3, or <I indicate different CM·HJPPI palhs: 

o SM -+ HlPPUOP --+ CM-S 

2 SM -+ DEST -+ HIPPUOP -+ CM-S 

For example, 
em5-r .. ad-hippi 2 4 2 

reads 4 blocks of data in speed 2 from a CM·HIPPI. The data path is 
HlJIPLStlliolLm&nager --+ HIPPLdestin.tion --+ HIPPUOP --+ c'-t·j 

Figure 26. HIPP[ test group - page 1 of 3 

, 

, 

, 
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HIP?I Test Group 
(contInued) 

cmiohippi-data- pattern- x!er 

Transfers data from PNs 10 CM-HI?PI. 

Syntax: cmiohi.ppi-data-pattern-xfor to.t patt~rn block_ aizo 
ape-od 

toat • 0, 1, 2. 3, or 4 indieate different CM-HIPPI paths: 

o CM-S -+ lllPPUOP -+ SM -+ HlPPLIOP -+ CM·S 

1 CM·S -+ lllPPUOP -+ SRC -+ SM -+ HlPPIJOP -+ CM-S 

2 CM-S -+ IUPPIJOP -+ SRC -+ SM -+ DEST -+ HIPPUOP -+ CM·S 

3 CM·S -+ IUPPUOP -+ SRC -+ DEST -+ SM -+ IIIPPUOP -+ CM·S 

4 CM·S -+ lllPPUOP -+ SM -+ DEST -+ HlPPIJOP -+ CM-S 

For example, 
c:miohippi- data-pattern-xfer 2 ffffffff 4 2 

transfers 4 blocks of data in pattern O~ffffffff at speed 2 10 CM·HlPPI. The data path is: 
CM·S -+ HIPPIJOP -+ HIPPI_Source -+ HlPPCStation..Manager -+ 

HlPPiJ)estination -+ HIPPUOP -+ CM·S 

cmiohippi-cmio-data-xfor 

Transfers all the data patterns O"O:lOOO()(X), OdlITffff, Ouaaaaaaa, 0,,555555555, 
and _x37e837e8 from CM PNs \0 CM·HIPPI. 

Syntax: cmiohippi- cmio-data-xfer block .izo spilled. 

For example, 
cmiohi.ppi-cmio-data-xtor 0 4 2 

transfers 4 blocks of data in patterns OxOOOOOOOO, OllffflITf, Ouaaaaaaa, Ox55555555. 
and 0x37e837e8 in speed 2 to a CM.HIPPI. 

Figure 26. IDPPI test group - page 2 of 3 
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HIPPI Test Group 
(continued) 

cmiobippi-em1o-dat a- a ll-path-xfe r 

Transrers all the data pauems (hOOOOOOOO, OxflllITff. Ouaaaaaaa, Ox55555555, 
and Ox37e837cg from Of PNs \0 CM-IUPP!' Tests all different CM·IIIPpr paw. 

For example, 
cmiohippi-cmio~t.-xf.r 0 4 2 

transfers 4 blocks of data in pattomlS OxOOOOOOOO, OxffffITrr, OU&aaaaaa, 
011.55555555, and Ox37c837c.8 in speed 2 to a CM-HIPP!. The test paths are: 

(0) CM-S ~ HlPPUOP -+ SM -+ IUPPlJOP -+ CMoS 

(I) CM-S -+ HIPPUOP -+ SRC -+ SM -+ InPPUOP --+ CM·S 

(2) CMoS -+ HIPPUOP --+ SRC --+ SM --+ OEST -+ IUPPlJOP --+ CM.S 

(3) CM-S --+ HIPPUOP --+ SRC -+ DESr -+ S~ -+ HIPPIJOP --+ CM-S 

(4) CM-S --+ HlPPU OP --+ SM --+ DEST --+ HIPPUOP --+ CM-S 

Figure 26. IUPPI test group - page 3 or J 
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VMEIO Test Group 

cmS-writa-vmaio 

Writes data from eM PNs to VMElO. 

Syntax: cIII5 - write-vlDeio pattern lIIocle ralD-lIIocle block aize 
.... d 

For e)(ampie, 

~"" 
ram-mode 

III (master) or a (slave). 
m (memo!)'). £ (fi fo) or b (bypass) 

om5-wr~to-vma~o~ ~~~~~~~~ ID ~ 4 2 

writes 4 blocks of da ta in pattern oxmrlIfJ in speed 2 to • VMEIO in master mode. 

cmS-reacl-vmeio 

Reads data from eM PNs to VME.lO. 

Syntax: cm5-read--vmaio modGI ram-modcll block_ aiza speed 

For e)(ampie, 

~"" 
ram-modGI 

ID (master) or a (slave). 
III (memory). £ (fifo) or b (bypass) 

cm5-read--vmaio ID f 4 2 
reads 4 blocks of data in speed 2 to a VMElO in master mode. 

Figure 27. VMElD tcst group - page 1 or 2 
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cm5-vme~Q-iQ~xfar 

VMEIO Test Group 
(continued) 

Transfers data from eM PNs to VMEJO. 

Syntax: cm5-vmeio- iope- xfar pattern mode ram-mode block_ai: • . .,.." 
III (master) or II (slave). 

m (memory), f ,(lito) or b (bypass) 

For example, 
cmiQ~iQ-iQpa-xfQr fffffff! III f 4 2 

transfers 4 b locks of data in pat~m Oxffffffff in speed 2 to a VMElO in master mode. 

cmio-~io-iope-all-patt.xn-xf.r 

Transfers all thne data patterns OxOOOOOOOO, OxlIffffff, Oxaaaaaaaa, Ox55555555, and 
Ox37c831c8 from eM PNs 10 VMElO. 

Syntax: cmio-vmeio- ope-all.-pattern-Orlar acoosa-moda r am- lOOde 
block-count .p •• d 

For example, 
cmio-vmeio-iopa-all-pattern-xfer 4 m f 2 

transfers 4 blocks of data in patterns OxOOOOOOOO, OxffflIfff, Oxaaaaaaaa. 0)(55555555, 
and 0x37c837c8 in speed 2 in master mode 10 a VMElO. 

Figure 27. VMEIO test group - page 2 of 2 
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F.3.2.2 Executing Individual Tests 

Perform the following steps to execute individual tests. Figure 28 provides an 
example of this procedure. 

NOTE: The rtO device must have its diagnostic server running in background. 

I . Log in as root on the CM-5 diagnostic server and change directory to 
fusr/diaq/cmdiag. 

login: user _id 
• su 

pa.:l.:lword: rootyassword 
SU hostname /dev/console 
f cd /usr/diag/cmdiag 

2. Set theCMDIAG PATH and JTAG_SERVER environment variables. The de­
fault CMDIAG_PATH is /usr/diag/cmdiag. The JTAG_SERVER vari­

able must specify the hostname of the diagnostic server. 

I setenv CMDIAG_ PATH /usr/diag/cmdiag 
f lIeeenv J'I'AG_SERVER diag_serve,_hostname 

3. Create a partition using the -iop address option to associate a panicula~ 
IOBA with the partition. 

t ClDpartition create -pm pm_name -lop address 

NOTE: If the desired partition already eltists, halt i ts timesharing daemon 
by eltecuting cmpartition stop on the pan.ition manager. 

t ~loqin -1 ~oot pm_namt 
password: root"'password 
f cmpa~tition stop 
f exit 

4. Invoke the cmdiaq environment and specify which peripheral device the 
test program will write to and read from. Do this by entering the following 
at the <CM-DIAG> prompt 

... /cmdiaq -p pm_Nlmt 
<CH-DIAG> select-cm.i.o-serva~ hostnamt 

This command establishes a link 10 the desired IJO diagnostic server; Iwst­
namt is the hostname of tre 110 device on which that server is running. 
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5. Next, identify the type of peripheral device that will be involvcd in th~ 
lcst 

<CH-DIAG> .in.it-cm.io-d.iag-env.ironrnent device_type 

device_type identifies the type of J..O device; legal strings arc: NhippiN, 
"dv", or "vmeio". This command also resets the partition. 

6. Individual tests can now be invoked at the <CH-DIAG> prompt Three ex­
amples from the CM·HIPPI test group are shown below. The procedure ex· 
ample shown in Figure 28 uses tests from the DataVault group. 

<CM-DIAG> cm5-write-hippi 0 ffffffff 4 2 
<CM-DIAG> cm5-read-hippi 0 4 2 
<CM-DIAG> cmiohippi-cm.io-data-xfer 
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Invoking Individual EncHo-End Tests --------, 
(see Section 8.3.2.2) 

lolroduclory NOles 

The system used to illustrate this procedure example has the following features. 

_ Diagnostic server is named bOll>ou;. thi.nk. com. Prompt = hom'. 
_ Tests will be run on partition named vir9il. think . com and a DataVault, 

which is connected to an IOBA at address 480. Prompt for partition 
manager is virq#. 

1 . 109il'll rJ.1u_id 
• .u 
password: r(H)lyassword 
SU homer. think. com /dev/console 
hom' cd /uar/di&q/cmdi&q 

2 hom' • .t-.nv omI.A.G:_PATR /lur/diaq/CIIICliaq 
hom' •• t.nv J'lAG_SERVElt homer.tblnk.WIIl 

3 hom' ca:partition create -pm virqil . think.com -io p 480 

4 hom' ./emd.iaq -p virqil.thinlr..com. 
<CM-DrAG> •• lect-c=io- •• xver dvl-•• rver 

5 <eM-DrAG> lrdt- cmio-d.iaq-anvironmant "dv" 

; diagnostic test repon 

: diagnostic teSt repon 

<eM- DIAG> quit 

Figure 6. Example rOr iDl"Okinll individual end-ta-end IcsK 
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B.3.2.3 Executing Test Groups Automatlcally 

test-cm.io-device-data-xfer automatically executes the appropriate set of 
test groups for the I/O configuration in which it is invoked. It decides which test 

groups to run based on the following. 

• test-cmio-cievice-data- :K:ier must be run on a partition that has an 
IOBA associated with it (i.e., the partition was created with the -iop 
address option). 

• The list of1/0 devices connected to that IOBA is provided to cmdiag when 
cmdiag is invoked with the -p pm_name option. 

• test-cmio- device-data-xfer surveys the list of 110 devices. It then 
selects the firSt device listed and runs the test group that applies to its de­
vice type. 

• If multiple I/O devices are connccted to that IOBA, test-crnio-device­
data-xfer will select the next listed device and run the appropriate test 
group for it. It repeats this process until all I/O devices cOlUlected LO the 
target IOBA have been (ested. 

Perform the following steps LO run end-to-cnd tests automatically. Figure 7 pro­
vides an example of this procedure. 

NOTE: All I/O devices connected to the target IOBA must have its diagnostic serv­
er running in background. 

1. Log in as root on the CM·S diagnostic server and change directory to 
/ usr/diag/ cmd.iag. 

login: user_id 
• su 

password: roolyassword 
SU hostname /dev/console 
f cd / usr/ diag/ cmdiag 

2. Set the CMDJ:AG_PATH and J'l'AG_ SERVERcnvironment variables. The de­
fault CMDJ:AG_ PATH is /usr/diag/c:mdlag. The JTAG_SERVER vari­
able must specify the hosUlame of the diagnostic sClVer. 

f setenv CMDIAG_PATH / usr/diag/cmd.iag 
t setenv JTAG _SERVER diagjerver _ hostname 
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3. Create a partition using the -lop address option lO associate a panicular 
IOBA with the partition. 

f c:mpartition create -pm pm_name -iop address 

NOTE: If the desired partition already exists, halt its timesharing daemon 
by executing c:mpartition stop on the partition manager. 

f rlogin - 1 r oot pm_name 
password : roolyassword 
f cmpartition stop 
f exit 

4. Invoke the cmd.iag environment and cnter test-cm.io-device-data­
J[fer at the <eM-DTAG> pmmpt. 

f ./cmd.iaq -p pmJ.ame 
<CH-DIAG> test-cmio-deviee-data-xfer 
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Invoking End-to-Ero Tests Automatically -------, 
(see Section B.3.2.3 ) 

Introductory Notes 

The system used lO illustrate rhis procedure example has the following features. 

_ Diagnostic server is named homer. think. COIIl. Prompt'" hom'. 

- Tests will be run on partition named virqil.. think. com and a DataVault. 
which is connected to an IOBA at addresi 480. Prompt for partition 
manager is virgil. 

lOIJin : Ilorer_id 
• ou 
pas-sword: r<XiI"pa.f!WOrd 
SU homar.think.oom /dQv/oon~olQ 
hom' cd luar/diag/cmdi&IJ 

2 hom' •• tenv CMDIAIO_P)'TB /uar/dia.q/cmd.iao 
hom' •• tenv .nAG_SERVER homer.thln k.~olU 

3 hom' ~rtition create -pm virqil.think.colll -iop 480 

4 hom' ./~o -p virqiLthink.cOlll 
<CM-DXAG> t •• t-~o-davic __ data~£.r 

; diagnostic test report 

<eM- OI AG> quit 

Figure 7. Example ror in\'oking individual end-Io-end tests. 

. 
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8.3.3 dvtest5-vu. dvtest5-sparc 

dvtastS-vu and dvtestS-sparo are two versions of the same system verifier 
program - dvtestS-vu is used on systems with vector units installed aru1 
dvtaatS-sparo is used on systems without vector units. Each creates aru1 
writes test files to the DataVault or to a VMEIO·based peripheral. such as a eM· 
lOp(; and then reads back each file. comparing it with the expected data pattem. 
Sincle both versions are functionally identical, they are referred to here as 
dvtest5-ext. 

dvtalllt5-ext is functionally equivalent to a user application that has file system 
calls. Consequently, it requires the following conditions. 

• The partition in which it is executed must have till-daemon running. 

• The IOBA that will be used must be defined in latel io. eont'. 

• fasarver must be nmning in background on the I/O device. 

• The DVWD environment variable must specify the fil e server host of the 

target I/O device. 

1be syntax for dvtestS-ext is as follows. NOTE: Use either dvtest5-vu or 
dvtest5-spare in place of dvtest5-ext. 

dvtest5-vu I dvtest5-sparc -x -t -1 -aIn} -$ -h 
-q irltl .... int" -d directory-ruune -1 testname ... testname 

-x Exit on error. 

-t Report teP.iely. 

-1 Run the applicable testes) once and then exit. 

-a [II Run all tests automatically (no menu). If -al is specified, 
the tests nm once; otherwise Ihey loop foreve r. Stop exe· 
cution by entering Ctrl·C. 

-8 Run software test subset automatically (no menu). 

-h Run hardware test subset automatically (no menu). 

-q intJ ... .int" Specify a geometry to be applied to the data being 
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-1. ttstname(s) Run the testes) specified by the testname argument(s). 

Run dvtest5-at -a to exercise the CM-5 system most thoroughly. This 
option includes tests of the file system software and would ordinarily be done 
following installation of CMoS system software and/or installation of a new W 
device. dvtestS-ext cycles through the tests repeatedly until you exit with 

Ctrl-C. 

Use the -q switch with one or more integer arguments to specify a geometry for 
the test data. Each integer argument specifies a dimension in units of four bytes 
(32-bit words), For example. the recommended geometry for data scnt to a Data­
Yawl is 64 by 64, which yields a 16.384-byte data block, Ihc DataVault's default 

block size. 

Use the -h option to limit the tests to hardware fun ctions; this will save time 
during routine (Le., preventive) maintenance sessions when the validity of the 
system software is not in doubL 

Likewise, the -$ option allows you 10 focus diagnostic attention on software 
functions. 

The -1 option lets you specify incividuallests by name. II is useful when trou· 
bleshooting specifi c hardware or roftware functions. 

If you donot specify any tests via -a, -s, -h, or-l resrname, dvtestS-ert will 
present you with a teslmenu, allowing you to specify individual tests by number. 

ntis menu is shown in Figure 8. 
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1. basics 

2. data 

3. write 

4. link 

5. aba_seek 

6. re1_seek 

1. dir_basics 

8. many_dirs 

9. many_files 

10. serial_io 

11. mixe>i_io 

12. parallel_partial 

transpose 

transfer_timing 

te s t file creation/deletion (-e ) 

te s t simple file r ead/write (-e, -h) 
test writing files (-e, -h) 
test link/unlink (-a ) 

teat absol ute seek (random) (-e, -b) 
test relative seek (deterministic) 

(-a, -b) 

test mkdir /rmdi r /chdir (-a) 

test creating many directories (-a ) 

test creating/deleting many 

fil es (-a ) 

test serial I/O t rans f e r s (-e) 

test mixed se ria l and parallel I/O 
(-a , - h ) 

test parallel I/O w/ partial blocks 

(- a, -h) 

test tranapoaing serial data (-a) 

test transfer apeed (-a, -h) 

13. 

" . 
15. raw_trans fer_t i ming test raw transfer "peed (-a , -h) 

16 . ove rhead_timing test overhead speed (- a, -h ) 

11 . max_tran"fer_timing test max transfer speed 

18. reliabilit y test reliability (-h) 

Figure 8. The dvteat5-W menu. 
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If dvtestS fails, read the DCP error log on the DataVault. To read this log. in­
voke dvdiag on the DataVault console and run rdlog. 

, /usr/diag/tsd/dvdiag 
<DV-DIAG> rdlog byte_count byte offset 

byte_cOUfll specifies the nwnber of bytes of log contents you want to display. 
byte_offset speCifics the staning byte to be displayed. For example. to display the 
most recent 300 bytes of log contents, enter: 

<DV-DIAG> rdlog 300 0 
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B.3.4 hlppl-loop5 

hippi-100pS perfonns a role similar to dvtest5 for CM·H(pPI systems. It 
runs application code with file syStem calls to verify that data transfers between 
the CM-5 to CM-HJPPI are fully functional. Test data completes a circuit by loop­
ing from the destination roam to the source board within the CM-HIPPI. 

The command syntax for hippi-loopS is as follows. 

hippi-loop5 - ii/ield -r -w -ppattern -ssi:e -0 -u 

-nN -v -g -h -R 

-iifield 

-r 

-w 

-ppattern 

-asize 

-0 

-u 

-nNrep 

-v 

-q 

-h 

Use ifie/d as the I-field when establishing the loopback 
connection 

Test only CM·S reads from the eM-HlPPI channel. 

Test only CM·S writes to the eM·HlPPI channel 

Specify the data pattern to be used. Valid pattern inputs 
are: data--cqual-address, random, or a hex value for a 
constant pattern, Default is data--equal-address. 

Specify the size of the uansfcr. Valid size inputs are: 16k, 
32k, 64k, 128k, 1M, 2M, and 4M. 

Drop the connection between tests. 

Use the existing connection if possible. 

Repeat each pattern Nrep times. 

Report verbosely when establishing and breaking 
connections. 

Print interface status. 

Use standard CM·HlPPI ports instead of loopback ports. 

hippi-lOOpS has the same prerequisites as dvtestS, namely: 

• The partition in which it is executed must have ts-daemon running. 

• 11lC target CM·HlPPI must be defmed in /etc/io .cont. 

• fsserver must be running in background on the CM·HlPPI. 
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• DVWD must specify the CM-HIPPl's file server host. 

If hippi-loop5 fails , read dmesg on the CM-HIPPI to determine which byte 

was in error. On the CM-HIPPI console, enter: 

% dmesg 

8.4 DataVault Internal Diagnostics 

dvdiag is a DataVauIt file server shell command that invokes a special diagnos­
tic environment for testing DataVauh hardware functions. This environment is 
controlled entirely by the me seIVer, enabling you to test nearly all DataVauIt 
functions without the aid of the CM or other external computer. dvdiag resides 
on the DataVault's station manager in lusr/local/etc/diag. 

The overall command syntax is: 

dvdiag -m -f -ggroupname -c +Ebdfilt -Ebdfilt 

The fi rst three arguments relate to how dvdiag tests are accessed The other three 
control the behavior of the dvdiag command interface (-c) and the test environ­
ment (+E and -E). 

dvdiag provides three test acces~ modes. Depending on how you use the first 
three arguments, you can invoke: 

• a complete, predefined test suite 

• functional test groups 

• indidvidual tests 

Each of these modes in described separately in Sections BA.l UlfOugh B.4.3. The 
arguments +E and -E are also explained in Section BA.l. - c is explained in Sec­
tion BA.3. 
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B.4.1 Complete Test Suite 

To invoke a comprehensive test suite that will exercise nearly all of the Data­
Vault's internal hardware functions, use the following command syntax. 

dvdiaq -m +Ebdfilt -Ebdfilt 

This executes lite most rigorous level of testing. While its name implies use in 
a manufacturing sening, this level is appropriate for field use as well. The-£ 
(field) argument invokes a somewhat abbreviated level of testing and may be 

used when test time must be kept to a minimum. The full manufacturing test suite 
is fast enough, however, to be suitable for nearly all diagnostic situations. 

+E enables lite envirorunent condition represcnted by its accompanying flag. -E 
is used 10 disable the same set of environment variables. The~ variahles are ex­
plained below. 

b 

f 

i 

t 

Break on error (default) 

Display number (#) of errors. Default is 16. If Log-errors 
is also set, this flag controls how many errors are logged. 

loop Forever 

Ignorc errors 

Log errors 

Trace option-this is intended for debugging activities in 
manufacturing; it is not Ordinarily used in the field. 

Rcpeat lhe +E or -E switch for each variable, separating them with spaces. The 
following example illustrates a command line lItat enables command comple­
tion, specifies 20 as lite number of errors to display, and enables error logging. 
The same command disables the break-on-error condition. 

dvdiaq -c +Ed20 +El -Eb 

8 .4.2 Functional Test Groups 

You can invoke a specific subgroup of tests within lite -f suite by specifying 
the -qgroupname argument, where groupname is lite name of a predefmed group 
of tests. The test groups currently available in dvdiaq are summarized below. 
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• DCP - This group exercises hardware functions on the DCP board. 

• DVI - This group exercises hardware functions on the DVI boards. 

SCSI - This group runs a set of tests specific to the SCSI boards. 

113 -

• DV - This group tests connectivity between the DCP. DVI, DP, and SCSI 
boards. It also runs drive sparing and ECC logic tests for the DP board. 

• DVX - This test reads and writes 1 K buffers of data at full speed. 

For example, to run the field program's DVI test group. type: 

% dvdiag -f -gDVI 

B.4.3 Invoking Individual Tests 

If you enter dvdiag without the -f (or -m) argument, you invoke the dvdiag 

command interpreter, which is represented by the <DV-DIAG> prompt. At this 
prompt, you can explicitly invoke any individual tests or test groups that are con­
tained in dvdiag. The syntax for operating in this mode is: 

dvdiag -C +Ebdfilt -Ebdfilt 

The -C argument is the command completion option. It allows you to enter ab­
breviated commands at the <DV-DIAG> prompt. Instead of typing the full com­
mand, just enter enough characters to distinguish the command from all others 
and then press Escape. When the command completion facility finishes the full 
name, press Return to enter it. 

The +E and -E arguments function the same as described in Section B.4.1. 

Enter the names of the tests you want to run at the <DV-DIAG> prnmpt. When the 
test completes, dvdiag returns you to the <DV- DIAG> prompt. For example, 10 
test the DataVault's parity generator, enter: 

<DV-DIAG> test-dcp-parity-generation 
<DV-DIAG> 

In addition to the individual test commands, the dvdiag command interpreter 
recognizes a number of other commands, which invoke various auxilliary fune-
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lions and utilities. They are described in Appendix B of the Data Vault Install,,· 
lion and Service Manual. 

B.5 CM-IOPG Internal Diagnostics 

viodi&q is a package of functional tests that exercise the eM-IOPG internal 
hardware. It resides in / usr/ l ocal /etc on the eM-IOPG station manager. 

viodiaq 's user interface closely resembles that of dvdiag. That is. you can in­
voke a complete test suite, functional test groups. or individuaItcsts. The com­
mand syntax fo r using viodia g is as follows. 

viodiag -In - f - ggroupname - i -c -Efihbld +Efihbl d 

- sfilename 

- f 

-ggroupname 

-i 

-c 

+E 

-E 

- sftlename 

Run Manufacturing diagnostic tests for VMEIO 
device. 

Run Field diagnostic tests for VMEIO device. 

Run tests fo r group specified by groupname. 

Include Interactive tests. 

Allow command Completion within viodiag. 

Sel diagnostic Environment (activate options): 
f = LOOp foreve r 
i = Ignore errors 
h = Halt on error 
b = Break on error (default) 
1 = Log errors (defaull) 
dII = Display error count (defau!t=16) 

Set diagnostic Envirorunem (deactivate options). 

Execute a viodiag shell file given by filename 

As with dvdiag, viodiag offers a comprehensive tcst suite that is invoked by: 

, viodiag -f 
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The environment variables governing how the test suite behaves can be specified 
on the same command line. For example, 

, viodiag -f +Ed20 +E1 -Eb 

specifies 20 as the number of errorn to display and enables error logging. TIle 
same command disables the break-on-error condition. 

viodiag also provides a set of predefmed functional test groups. which are in­
voked using the -g8roupname argument. For example, the following tests the 
RAM FIFO flags. 

, viodiag -f -gRAM-FIFO-FLAGS 

The viodiag test groups are listed below. 

CHIO-BUS-TEST 

CHIO- INTERRUPTS 

CHIO-FIFo-FLAGS 

CHIO-PORT-LOOPBACK 

CM.J:O- PAlUTY 

INTERACTIVE 

MASTER-STATUS 

RAK-FIFo-FLAGS 

RAM.-PAlUTY 

REGISTERS 

SLAVE-FIFO-RAM 

SLAVE-MAPPED- RAM. 

SLAVE-TIMEOUT 

VME-ADDRESS-GEN-TEST-HODE 

VME-ADDRESS-GENERATOR 

VME-INTERRUPT 

VME-MASTER 

VME-MASTER- TIMEOUT 

VMEIO-cM-TRANSFERS 
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NOTE: In order to catch any errors reported by viodiag, you must have a win­
dow open on viodi.ag before you start the test. Then, if any test fails. go to the 
window and type show-boa:.::d- status. 

B.6 CM-IOPG Verifiers 

There are two programs that can be used to verify the ability to move fLies be­
tween a eM-lOPG system and a DataVault on the same CMID bus. These pro­
grams, ee:rial and TapeDVxferv£r, reside in directory / usr/local/etc on 
the CM-IOPG. They arc described in Sections B.6.1 nnd B.6.2. 

B.6.1 se,lal 

sedal transfers test data between the eM-Toro and the DataVau!t, comparing 
the data it reads wilh the data mat it sent. It verifies the CMID bus as well as major 
ponions of the CM-IOPG and DataVault internal hardware. 

The procedure for using serial is shown below. 

I . Log in to the eM-tOPG station manager and set the DVWD cnvironmert 
variable to specify the DataVault. 

login: user _id 
Pa~~word: useryassword 
, ~lBtlBnv DVWD dataWlult _hostname 

Use the hOSlname of the DataVault file server for datavaulUlOstllame. 

2. To invoke ~erial. enter: 

, /u8r/ local /etc/~erial 

B.6.2 TapeDVxlervl, 

TapeDVrlervfr transfers test files between the CM-IOPG and the DataVault 

and between the CM-lOPG and the CM-TIJD. It alternates between the DataVault 
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and the eM-lOPG using various b!ock. sizes. While executing, the test will use 
system memory and VMEIO memory. It also uses both variable and fixed block 
mode access to the tape. The complete program provides a means for verifying 
the ability to transfer files between a eM-lUD and a DataVault 

Before initiating TapeDVxfervfr, verify that an appropriate tape cartridge i> 
installed in the selected tape drive and that the DavaVault me name can be re­
written if it already exists. U the file name does not exist, a new file will be 

created. 

There are two user commands associated with this program, TapeDVxfervfr 

and teet_DV_to_Tape. The first command invokes the program executive and 
the second starts the verifier program itself. 

teet _DV _ to_Tape will prompt you for the following argument input. 

Parameter Expected Format Description 

tape drive /dev/<drivc-namc> Enter the hostname of 
the ltlpc drive. 

DVft1e =dvault:/<path>/<file-namc> Enter the complete path 
to the DataVault file. 

user_blksize =Tape Block size Enter t.he block size o f 
the transfer. 

vmeio_unit =VMEIO uni t number Enter the unit number of 
the VMElQ module. 

TIle procedure for using 'l'apeDVxfervfr Is shown below. 

I. To initiate the program, enter: 

, /uer/local/etc/TapeDVxfervfr 
DIAGNOSTIC EXECUTIVE FOR DV/Tl.Ja Tetts 

State: RELEASE-6-1 Date : 91/08/13 11:57 :4 3 State: RELEASE-6-1 

2. At the prompt, enter: 

November 17. 1992 
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user_blksize tape_block_size 
vmeio unit vmeio_unit_number 

B.7 DM-HIPPllnternal Diagnostics 

The eM-HIPP! provides a set of te,sts that allow you to diagnose its internal hard­
ware functions. These tests are organized into four programs. 

• srcdiag 

• delltdiaq 

• iopdiag 

• syadiag 

Tests source board functionality; see Section B.7. l. 

Tests destination board functionality; see Section B.7.2. 

Tests iop board functionali ty; see Section B.7.3. 

Tests the ability of the source board to send data and 
for the destination board to receive data (uses 
loopback cable). See Section B.7.4. 

These tests are executed on the eM-HIPP! station manager. Before staffi ng the 
tests , log in to the station manager as root and change directory to fusr/ l ocal/ 
etc/diag. 

lO9in: user_id 

• su 
ps.s5word: rootyassword 
SU host name /dev/console 
f cd / u a r / l oca l / etc /diag 

• 

B.7.1 Source Board Functional Test 

The following procedure tests Source board functionality. 

1. First. ensure that the Source board is nn.t cabled to any other device. such 
as a remote HIPPI device or to the Destination Board via a loopback cable. 

2. Invoke the Source board command interpreter with the command comple­
tion flag. 
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, s~cdiaq --c 
<srcdiaq> 

"9 

3. When you see the Source board diagnostic prompt, run the following tests. 

<srcdiaq> ktest 

<srcdiaq> sco~e 
<srcdiag> stest 

<srcdiag> score 

<srcdiag> quit 

• 

1 

k 

1 

, 

r tests Source's AMD 29K internals., 
r displays results ., 
r tests Source's internals and·, 
r station manager interfacc·, 
r displays results·' 

B.7.2 Destination Board Functional Test 

The following procedure tests Destination board functionality. 

l. First, ensure that the Destination board is nn1 cabled to any other device, 
such as a remote HIPPI devicc, or to the Source board via a ioopback 
cable. 

2. Invoke the Destination boa~d command interpreter. 

f destdiag -C 

<destdiag> ktest 1 r tests Destination 's AMO 29K·, 
<destdiag> score k 

<destdiag> dtest 1 r tests Destination's internals and· , 
r station manager internals·, 

<destdiag> score d 
<destdiag> quit 

• 

B.7.3 lOP Board Functional Tes1 

l. Ensure that no lOP boards are attached to a CMIO bus. 

2. Invoke the lOP diagnostic interpreter with the --c flag and run the follow­
ing tests. 
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<iopdiag> itest 1 I' test first lOP */ 
<iopdiag> score i I' print results for first lOP 'f 
<iopdiag> select Lopl I' repeat for each IOP */ 
<iopdiag> itest 1 

<iopdiag> score i I' repeat for each lOP *' 
<iopdiag> quit. 

• 
3. Repeat the select iop, itest, and score commands for each lOP. 

For each new select iop. simply change the number afthe board to be 

selected. Remember, the boards are numbered 0-7 from right to left, ai 
viewed from the front of the system. 

B.7.4 System (Loopback) Test 

The next step is to test the ability of the Source board to send data and the Desti­
nation board to receive data. This is done by connecting their OUT and IN porlS 
on the eM-HIPPI bulkhead via a loopback cable. 

I . Install the loopback cable between the OlIT and IN ports on lhc CM·HIPPI 
bulkhead. NOTE: Do not install any CMIO bus cables yet. 

2. From directory lusr/loea l/~te/dlag, invoke lhe system command inter­
preter. 

t sysdiag -C 
<sysdiag> 

3. When you are asked if you arc atLached to an I/O bus, answer no. 

4. At the <sysdiag> prompt run the following test 

<sysdiag> etest 1 
<sysdiag> score e 
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Troubleshooting Power Supply, 
Clock, and Diagnostic Network Faults 

G.1 Introduction 

(to be supplied) 
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Appendix H 

Tracing I/O Errors 

H.1 Introduction 

This appendix describes three sets of diagnostic procedures for JlD-related hard­
ware problems. 

• Section H.2 presents the basic procedure fo r troubleshooting CM·S I/O 
failures. 

• Section H. 3 describes a supplementary procedure for exercising an IDB A· 
to-DataVault connection. This procedure can be useful as a cross-check of 
other diagnostic results, particularly fo r elusive hardware problems that 
ex.hibit unusual failure mod:s. 

• Section HA explains the procedure for usi ng the system exercisers, 
dvtest5 and hippi- loop. These programs arc recommended for veri­
fying overall system functionali ty after a hardware failure has been cor· 
rected and before the system is returned to regular service. 

H.2 Basic 1/0 Troubleshooting Procedure 

(to be supplied) 
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H.3 Verifying IOBA-to-DataVault Path 

(10 be supplied) 

H.4 System Verifiers for DataVault and HIPPI Paths 

(to be supplied) 
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hardware.install file 

1.1 Introduction 

/etc/c:m/configurat i on/hardware. install describes Ule hardware con· 
figuration oClhe CMoS system on which it resides. This file is created at the facto­
ry to reflect the state of the particular CMoS as it will be installed. 

When me system's hardware configuration is changed, you will need 10 cdillhc 
fil e to reflect the change; hardware. install must always match the configu ­
ration of the system. 

NOTE: For one-lo-onc replacement of hardware modules. you do not need to up­
date hardware . install occause there is no nct change to the hardware con­
figuration. 

Figure 31 illustrates a sample hardware. install file. Its contents arc ex­
plained below. 

NOTE: The numbers to the lefl of the shaded areas, and the shading itself. arc not 
pan of hardware . install . TI1CY havc been added to aid in descriplion of the 
file, 
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2 

3 

4 

5 

6 
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Idafina 

fdefine 

'!;letine 

STANDARD _ PN _ BlI.CKPLAtl£ 

PN 
PNMEH 
CLKDN 

CN 

STANDARD_OR_BACKPLANE 

D, 
CLKBOF 

STANDARD_eN_BACKPLANE 

eN 
CLKBUF 

CLKON 

-­~-

0-7 
0-7 

0 

0 

0-15 

0 

0-5 
0 

0 

Name - "Calliope" 
.. ""~ "'= =~iJ1lIII :m" =': V~ 
@W=~ >Il(,l:F :1;;_ "i'~E 

DR_Height 5 
.. ==.-

PN_~emo:r::y 

PN_IU .. 
PN_FPU .. 

'Mb 
"SPARe" 
"SPARe" 

Partition_Manager 
I 

o 

HOlltname .. "ho~r.thinlc.com" 

Con.!lole 
Dillgnoatic_Proces50r 

Partition_Manager 1 
1 

Hostname .. "milto~.thinlc.com" 

(continued on nexl page) 

Figum 31. hardware. install example - (p3gC 1 or 3) 
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7 

8 

November 17.1992 

o 

PN_Backplan6 

DR_Backplane 
CN_Backplane 

1 

SPI I) 

SVME 

SPI 
SVME 

FILLER 

FILLER 

eN 
CLKDN 0 

o 

• 
1-3 

5-7 
o 

IOBUF t 

IOBUF 2 
IOCNTRL 0 

IOCHNL 0 

IODR 0 
IOCLK .) 

OR_Backplane a-9 , 

0-7 STANDARD_PN_BACKPLANE 

8-9 STANDARD_OR_BACKPLANE 

10 STANDARD_CN_BACKPLANE 

Partition_Manager - 0 

OR l-15 
CLKBU£, l 

J 
CN_Backplane 10 , 

eN l-5 
CLKBOF ~ 

CLkON :l 

(continued on nellt page) 

Figure 31. hard .... arQl. inatall example - (page 2 of 3) 
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9 DR_Cabinet 4096 

DR_Backplane 0 
{ 

OR' 0-15 

CLKBUF 0 

OR_Backplane 1 
{ 

OR' 0-15 
CLKBUF C 

eN_Backplane 4 

{ 

eN (-1 

eN 4-' 
CLKBUF 0 

CLKON 0 

CLKDN 1 

. 

Figure 31. hardware .in.tall example - (page 3 of 3) 
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1.2 File Header (shaded area 1) 

The first area in Figure 31 contains fil e header information only. You needn't 
ever edit this content. 

1.3 eM System (shaded area 2) 

This line introduces the balance of [he fil e, which describes the physical compo­
sition of the system. The general organization of the system descri ption consists 
of: 

• 

• 

• 

General system auributes - system name, DR height, and processing 
node type (Sections 1.4 through 1.6). 

Individual descriptions of partition managers (Sections 1.7 and 1.8). 

Individual descriptions of device cabinets and network cabinet (Sec­
tions 1.9 and 1.10). 

1.4 System Name (shaded area 3) 

This line specifics an arbitrary name for the system. In this example, the system 
name is "Calliope." 

1.5 DR Height (shaded area 4) 

This line indicates the highest - or root - level of lhc data network. In this 
cxample. the highest level is 5. 

November 17, ]992 



130 CM·5 Field Service Guide -Prdiminary 

1.6 PN Type (shaded area 5) 

These lines describe the system's processing nodes in terms oC the followi ng at· 
tributes. 

• PN Memory 

• PN IU 

• PNFPU 

Specifics the memory capacity perPN. Cur­
rently. this attribute can be either 8 Mbytes 
or 32 Mbytcs. In this case, it is 8 MbYlcs. 

SpeCifics the type of integer unit in usc. 
Currently. SPARe is the only valid entry. 

Specifi cs Ihe type of floaling point unit in 
usc. Currently, SPARe is the only valid 
entry. 

1.7 Partition Managers (shaded area 6) 

This section describes each partition manager (PM) in the system. There are two 
PMs in this example. 

Each PM is identified by an integer, which is arbi trarily chosen to distinguish thaI 
PM from all others in the system. In this example. the PMs arc designated 0 and 
I . 'This designation is followed by a list of attributes. The PM 0 attributes arc 
defined below. 

• Hostname This is a quoted string that gives the PM a 
name that may be easier to remember than 
its integer designation. In this example, PM 
o is named "homer. think .com." 

• 

• 

Console 'This entry indicates that PM 0 serves as the 
system administration console. 

Diagnostic Processor This entry indicates that the diagnostic ser· 
vcr, jtagserver, runs on this PM. 

PM 1 serves no other role than partition manager. Consequently, its only attribute 
entry is its hosmame, which in this example is "milton. think. com." 
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1.8 PN Cabinet 0 (shaded area 7) 

This section describes the composition of a single device cabinet. The first item 
of description is an integer that uniquely identifies this cabinet in a multi-cabinet 
system. By convention, this integer indicates the cabinet's physical position in 
relation to other device cabincts in the system. Figure 32 shows the cabinet num­
bering scheme used for CM-5 systems of up to 2 K network addresses. 

I 

I 

Cabioel 
4 

Device 
Cabinet 

D~ 
Cabioet 

Cabil'lEll 
o 

Cabioet , 
Device 
Cabinet 

Dovice 
Cabinet 

Cabioet 
1 

Cabinet 

Cabinet , 
Device I 
Cabioet 

Device 

7 

Cabioet 
NelNOriI 

Cabil'lElt 1 

"'"00 I Networil Cabinet -. Device 
Cebill(!t C<lbinet N&twork 

CabinotO Cabinet 
3 

2 

Figure 32. CMoS device cabinet numbering system. 

NOTE; Whcre haJ:dwaJ:e. i.nat .. ll refers to PN cabinets. understand that it 
means device cabinets. The tenn PN (processing node) cabinets is a historical 
artifact. Likewise, you should translate references to DR cabincts to nctwork cab­
inets. 

The cabinet contents arc then listed by backplane. Figure 33 shows how back­
planes are numbered in a device cabinet, and Figure 34 through Figure 36 show 
the slot configurations of the standard PN, DR, and eN backplanes. 

In this example, hardware. ins';all shows cabinet I to have the following 
backplane configuration. 

• PN Backplanes 0-7 

Novcmbcr 17, 1992 
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dard PN configuration of circuit modules. 
Consequently, a detailed breakdown of the 
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• DR Backplanes 8-9 

• eN Backplane 10 

View from 
PN Board Insertkln Side 

." .. , 

. " ." 

.~ ." 

." . " 

.- -
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backplane contents is not given. Thi s stan­
dard configuration includes eight PN circuit 
modules, plus a CN module and a CLKDN 
module. 

These backplanes contain circuit modules 
that form the uppermost levels of the de­
vice cabinet's data network. In systems 
with multiple cabinets, these backplanes 
are connected by cable to the network 
cabinet. 

The control network backplane contains 
circuit modules that form the uppermost 
levels of the (kvi~c c<lbillct's control net­
work. In systems with multiple cabinets, 
this backplane is connected by cable to the 
network cabinet. 

View from 
DR & eN Board Insertion Side 

" . 
"''' 

" . 

Figure 33. CM·S device cabinet backplane numbering 
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View Irom 
Board InsOftion Side 

~3~JirITTT II TTTL PN rrcd..s. .... C 
PN ................ ' 
PN rrcd ......... :;,o 
PN rrcd ......... 3 

'" 

Figure 34. Standard PN backplane slot assignmcnts 

View from 
Board Insertion Side 

I~II 

"'''~ II ,--I ""_"" _L- :::' 
"" '''' 
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(backplanes 8 and 9) 
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View from 
Board Insertion Side 

~CLKDN' 
'---------- CLKON 0 

"'.~------------~ 

Figure 36. Device cabinet eN backplane slot assignments (b.1ckplanc 10) 

1.9 PN Cabinet 1 (shaded area 8) 

In lhis sample file. a second device cabinet. cabinet 2, contains interfaces to the 
panilion managers as well as an I/O interface. The various backplane configura· 
tions in cabinet 2 are described scpamtcly in Sectiulls 1.9.1 through 1.9.4. 

1.9.1 PN Backplane 3 

A single standard PN baCkplane. backplane 3, contains both PM interfaces as well 
as auxiliary circuit modules. No other standard PN backplanes arc used in this 
cabinet. 

The circuit modules that fill the backplane slots arc summarized below, wilh the 
slot location(s) indicated to the right of each circuit module type. 

• SPI o The SPI in slot 0 is the interface to panilion 
manager O. 
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• SVME 0 This entry associates an SYME module with 
the SPI in slot O. 

• SPI 4 The SPI in slot 4 is the imerface to partition 
manager 1. 

• SVME 4 This emry associates an SVME module with 
the SPI in slot 4. 

• FILLER 1-3 These three slots contain circuit modules 
that fill the gap in the network that would 
otherwise occur when a backplane is not 
fully populated with functional network 
devices, such as PNs. 

• FILLER 5-7 Same as FILLER 1-3. 

• eN 0 This slot comains a ponion of the control 
network. 

• CLKDN 0 This slot contains the backplane's interface 
10 the clock and diagnostic networks. 

1.9.2 110 Backplane 7 

This backplane contains a set of ci rcuit modules that together fonn the interface 
to a CMIO bus and one or more peripherals attached to the bus. These peripherals 
can include DataVaults, CM-HIPPls, and/or CM-IOPGs. 

The lJO backplane and its constituent circuit modules are refcrred to as an IDBA. 
(Input Output Bus Adapter). Figure 37 illustrates the slol organization of an 
IOBA chassis. A standard IOBA configuration contains six circuit modules; their 
hardware. install entries arc summarized below. 

• IOBUF This entry indicates that slot 1 contains one 
IOBUF module. 

• JOBUP 2 Slot 2 contains the second JOBUF module. 

• JOCNTRL 0 Each IDBA has one I/O control module; it is 
always identified by the label O. 
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• IOCHNL 0 

• IODR o 

• IOCLK o 

CM-5 Field Service Guid~-Preliminary 

'This line indicates that an I/O channel is 
provided in slot O. 

A standard IOBA has one data network in­
terface module; it is always identified by 
the label O. 

Each IOBA has one clock interface module; 
it is always identified by the label O. 

Another file, 10. conf, contains addit ional I/O configuration infonnation. It de­

fines various attributes concerning the components connected to Ole CMIO bus, 
including this IOBA, thaI arc of interest to the filcscrvcr. If the IOBA or CMIO bus 
arc modified in any way that affects Ihcsc attributes. i o. conf must be upd ated 
as well . Appendix J dc~crihcs ie.con£ in detaiL 

VIeW from 
Board Insartion Side 

0 1 2 3 4 5 6 7 8 , A B C 

=~.~ I I ~~'" IOBUF 0 IOBUF 8 

IOBUF 1 IOBUF 5 

""'" """ IOCNHILO """" "''' , "''' , 
"'"" 

NOTE: Shaded slots are populaled for CMIO bus support. 

Figure 37. IOBA backplane slot assignments with standard board configuration. 
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1.9.3 DR Backplane 8--9 

The data network backplanes 8 and 9 contain: 

• DR 0-15 

• CLKBVF 0 

1.9.4 eN Backplane 10 

These backplanes contain 16 DR circuit 
modules, which provide the link among all 
data network comp:ments residing in this 
cabinet. In multi-cabinet systems, they also 
form the interface to the higher levels ofth~ 
data network in the network cabinet. 

This module buffers and disllibutes systcn 
clocks to the Data Network boards. 

The control network backplane, backplane 10, contains: 6 CN circuit modules 
and a CLKDN circuit module. 

• CN 0-5 

• CLKBVF 0 

• CLKDN 0 

Novtmbe.r 17, 1992 

This backplane contains 6 CN circuit mod­
ules, which provide the link <lmong all con­
trol network components residing in this 
cabinet. In multi-cabinet systems, they also 
form the interface to lhe higher levels of t~ 
control network in the network cabinet. 

This module receives the system clock sig­
nal from the CLKDN board and drives it 
oul to the Control Network boards. 

In systems with twO or more device cabi­
nets (greater than 256 network addresses), 
this module is the interface to the clock and 
diagnostic networks residing in the nctwork 
cabinet. In Single-device-cabinet systems, 
this module serves as the system clock am 
diagnoslic network root. 
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1.10 DR Cabinet (shaded area 9) 

The network cabinet contains the data and control network modules that form the 
uppermost levels of their respective trees. The first entry in this section is an 
idemifier for this cabinet-a large integer that will distinguish thi s network cabi­
net from all other cabinets in the system. By convention, 4096 is used as the 
identifier for lbe first network cabinet in lbe system. 

NOTE: Except for the requirement that this number be large enough to exceed the 
highest possible device cabinet number, its value has no specific meaning. 

In the network cabinet, the DR and CN backplanes are in the centcr section of the 
cabinet - the space occupicd by backplanes 0-3 in a device cabinet. Figure 38 
shows lbe location of lbese backplancs. Figure 39 and Figure 40 show the DR 
and eN slot assignmcnLS in cacho 

The hardware. install entries representing these backplanes arc summarized 
below. 

• DR o 

• DR 

• eN 4 

This backplane contains 16 DR circuit 
modules and a CLKBUF circuit module. 

This backplane contains 16 DR circuit 
modules and a CLKBUF circuit module. 

This backplane comains 6 CN circuit mod­
ules, one CLKBUF circuit module, and two 
CLKDN circuit modules. 

NOTE: Allbough the sample hardware . instdl file represents only a single 
network cabinet with only two DR backplanes populated, Figure 3~ and 
Figure 40 illustrate the backplane stot assignments for systems with two nctwork 
cabi nets and height 6 DR and CN modules. 
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View from 
DR & e N B04rd Insertion Side 

'"Of!. 

"'. 
1i=="9IF==l 

~ ." "" ." 

GJ 
[] 

1i==,:>:."9IF=,:>:,=l[] 
o 
o 
o 

_ ~II 

I-WghliOFl --_ ::t,!!.6CN 

Figure 38. CM·S network cabinets 0 and I backplane numbering 

View from 
Board InsGr1ion Side 

IIFII 

iii iii i i ! iii iii i i o I 2 3 _ 5 I 7 Fig 1011 12 13 1_ 15 

Figure 39. DR backplane slot assignments for network cabinets 0 and I 
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eN Backplane 
Network Cabinet 0 

View from Board Insertion Sida 
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i 

1, I~ I 
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eN Backplane 
Nel~rk Cabinet 1 

, i , , , , 

View from Board Insertion Side 

I FII 
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NOTE: 
':N'9hl 5 CN lI'IOduIK _1hIo Ioc.ol ~ 
""'.;. <:Ibit\etI. Htiolil $ eN 1I'Od_""" 0... _ ')'Stern. 

, , , , 

c , , , 

Figure 40. eN backplane slOI assignments (or network cabinets 0 and I 
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io.conf file 

The file leto/lo. conf is the CM·5 I/O system'S configuration file. It must al­
ways aCcunltely reflect the state of the 1ft) system. io. conf is created by 3 
Thinking Machines CUstomer SuWOrt representative when the va system is in­
stalled. Thereafter. io. conf mUS! be updated whenever !he 1/0 system is recon­
figured. This section explains the componcms of io . conf so that you can edit 
them if the system's configuration changes. 

io.conf is an ASCII file. As such, these general-fonnat rules apply: 

• 

• 
• 

• 

Numeric arguments can be specified in hex (leading Ox or ox). octal 
(leading 0), or decimal. 

Characters following a semicolon on the same line arc ignored. 

As long as all entries are left-justified, io. conf can cemain any amount 
of while space. 

The parser is case-sensitive: all alpha-Iext must be typed into io. coni! 
exactly as shown in this seclion. 

Some of the entries in io.conf require you to count hardware entities. Count 

the first emity as number I, not number O. 

Figure 41 illustrates an I/O system with two IOBAs, two DataVaults, a CM-HIPPI, 
a CM·IOPG, and a CM-IUD. Figure 42 represents the io. conf fil e for the con­
figuration shown in Figure 41. 

The rest of io . conf consists of twO main modules: 

• 

• 

Novtmhtr 17, 1992 

The Channel_Board_Configuration module conlains infonnation 
about the IOBAs. Section!.l describes this module in detail. 

The IO_device_configuration module describes the I/O devices 
configured into the system. Section 1.2 describes this module in detai l. 
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SIo11 Slot 2 
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Boa'" Board 

I I 

Slot oxo 

Channel 
Board 

Station 10 1 

Slot .2 Slot 5 

Buffer Buffer 
Board Board 

I I 

SlolOxO 

Channel 
Board 

Station 10 2 

o . bus arbiter 
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IOBAO 

NI480 

I K)C~I Data Net Centralie 
Board Bo",. Board 

Bus 10 lOa 

NI544 

I K) Cbckl Data Net Controllerl 
Board Bo",. Board 

Bus 10 102 

IOBAl 

Bus 10 104 

Station 10 14 
o 
""' "" , 

D~tll.VlI.ult .2 

<I 

StatiM 10 13 

Station 10 12 

Da' 

Sl>Ition I 

o 
pono 
PQn 1 

o 
aVault 1 

eM-HIPPI 

Station I 09 

Figure 41. S<lmplc CM-5 I/O system configuration. 
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Channel_Soard_Configuration 
2 Total number of channel boards in 

a ll IOBAs combined. 

480 
OxO 
100 

1 
o 
2 

Oxl 

Ox2 

S44 

OxO 
102 
2 

o 
2 

Ox2 

OxS 

Channel board in IOBAO 
I OPN ~I physical address 
Channel bosrd slot number 
CHIO bus id 
Station id 
CHIO arbiter status flag 
CHIO bus speed 
Suffer board slot number 

(Must be one of 1.2.S.7.8.a.b) 
Buff@r ~rd ~lot number 

(Must be one of 1,2,5,7,8,a,b) 

Channel board in IOBAl 
IOPN HI physical address 
Channel board slot number 
CHIO bus id 
Station id 
CHIO arbiter status flag 
CHIO bus speed 
Suffer bosrd slot number 

(~us t be one o f l,2,5,7, 8 , a ,b) 
Suffe= board slot number 

(~u.t be one of l,2,S,7,8,s,b) 

- continued -

Figure 42. Sample 10. cont for the ItO system diagrammed in Figure 41. 

Novembl!r 17,1992 
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IO_device_cont iguration 
5 Numbe: ot 10 devices in system 

dv2 hostname ot 10 device 1 (Also 

default host name) 

DV type ot 10 device 1 
14 station id ot 10 device 1 
100 bo, id ot 10 device 1 

dvl hostname 0' 10 device 2 
DV type ot 10 device 2 
13 station id of 10 device 2 

102 bo, i d ot 10 device 2 

dol hostn~ ... e ot TO now.; c .. 3 

DV type of 10 device 3 

12 station id ot 10 device 3 

10. bo, id o f 10 device 3 

hiocl hostl'!"me ot 10 device • 
HIPPI type " 10 device • 
10 s tati ::m id ot 10 device • 
10' bo, id ot 10 device • 
iopql hostname of 10 device S 
VME type of 10 device S , statioI'! id ot 10 device S 
10. bo' id ot 10 device S 

Figure 42, continued. Sample i o. ccnt for the 00 system diagrammed in Figure 41. 

J.1 The Channel_Board_Configuration Module 

io.conf must contain exactly one Channel_Boa r d_conf iguration mod­
ule, which describes the IOBAs. The Channel_Board_Conf iguration mod­
ule is comprised of submodules that describe the IORAs' channel boards. 

The first line of the channel _Board_Configuration module specifics the 
total number of channel boards in the system. Following this line arc one or more 
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submodules: one submodule fo r each channel board. Each submodulc must con· 
tain eight lines, in this order: 

• 

• 

• 

• 

• 

• 

• 

The first line specifics !he physical address of the NI on the controller 
board in the same IDBA as the channel board. 

The second line specifics !he slot number of the channel board. 

The third line specifies the bus to of me CMIO bus to which the channel 
board is connected. 

The fourth line specifics the station ID of the channel board. 

The fifth line specifics whether thc channel board is the bus arbiter (1) 
or not (0). 

The sixth line specifics lhe CMJO bus's speed. This value is always 2. 

Thc scvenlh and eighth line each specify the sial number Or onc of the 
two buffer boards associated with the channel board. It docs not matter 
which board's slot number is listed on the seventh line and which is 
listed on the eighth. 

The ordering of lhe submodules is arbitrary. That is, if lhere is more than onc 
IOBA in the system, you need not place the submodulc for IOBAO's channel 
board before the submodulc for IQBAl's channel board, alLhough it is conven· 
tional to do so. 

J.2 The IO_device_configuration Module 

io.conf must contain exactly onc IO_device_con£igurat ion module. l IS 
submodules describe each I/O device - DataVauli port, CM·IOPG, and CM· 
HIPPI- configured into the system. 

The first line of the I /O_deviee_configurat.ion module specifics how 
many I/O devices are in the system. Be sure to count each configured DataVault 
port as a separate device. 

Each device must be described by exactly one submodule. Each submodule must 
contain four lines, in the order listed: 

• The first line specifics the hostnamc of the device. 

November 17, 1992 
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• The second linc specifics a code that indicates the type of the device: 

• DV indicates a DataVault pon. 

• VME indicates a CM·IOPG. 

• HIPPI indicates a CM-HlPPI. 

• The third line specifi cs the device's station ID. 

• The fourth line specifics ltc bus 10 of the CMlO bus on which the device 
resides. 

The ordering orthe submodules is arbitrary except as it is uscd by the CMFS fi le 
system and I/O diagnostics to detenn ine the default I/O device. The system deter­
mines the default device by searching 10 .c onf for the first channel board that 
has at least one I/O deviee on ilS bus, and then, if there is more lhan one device, 
choosing the one that appears first in the IO_ device_ configuration module. 
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Error Reporting System 

K.1 Overview 

The CM-5 error reporting system provides useful infonnation about failu res dis­
closed by cmdiag tests. When a diagnostic routine finds a hardware fault, the 
error system parses the error status of all visible components in the partition un­
der test and, upon requcst. reports its findings. 

This report provides a summary descri ption of each test failure and identifies 
which module (Circuit board) and individual components arc implicated in the 
failure. 

Error messages arc logged in diag-error-log .hostname in the local directo­
ry on the associated Partition Manage r. ho.stname is the name given to the Parti­
tion Manager. 

NOTE: TItis discussion assumes that diagnostics arc being run on a partition rath­
er than the entire eM. The description applies equally 10 a partition that encom­
passes all of the Processing Nodes in the system. 

The command to read the error system repon on linc is find-em-error. 

<CM-DIAG> find-em-error 

Thc crror reporting system responds to this command by displaying the contents 
of diag-error-1og. h ostname. Altematively, you ean read the error log di­
rectly in a gmacs buffer or output it to a primcr. 
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K.2 Interpreting Error System Reports 

Figure 43 shows examples of the types of error messages to be fou nd in diag­

error-log. h ostname. The basic [onnat is the same for all messages. regard­
less of the type of error being reported or the type of hardware associated with 
the error. 

Section K.2.1 discusses the contents of the fi rst error message example shown 
in Figure 43. a Control Network error. It also explains the various features of the 
message fo nnat that are common 10 all message types. Sections K.2.2 through 
1.2.11 discuss other message typc~ . with particular emphasis on their special 
characteristics. 

Global Address (Cabinet 0 Backplane 0 Slot 0) Type CN 
Notwork Addross (C N_NODE Hol<;1ht 2 Leaf 1 Root 0) 

IC_Pr oM [TYPE 03 REV 00 101 OOao) Pod_Type CN 
Chip_NaMe CN-1 Chi p_Type FEOEX IR_Soan 1000010101000000001 

Reqister NODE-ESTAT-O 101111110111111111 
Sit 1. NODE-O-UP-TYPE 
Sit 8. NODE-O-UP-HARD-ERROR 

Reqiste r NODE-ESTAT-1 101111110111111111 
Sit 1. NODE- I -UP-TYPE 
Sit 8. NODE-I-UP-HARD-ERROR 

Reqister NOOE-ESTAT-2 101111110111111111 
Sit 1. NODE-2- UP-TYPE 
Sit 8. NOOE-2-UP-HARC-ERROR 

Figure 43. diag-e r ror -Iog example. 

K .2.1 Control Network Error Example 

The fi rs t four lines of all error messages are nearly identical. Their contents are 
sum marized below, using Figure 43 for reference. 

• The first line specifi cs the physical address of the hardware reporting the 
error. For exam ple. the first eITOr shown in Figure 43 was detected in 
slot a of backplane a in cabi net O. The module occupying thatlocatiofl 
is a eN board. 
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Global Address (Cabinet 0 Backplane 0 Slot 0) Type eN 

The second line gives the network address afthe error. In the first exam· 
pIe. the error was reponed from the Control Network node at height 2. 
leaf I attached to root O. 

Network Address {eN_Node Height 2 Leat 1 Root O} 

With this information, you can fi nd this node in the eN topology chan 
and understand its place in the failed operation's eN communication 
pam. 

The third line identifies the 10 prom of the module that reponed the cr· 
ror. In the fi rst error example, the ID prom is of type 03 , revision level 
00 and has the hexadecimal lag DOae. It resides on a eN module (this 
last piece of information i.e; redundant with the first line). 

ID_Prom [TYPE 03 REV 00 10' DOse] Pod_Type eN 

Note. this information is intended primarily for long-term tracking of 
hardware failure patterns. It has no relevance to troublcshooting. 

The fourth line identifies the individual chip that is most closely asso­
ciated with the crror report. In the first example, eN chip I of chip type 
FEDEX is called out and its instruction register contents are scanned out. 

Chip_Name CN_l Chip_Type rEDEX IR_Sean 1000010101000000001 

fR bit 0 is leftmost. 

The remaining Jines describe the error itself, displaying the contents of 
each relevant error status register and explaining the meaning of each 
relevant slarus bit. These lines will vary most from message to message, 
depending on the type uf error and the type of h:udwarc reporting it. 
These lines are discussed more fully below for the eN error example. 
Sections 1.2.3 through 1.2.11 explain these lines for other error types. 

The error example in Figure 43 shows a eN node reporting an error. This node 
has three status registers, D, 1, and 2. NO TAG shows where these registers reside 
in the node and how they relate to adjacent nodes in the network. 

October 9, 1992 

Register NODE-ESTAT-O 101111110111111111 
Bit 1. NODE-O-UP-TrPE 
Bit 8. NODE-O-UP-HARD-ERROR 

Register NODE-ESTAT-l 101111110111111111 
Bit 1. NODE-O-UP-TrPE 
Bit 8. NODE-O-UF-HARD-ERROR 

Register NODE-ESTAT-2 101111110111111111 
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Bit 1. NODE-O-UP-TYP£ 
Bit 8. NODE-O-UP-IDL~D-ERROR 

Bit I of each register indicates that it received a faulty message (eRe value was 
invalid) from a node lower in the tree (from a child). Bit 8 indicates that this is 
the fi rst node in the message path to detect the error. As this faulty message is 
propagated further through the eN, nodes subsequent to this one wiU set their soft 
error bils. 

Figure 44 . eN node configuration. 

K.2.2 Data Network Error Example 

(to be supplied) 

OClober9,1992 
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Appendix E 

dvtest5 Description 

dvtest5 
dvtest5, dvtest5-sparc, dvtest5-vu - User- level verifier for SDA File Systems 
(SFS), IOBA File Systems (CMFS). and supporting hardware. 

Syntax---------------------------------------------

dvtest5-sparc I dvtest5-vu I-x] [ -t j (-1 ] [-gintl • ... inln j 
i -d directory-name] I I-a [ 1 ) I -$ I - h I [ -1 /cstname 
(restnamej ... 1) I 

-x 

-t 

- 1 

-q intI, ... intn 

-& ( 1 ) 

November 17, 1992 

Exit on error. 

Report tersely. 

Run selected testes) one lime only. rather than 
looping foreve r . 

Specify a geometry to be applied to tile data being 
transferred. using a string of onc or more integers 
separatcd by commas. 

Causes dvtest5 I dvtestS-vu to change directory 
to directory_name before starting. 

Run alllcsts automatically (no menu). This is the most 
thorough exerciser. If -al is specified, the tests run 
oncc. OLhcrwisc htey run forever; stop by executing 

Clrl-C. 
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-, 

-h 

- 1 testname(s) 

1. basics 
2.data 
3. write 
4.link 
5.abs_seck 
6.rcl_seck 

7.dir_basics 
8.many_dirs 

9.manyJilcs 
1O.scriaUo 
11. mixed_io 

12. parallel_partial 
I3.transpose 
14. transfer_timing 
IS.raw _transfcr_liming 

16.ovcrhcacUiming 
17.max_lransfcuiming 
IS, reliability 

CM-5 Field Service Guide-Pre/imjnary 

Run software test subset automatically (no menu). 
-,5 is generally used only when new software has 
been installed. 

Run hardware test subset automatically (no menu). 
- h is generally used during preventive maintenance. 

Run the lCSIS specified by tcstnamc. Sec the menu 
illuslration below. 

test file creation/deletion (-s) 
test simple file read/wri te (-5, -h) 
test writing files (-5. - h) 
tcstlink/unlink (-5) 
test absolute seck (random) (-5, - h) 
tes t relative seck (deterministic) (-5, -h) 

lest mkdir/rmdir/chdir (-s) 
test creating many directories (-s) 
test creating/deleting many files (-s) 
test serial I/O transfers (-s) 
test mixed serial and parallel I/O (-s, -h) 
test parallcl I/O with partial blocks (-s. - h) 
test transposing serial data (-s) 
test transfcr speed (-s. - h) 
test raw transfer speed (-s. - h) 
test overhead speed (-s, - h) 
test max transfer speed 
test reliability (-h) 

Description----------------------

NOTE: dvtestS has been replaced by dvtest5-sparc (for non-vector­
unit CM-5 systems) and dvtest5-vu (for CM-5 systems Lhal have vector 
units). 

The dvtest5-sparc t dvtest5-vu program is an acceptance tcst that uses 
either an SDA system or an IDBA (CMIO bus adapter) and a Cl-.fFS device to pcr­
fonn all YO functions available to user applications. Among olher things. these 
programs test every I/O data and control path. check Ethernet connections. and 
open files and directories (i n directory dvtest ). 
dvtest5-sparc I dvtest5-vu detennine which device to usc according to 
the setting of CMFS] ATIITYPE. 
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• If CMFS_PATHTYPE is set to unix, dvtast5-sparc I dvtes t5-vu uses the 
local UNIX or UNIx-compatible file system - the SDA, if the CM- 5 system con· 
tains one. 

• If CMFS_PATIITYPE is set to cmfs, dvtest5-sparc I dvtest5- vu uses a 
Ch-iFS fLle system - e.g .• a DataVault, CM-HIPPI. CM5-HIPPI, VMEIQ hosl com· 
puter, or CM-IOPG. The program consults DVWD and, if necessary, DVHOSlNAME 
to detennine which CMFS device to usc. If DVHOSTNAME and DVWD do not define 
the default hostname, the program uses lhe default CMFS device for the first IOBA 
listed with the kernel. If there are no IODAs listed with the kernel,the program con· 

suits the configuration fLle /usr/ l ocal/atc/dv_hostname. If that file is mis· 
sing, the program uses the CMFS file system device on the local hosl. 

• If CMFS]AnrrYPE is sct to mixed, dvtest5-spar c I dvtestS-vu checks the 
directory name specified via the -d Oag: If the directory name Is specified by a 

pathname that docs not contain a colon (:), the program uses the SI?A. If the path· 
name does contain a colon, the program checks fo r a CMFS-hostname component 
(i.e. , the string before the colon) of the pathname. If the pathname does contain a 
CMFS-hostname component. the program uses that device . If the p.1timame docs nct 
contain a CMFS-hostname component. the program follows Ihe heuristic for 
Ct-.1FS_PATHTYPE = cmfs, as descrilx:d above. 

• If CMFS_PATHTYPE is not set. dvtestS-sparc I dvtest5-vu asks the kernel 
what I/O hardware the system contains. If there is only an SDA, the program uses 

it. If there is at least one CMFS device but no SDA, the program follows the heuristic 
for CMFS_PATIITYPE = cmfs. If thcre is both an SDA and atlcast one CMFS device, 
the program follows the heuristic for CMFS_PATIITYPE = mixed. If the kernel sees 
no I/O hardware, the program follows the heuristic for CMFS]ATHTYPE = emfs. 

Requirements---------------------

dvtestS-sparc I dvtestS-vu must be run from a PM thai controls a pani. 
tion in which ts-daemon is running. For CM- 5 systems timt contain CMFS 
devices, also make sure that the 10. con! file is correct and that the 
fsserver is running in the background on all CMFS data storage devices with 
which dvtest5-sparc I dvtest5-vu will communicate. ForCM-5 systems 
that contain an SDA, make certain that the SDA's SFS file system is mounted. 
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1. basic:s 

2. data 

3. write 

4. link 

5. abs_s •• k 

6. rel_seek 

1. dit_basics 

8. many_dies 

9. many_files 

10. serial_io 

11. mixed_io 

12. pan.llal-Y4rtial 

13. transpose 
14. transfer_timing 

CM-5 Field Service Guide-Preliminary 

t.est tile creation/delatiol'! (- a) 

test. simple tile read/write (- a, -b) 

test writin9 files (-a , -h) 
test link/unlink (-a ) 
test absolute seek (random) (- s, -b) 

test relative seek (deterministic) 

(- s, -hJ 
tost mkdir/rmdir/chdir (-aj 

test. creating many directories (- a) 
test creating/deleting many 

files (-a ) 

test aerial I/O transfers (-a) 

test mixed aerial and parallel I/O 

(-s, -hJ 
test parallel I/O wi pa rtial blocks 

(-a, - h I 
test transposing serial data (-a, 

test transfer speed (-a, -h) 
1 5 . raw_transfer_timinq taat. rflW t.rflnafer apeed (-s, -h) 

16. ovarhaad_t.iminq t.aat. overhefld apeed (- s, -h) 

1 7 . ma>t_t.ransfer_t.iminq t.aat. max t.rflnafer speed 

18. relh.bilit.y t.aat. reliabilit.y (-h) 

Figure 1"1. The dvt •• t.5 menu. 

dvtest5 Defaulting Rules-----------------

In systems with multiple roSAs, dvtest5 applies Ule rules ouUincd below to 
detenn ine which rOSA and data-storage device to use. NOTE: aUler programs 
that use default-device metllOds to select an r/o device follow these rules as weI\. 

• If the environment variables DVWD and/or DVHOSTNAME specify a 
hostname. dvtest5 uses those values to dctennine which data-storage 
device it will use. It then delennines the IOSA it will use by examining lre 
Channel_Board_ Configuration module in /ete/ io. conf and 
uses the first channel board listed that is on the same bus as the data stor· 
age device. Iftherc is no rODA on the same bus, dvtestS instead uses the 
rule explained in the next bullet. See Appendix B for a description of 
io.conf. 
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• If neither DVWD nor DVHOSTNAME are set indi cate a target hostname. 
dvtast5 ex.amincs the Channel_ SOard_Configuration module in 
io. conf and uses the first channel board listed thaI has a data-storage 
device on the same bus. If the the bus has more than one data-storage de· 
vice, the program uses the device li sted first in io. conf'S 
:ro_ device_configurat!.on module. 

In a standard I/O configuration, lhese defaulting rules allow all devices lO be 
tested via DVWD and/or DVROSTNAHE; manipulation. 
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cmdiag(8) MAINTENANCE COMMANDS cmdiag(8) 

NAME 
!usr/diag/cmdiag - Run CM·S hardware diagnostics. 

SY!\OPSIS 
cmdiag [ .p parlilion'l1I2~ 1 ( ( ·g8roupnam~ 1 { -C] [ -EbdfiJt][ +Ebdfilt 1 

DESCRIPTIO;.i 
cmdiag is the principle tool for diagnosing hardware problems in the CM-5. cmdiag provides four 
major categories of functional tests: 

JTAG scan tests provide scan access to aU internal components of Thinking Machine 's proprietary 
chips and boundary scan testing of all chip inputs and outputs. 

Connecti vity tests support connectivi ty checks between components in the scan chains, including 
connectivity across the control and data nct"orks. 

Processing node tests evaluate the functionality of the PN circuits, including: the instructioo proces­
sor (SPARC chip), vector exccution uni t, m~mory controller, and network interface. 

110 Processor nOP) tests exereise the various functions that comprise a CM I/O partition, includ­
ing: the I/O clock, I/O control, I/O interface to the data network, the I/O buffer, and the I/O chan­

""I. 

Verifier tests simulate the kind of activity a user application would impose on the CM. 

All functions and test routines are accessible via a single user interface. The user invokes the diagnos­
tics from a shell on a CP. Whenever possible, cm ding should be executed from the CP that is the mas­
ter diagnostic processor (lhe CP connected by cable to the root node of the diagnostic network). Error 
messages regarding hardware failures arc sent to diag-error-Iog.haslname. The section RUNNING 
CMDIAG ON A PARTITION gives a step-by-step explanation about how to run cmding. 

cmdiag takes several optional switches. (Sec lhe section CMDIAG COMMAND-LINE SWITCHES, 
below.) There arc no required switches, although we recommend running diagnostics on a speCific parti­
tion by using the .p switch. Run without the -p switch, cmdiag runs on the entire machine. 

When emding i.<: executed routinely after brin,infl: up a partition, runnina: the fl:roups PE, fl: lobaJ, com­
bine, and dr should be sufficicnt. Once a week or so, we recommend running the complete test suite by 
creating a partition encompassing the entire machine and running cmding -p om. Currently this takes 
approx imately two hours. 

Executed without the _po, om, · f, or .g switches, cmdiag immediately provides a diagnostic environ­
ment, which is represented by the prompt <cmdi:lg>. This diagnostic environment supports a set of 
diagnostic-related utilities and commands as well as the individual tests that comprise the predefined 
diagnostic test groups. (The utilities, commands, tests, and test groups are listed in lhe section CMDlAG 
TESTS AND COMMANDS.) To exit the diagnostic environment, type u il at the <cmdiag> prompt 

CMDIAG COM~IAND-LIl\E SWITCHES 
The switches arc as follows: 

-p runs diagnostics on the specified partHion. 
·m exccutes diagnostic manufacturing tests of CMoS system components. 
·f exccutes diagnostic field tests of CM-5 system components. Field tcsts arc a subset of the 
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manufacturing tests . 
• g executes tests for groupnamL only. For a list of groupnames, see the section CMDIAG 

TESTS. 
·C enables command completion within diagnostics environment. 

+E activates diagnostic environment optiO[1s: 
b = Break on error (default) 
d # = Display error count (default = 16) 
f = Loop forever 
i = Ignore errors 
I = Log errors (default) 
t = Display trace 

·E Deactivate diagnostic environment options (see +E). 

RUi'l""l~G Ci\IOIAG ON A PARTITION 
I. Execute cmparti tion stop to halt the timesharing daemon running on the partition. 

2. Reset the partition's registers and switches by executing lusr/dia g/cmreset. 

3. Reset the interface to the partition manager by executing lusr/diaglcmreset ·s. 

4. Check that the pertinent environment variables are sct correctly (see the section ENVIRQm1El\'T 
VARIABLES). In particular, if you must run the diagnostics from a CP thm is not the system 
console/master diagnostic processor, be sure the JTAG_SERVER environment variable is sct appropri. 
ately. 

5. (This step is necessary only if the hardware has changed, requiring an edit of 
etc/em/configura tionlhardware. install.) Check the directory defined by the CMDIAG_PATH environ­
ment variable to see if there arc any files that must be deleted. Delete all files whose names comain the 
hostname of the CP from which you are execuung emdiag. 

6. Execute emdiag. Usually, running a few test groups via the follow ing syntax is sufficient: 
syscon% lusr/ding/emdiag -p parlilion-ncmL -r .grE .gglobal ·gcombine ·gdr 

Analyze any fai lure reportS: descriptive error messages arc sent to diag.error.log.hostnamt' in your 
current directory. Rerun any appropriatc tcsts. 

7. Delete diag·error.log.ho.!'lnamL when its contents arc no longer nceded. 

CM IHAG TESTS A:\,D COi\tMAt\'OS 
This section lists the names of the tests and commands that crnd illg can run. The first subsection 
categorizes the \'cSIS by groupname (sec the -g :;witch, above). The second subsection lists all tests and 
commands categorized by which part of the machine they serve 10 diagnose. 

Test Groups 

Group: SVME (Tests SVME hardware.) 
1. test-svme-serial.data-path 
2. tcst·svme-id-prom 
3. tCSI-svme·ni·lateh-drive 
4. tcst-svme-ni.latch·sample 
5. test-svme-ni-chip 
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Group: SNI 
1. tcst-sni-scrial-data-palh 
2. tcst-sni-id-prom 
3. tcsl-sni-Icd·rcg 
4. tcst-sni-ni-chip 

Group: CLKDN 
I . tcst-clkdn-scrial-data-path 
2. tcst-clkdn-analog-cnv-data 
3. tcst-clkdn-analog-cnv-control 
4. Icst-clkdn-digital-cnv-data 
5. tcst-clkdn-cst 
6. Icst-clkdn-id-.prom 
7. lCSt·clkdn-pll-control 
B. lcst-clkdn-pod-status 

Group: CLKBUF 
I. test-clkbuf-scriaHlata-path 
2. test-clkbuf-analog-env-data 
3.1CSI·clkbuf-analog-cnv-control 
4. tcst-clkbuf-digital-cnv.data 
5. tcst-clkbuf-csr 
6. lCSt-clkbuf-pod-status 
7. tcst-clkbuf-id-prom 

Group: IOCLK 
1. tcst-ioclk-scrial-data-palh 
2. tcsI.ioclk·analog·cnv-data 
3. tcst-ioclk-analog-env-control 
4. ICSI-ioclk-digital.cnv-data 
5. tcst-ioclk-id-prom 
6. lcst-ioclk-cn-switch 
7. Icsl-ioclk-cn-chip 

Group: SASYS 
I . Icst-sasys-scrial-data-palh 
2. Icst-sasys-analog-cnv-data 
3. ICSt-sasys-analog-env·control 
4. lest-sasys-digital-cnv-data 
5. lest-sasys-csr 
6. lCSt-saSys-pod-status 
7. lcsl-sasys-pll-control 
8. test-sasys-cn-chip 
9. tcsl-sasys-d.r-chip 
10. Icst-sasys-d.rivc-sync-control 
11 . ICSt-sasys-drive-syne-data 
12.lcst-sasys-id-prom 

Group: Sf! 
I . tcst-spi -scriai-data-palh 
2. tcst-spi-id-prom 
3. Icsl-spi-dr-chip 
4.lcst-spi-cn-chip 
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Group: DR 
1.lcst-dr·scrial-data-path 
2. test-dr-id-prom 
3. test-dr-dr·chip 

MAINITNANCE COMMANDS 

4. test-drS·serial·data·path 
5. test-drS·id·prom 
6. tcst-drS-dr-chip 
7. tcst-dr-dr·bsr 
8. tcst-afd-bsr 

Group: CN 
I. tesl-cn-scrial-data-path 
2. test-en-switch 
3. tcs t-cn-id·prom 
4. tcst-cn-chip 
5. tcst·cn-cn·bsr 

Group : FILLER 
I . tcst-filler·scrial·data-path 
2. tcst-fillcr-dr·chip 
3 . tcst-fi llcr-id-prom 

Group: CMPE (TestS ability of PNs to interact with NI, DR, and CN hardware.) 
1. test·pc-scrial-data·path 
2. IcsI.pc.ni-chip 
3. tcst·pc-dr-chip 
4. test·pc-cn-chip 
5. tcst-pc-id-prom 

Group: PEMEM 
1. tcst-pcmem·scria l·data.path 
2. test-pcmem.mc-chip 
3. tcst-pcmcm.id-prom 

Group: IOCNTRL 
I. tcst-iocntrl.scria!-data-path 
2. tcst-iocntrl·id-prom 
3. tcst-iocntrl-mc-chip 4. ICst-iocntrl-ni-chip 

Group: lODR 
I. test-iodr-scriaJ-data·path 
2. tcst·iodr·dr-chip 
3. tcst-iodr.id·prom 

Group: roSUF 
l. tCSt-iobuf-id-prom 
2. tcsl-iobuf-ni-chip 
3. tcst-iobuf·pbus-buffer 
4. Icst-iobuf·scrial-data-path 
5. tc:st-iobuf·xbus-buffcr 
6. test·iobuf·xbus-dnta-in 
7. test-iobuf·xbus·data·out 
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Group: IOCHNL 
I. test-iochnl-cmio-cntrl-out 
2. test·iochnkmio-cntrl-in 
3. test-iOChnl-id-prom 
4. tes t-iochnl-pbus-buffer 
5. test-iochnl-response-data 
6. tes t-iochnl-serial-data-path 
7. tes t-iochnl-xbus-buffer 
8. test-iochnl-xbus-data-in 
9. te5 t-iochnl-xbus-data-out 

Group: SAC 
1. tes t-sac-serial-data-path 
2. tcst-sac-mc-Chip 
3. test-sac-ni-chip 
4. test-sac-id-prom 

Group: SADR 
l. test-sadr-serial-data-path 
2. test-sadr-dr-Chip 
3. test-sac-id-prom 

Group: IOP-CNTRL 
I. reset-system 
2. ini tialize-pc-memory 
3. lood-sccondary-boot 
4. c lear-pc-memory 
5. lood-iopcntrl-lCSts 
6. exocute-all-iopcntrl-tests 

Group: IOP-BUF 
I. rcset-system 
2. initialize-pc-memory 
3. I03d-sccondary-boot 
4. c1ear-pc-memory 
S. IOo.d-iopbll£-teslS 
6. exccutc-all-iopbuf-lcsts 

Group: JOP-CHNL 
I. rcsct-systcm 
2. initializc-pc-mcmory 
3. load-sccondary-boot 
4. c1car-pc-memory 
S. load-iopchnl- tcsts 
6. cxccutc-all-iopchnl-teSIS 

Group: IOP-$V$ 
1. reset-system 
2. initialize-pc-memory 
3. load-secorn:tary-boot 
4. c1car-pc-mcmory 
S. lood-iopsys-tests 
6. exCCutC-all-iaopsys-tCSts 
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Group: PE 
I. reset-system 
2. test-jtag-backdoor.connection 
3. test-jtag-backdoor-interrupt-clear 
4. test-jtag-backdoor-rcquest-ciear 
5. lest -jtag-backdoor -command-channel 
6. test-mc-rcgister-rcad 
7. test-cmu-boot-mocle 
8. lest-broadcast-interrupt-receive 
9. test-mc-reduce 
10. initializc-pe-memory 
11. load-secondary-boot 
12. test-cmu-run-mocle 
13. clear-pc-memory 
14. test-cmu-run-mode 
15. rouler-inLt 
16. tcst-pc-memory 
17. lood-file petcslS 
18. tCSt-Cmu-run-mode 
19. tcst-mc-reduce 
20. execute-al l-pe-leslS 
21. Icst-cmu-boot-mode 

Group: global (Verifies CM-5's ability to perform global communication operations.) 
I. rescl-and-load-for-tcst-group 
2. tesl-cn-async-global-supervisor 
3. tcsl-cn-async-global-uscr 
4. tesl-cn-sync-global 
5. tesl-cn-sync-global-rol1-call 

Group: broadcast 
1. rescl-and-load-for-tcsl-group 
2. tes t-broadcast-scalar-scnd-cnablc 
3. tes t-broadcast-scalar-supervisor 
4. test-brOadcast-scalar-user 
5. tcst-broadcast-pn-supervisor 
6. test-broadcast-pn-uscr 
7. test -broadcast-interrupt-scalar -send 
S. tcst-broadcast-interrupt-pn-scnd 

Group: combine 
1. resct-and-load-for-tcsl-group 
2. test-combine-pn-data-is-one 
3. test-combine-pn-data-is-zero 
4. test-combine-pn-multiword-carry 
5. test-com bine-pn-multiple-stacked-scan 
6. test-com bine-pn-overflow-detcction 
7. test-combine-pn-segmentcd-sc.1n 
8. test-combine-rcduce-to-scalar 
9. tcst-combine-im-on-rec-ok 
10. Icst-combine-flu sh 

Gruup: de (Verifies CMoS's ability to lranSrer IIlessagl.:S aCH)l>S Un; data uctwOJk.) 
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I. reset-and-Ioad-foc-tcst-group 
2. tcst-dr-scalar-to-pe 
3. tCSHir-tag-scalar-sentl 
4. tcst-dr-pn-to-scalar 
5. tcst-dr-tag-pn-scnd 
6. test-dr-Iength-scalar-send 
7. tcst-dr-Icngth-pn-scnd 
8. test-dr-pn-slalic-send 
9. tesl-dr-pn-dynamic-scnd 
10. test·dr-now-control-pn-to-pn 
II. test-dr-rcc-slop 
12. tcst-dr-afd-routcr-empty-pn 
13. tcst-dr-afd-routcr-empty-scalar 
14. test-dr-afd-router-full 
15. tcst-dr-int-rcc-ok-scalar 
16. tcst-dr-int-rec-ok-pn 

cmdiag (8) 

Group: parLiLion (Verifies CM-5's ability to perform global, broadcast, combine, and DN operations 
within a partition.) 

I . resct-and-load-for-tcst-group 
2. tcst -partit ion-global-scalar -Sialic 
3. tcst-partition-global-pe-slalic 
4. tcst-partition-global-dynamic 
5. tcst -partit ion-combinc·sca lar -St.:ltic 
6. tcst-panition-combinc-pe-static 
7. test-panition-combinc-dynamic 
8. test -partition-broadcast-scalar-static 
9. tcst-partit ion-broadcast,pc-slatic 
10. tcst -partition-broadcast -dyn:lm ic 
I I. tcst-partition-dr-scalar-afd 
12. test-partition-dr-pe-afd 

Comprehensin List of Commands and Tests 

alias 
help 
run-groups 
sctenv 
shell 

find-cm-error 
fmd-cm-cn-crror 

shuw-all-VC-M.<llUS 

Sun Release 4.1 

--General Utilities--

continue- from-abort 
list-commands 
script 
sct -diag-environment 
show-eliag-environment 

-·JTAG Utilities--

fmd-cm-pn-error 

-·JTAG St.:ltus Commands--

show-pe-status 
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getenv 
list-groups 
silent-script 
show-all-errors 
whatis 

find-cm-dr-error 

Show-Spi-StatuS 
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show-en-status 

configure-all-pes 
configure-all-cns 
configure-dr 
enable-auto-reset 

elose-cmio-diag-conncction 
cmiohippi-data-pattem-xfer 
cmS-write-datavault 
cmS-read-vmeio 
cmio-vmeio-iope-all-pattern-xfer 
cmio-vmeio-memory-iope-all-pattem-xfer 
em io-vmeio-iope-all-mQde-xfer 
emiohippi-sm-src-dst-sm-ilield-xfer 
em iohippi-sm-iop-src-dst-sameiop-sm-xfer 
ereat-emiohippi-comparsion-data 
get-cmioc-bus-id 
select -nex t -em iohippi -iop-on-emio-bus 
select-em io-server 
set-em iohippi-chcck-parity 
show-corrupted-data-on-hippi 

add-multi -chip-sample 
instantiate-multi-ehip-scan 
nb-sean-in-pod -udr 
sample-pod-udr 

autmize 
jtag-reset 
scrver-connect 

build-autoSizing-file 
check -count -and-first 
compare-autosizing-file 
load-ding-pan ition 
read-all-pod-id-prom -in-partition 
show-d iag-partition 

show-dr-status 

--IT AG Config Commands--

configure-pc 
conligure-cn 
configure-filler 
reset-quad 

--CMlO HlPPI Commands--

em iOhippi-emio-data-all-path-xfer 
em io-vmeio-memory-iope-all-mode-xfer 
cm iO-dv-iope-all-pattern-xfer 
cmiohippi-sm-iop-src-dst-diffiop-sm-der 
em io-vmeio-iope-xfer 
em io-vmeio-memory-iope-der 
em iohippi -selccl-porlS 
erniohippi-sm-src-dst-sm-xfer 
em iOhippi-sm-iop-src-sm -xfer 
dnta-xfer-on-all-iobuf-ehnl 
get-iope-config 
rcsct-emiohippi 
set-em iohippi -arbiter 
sct-iop-buffer -and-chnl 
test-cmio-device-data -xfer 

--JTAG Scan Commands--

add-multi-ehip-scan 
m~lti-chip-sample 

read-id-prom-by-pod-name 
scan-in-pod-register 

--JT AG ON Commands--

dn-reset 
jtag -run-test-idle 
saver-disconncct 

--JTAG Equip_ Set Commands--

bui ld-cbs-diag-parlilion 
eheek -equipment -sct 
generat -na-parti tion 
print -all-pod-id-prom 
st:ow-all-pod-na-lisl 
sl:ow_hlr -partition 
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show-svme-stalus 

configure-spi 
configure-all-drs 
eonligure-svme 

emiohippi-cmiQ-data-xfer 
cmiohippi-eoldboot 
emio-dv-iope-xfer 
emS-write-vmeio 
emS-read-datavault 
emS-re:ld-hippi 
em lohipp] -sm-dst-iop-sm -xfe 
emS-write-hippi 
em iohippi -standi one-testS 
establish-cmio-diag-connecti 
get -Sl.<!tion-ids-on-bus 
inil-ernio-diag -environment 
set-erniohi ppi -check-data 
show-cmiohippi -diag -enviro 

instamiate-multi-chip-sarnpl! 
multi-ch ip-sean 
sample-pod-rcgistcr 
scan-in-pod-udr scan-dr 

dn-resct-to-elear 
phoenix-ir-test 
test-dn-channel-reg 

build-equipment -set 
elear-diag -partition 
load-autosizing -Ii Ie 
read-all-pod-id-prom 
show-autosizing 
wnllc-srln-lrcc 
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select-filler 
test-filler -serial-data-path 

reset-sasys 
select-sasys 
test-sasys-cn-chip 
test-sasyS-dr -chip 
test-sasys-id-prom 
test-sasys-scrial-data-path 

select-sadr 
test-sadr -serial-data-path 

select-sac 
test-sac-ni-chip 

resct-ioclk 
scIcct-ioclk 
test -ioclk -cn-chip 
test-ioclk-digital-env-data 
test -ioclk -serial-data -path 

selcct-iodr 
test -iodr-serial-data-path 

select-iochnl 
test -iochnl-id-prom 
test-iochnl-serial-data -path 
test-iOChnl-x bus-data-out 

Sun Release 4.1 
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--)TAG Filler Commands--

test-filler-dr-chip 
select -a II-fillers 

--JTAG SASYS Commands--

sample-sasys-csr 
tcSt-sasys-analog-env-control 
tCSt-sasys-csr 
tcst-sasys-drive-sync-conlTOl 
tcst-sasys-pll-control 
write-sasys-pod-status 

--ITAG SADR Commands--

tcst-sadr-id-prom 

--JT AG SAC Commands--

tcSt-sac-id-prom 
test-sac-serial-data-path 

--JT AG IOCLK Commands--

samplc-ioclk-csr 
tcst-ioclk -analog -cnv-control 
tcst- ioclk-cn-switch 
tcst-ioclk -id-prom 
write-ioclk-pod-status 

--JT AG IODR Commands--

tcst-iodr-id-prom 

--]TAG IOCHNL Commands--

tcst-iochnl-cmio-cntrl-out 
tcst-iochnl-pbus-buffcr 
tcst-iochnl-xbus-buffer 
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test-filler-id-prom 

sampJc-sasys-pod-status 
test -sasys-analog-env-data 
tesl-sasys-digilal-env -dam 
test-sasys-drive-sync-data 
test -sasys-pod-smtus 

test-sadr-dr-chip 

test-sac-mc-chip 

sample-ioel k-pod-status 
test-ioclk-analog-env-data 
test-ioclk-CSI 
test-ioclk-pod-status 

test-iodr-dr-chip 

test -iochnl-cmio-cntrl-in 
test -iochnl-rcsponsc-data 
test -iochnl-xbus-datu-in 
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seicct-iobuf 
test- iObuf-pbus-buffer 
test-iobuf-xbus-data-in 

selcct-iocntrl 
test-iocntrl-ni -chip 

resct-clkbuf 
selccl-clkbuf 
test-clkbuf-csr 
lest -clkbuf-pod-status 

select-dr5 
lesl-dr5-serial-data-path 

select-dr 
test-dr-id-prom 
test-afd-bsr 

select-cn 
tcst-cn-chip 
tcst-en-switch 

select-all-pcmcms 
test-pcmcm-id-prom 

selcct-all-pes 
test-pc-dr-chip 
tcst-pc-serial-data-path 
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--JTAG IOBUF Commands--

test-iobuf-id-prom 
ICst-iobuf-serial-data-path 
tcst-iobuf-xbus-data-out 

--JT AG IOCNlRL Commands--

test- iocntrl-id-prom 
tcst- iocntrl-serial-data -path 

--JTAG CLKBUF Commands--

samplc-clkbuf-csr 
ICSl-clkbuf-analog-env-control 
test-clkbuf-digital-cnv -data 
tCSt -clkbuf-serial-data-path 

--]TAG DR5 Commands--

IC5t-dr5-dr-chip 

·-JTAG DR Commands--

selccl-all-drs 
test -dr -serial-data-path 

--JTAG CN Commands--

sclcct-all-cns 
tcst-cn-id-prom 

--JT AG PEMEM Commands--

sclccl-pcmem 
lCSl-pcmcm -mC-Chip 

--JT AG PE Commands--

selcct-pc 
lCSt-pe-id-prom 
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test-iobuf-ni -chip 
test-iobuf-xbus-buffer 

test-iocntrl-mc-Chip 

sampb-clkbuf-pod-status 
test-clkbuf-analog-cnv-dnta 
test -clkbuf -id-prom 
write-:lkbuf-pod-status 

test-dr5-id-prom 

tesl-dr-dr-chip 
teSI-dr-dr-bsr 

test-cn-cn-bsr 
test -cn-serial-data-path 

ICSt-~-pcmem-bsr 

tcst-pcmem -serial-data -path 

ICst-p:-cn-chip 
test-p:-ni-chip 
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reset-net-clock -switch 
sample-c1kdn-pll-control 
reset-all-c1kdns 
test-cJkdn-analog-env-control 
test -clkdn-digi tal-env-data 
test-dkdn-pod-statuS 

select-spi 
tcst-spi-id-prom 

select-sni 
tcst-sni-ni-chip 

conncct-svme 
read-word 
test-svme-ni-chip 
tcst-svrne-serial-data-path 
wr -rd-ver -dn-channel-reg 

verbose 
disable-pm-board 
map-in-pe 
map-out-pc-board 
read-ni-register 
request-combine-dump 
reset-system 

router-init 
dump-chunk-table 
send-left -router-message 

initial ize-pc-memory 
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--ITAG CLKDN Commands--

resct-clkdn 
sample-c1kdn-pod-status 
set-clkdn-pll 
test-clkdn-analog-cnv-data 
ICSt-clkdn-id-prom 
1.CS1-clkdn -serial-data-path 

--JTAG SP! Commands--

Icst-spi-cn-chip 
lest-spi-serial-data-path 

--JT AG SNI Commands--

teit-sni-id-prom 
test-sn i -sc ria I-data -path 

--JTAG SVME Commands--

read-byte 
sclect-svme 
test -svme-ni-Iatch-sample 
write· long 

-·PM Diag Util ities·· 

safety 
ctlllble-pc 
map-out-pe 
rnap-in-pe-backplane 
write-ni-register 
rcqucst.left-router.dump 
rCSCI-svme 

--PM Diag Router Utilit ies--

set-self-address 
rcad·memory-using.ldr 
send-right-router -message 

--PM Diag Tests--

c!car-pc-memory 

Last change: 13 January 1992 
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sample-clkcln-csr 
selcct-clkcln 
set-net-c1ock-switch 
test-clkdn-csr 
test-clkdn-pll-control 
write-clkdn-pod-status 

test-spi-dr-chip 

test-soi-lcd-rcg 

read· long 
tesl-svme-id-prom 
test·svmc-ni-latch-drive 
write-word 

enable-pm-board 
disab!c-pe 
map-in-pc-board 
map-out-pe-backplane 
request-backdoor -dump 
request-right-router -dump 
qui t 

check -self-address 
read-mcmory-using-rdr 

load-secondary-boot 
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test-pe-memory 
load-iopbuf-tests 
laad-iopsys-tests 
execute-single-pe-tests 
exccute-all-iopbuf-tests 
exccute-al1-iopd II-tests 
load-file 

test -jtag -backdoor-connection 
test-jtag-backdoor-command-channel 
test-mc-reduce 

reduce-memory 
write-memory 
reduce-me-register 
write-me-register 
read-mc-prom 
dump-pc-prom 
rcad-cmu-register 
reduce-io 
write-io 
set 
write-double 
select -buffer-board 
set-station-id 
loop-read 
loop-write-read 
read-pes-backdoor 
extracl-message-buffer-nit 
call-single-pc-f unction 
call-diag-funclion 

broadcast -uscr -data 
monitor -soc-recci lie 
pe-read-memory 
pc-wri te-ni -register 
send-data-to-other -node 
show-all-accessible-reg-names 
show-chunk-table-data 
tell-pc-to-combine 
tell-pc-to-drain-dr 
tell-pc-to-read-broadcast 
tell-pc-to-send-dr 
vfr-sclup-addrcss-tables 

load-pc-tests 
load-iopc:hnl-tests 
lood-iopdll-tests 
execute-pc-tests 
execute-all-iopchnl-teslS 
execute-all-ioppe-teslS 
load-iope-file 

--PM Diag Config Tests--

!eSt-jtag -backdoor -interrupt-clear 
!eSt-me-register -read 
test-cmu-boot-mode 

--PM Ding Debug Commands--

sct-memory 
dump-memory 
sct-mc-register 
dlnlp-mc-register 
dOOlp-mc-prom 
reduce-cmu-rcgister 
write-cmu-register 
set-io 
dump-io 
write 
read-double 
se!ect-channel-board 
se~cct-iop-vc r -data 
loop-write-double 
loop-write-read-double 
extracl-message-buffer 
dump-cmu-reset-statc 
lookup-pc-symbol 
lookup-diag-symbol 

--Verifier Support Functions--

broadcast-supervisor -data 
monitor -de-receive 
pc-rcad-ni-registcr 
pc-write-ni -register-fast 
set-user-symboIS 
show-all-user-symbols 
show-scalar-ni -register 
tell-pe-to-dr-loop-drain 
tcll-pc-to-fill-dr 
tcll-pe-to-read-com bine 
vfr -diagnose-dr-pc-to-pe 
vme-hardware-debuggcr 
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Ioad-iOp-tests 
lond-iopcntrl-tests 
load-lappe-tests 
execu~-all-iopcntrl-tests 

exeeutc-all-iopsys-tests 
executc-all-pe-teslS 

test-jtag-baekdoor -request <I 
test -broadcast-interrupt -recei 
teSt-cmu-run-mode 

read-memory 
load-memory 
read-me-register 
reduce-me-prom 
diff-pe-prom 
set-cmu-register 
dump-cmu-regisler 
read-io red,,,, 
read 
dum p 
set-start-block 
loop-write 
loop-read-double 
write-pcs-backdoor 
extract-message-buffer -ldr 
cmp-use-control-net 
load-r.c-cmp-map 
load-symbol-table 

monilor -be-receive 
pc-extroct -message 
pc-wrIte-memory 
query-all-pc-error -status 
setup-pc-address 
show-pc-memory 
tell-pc-to-broadcast 
lell-pc-to-dr -loop-send 
tell-pc-Io-ehcck -flow 
tcll-pc-to-read-dr 
vfr-make-pc-scnd-dr 
write-scalar -ni -register 

12 



cmdiag(8) MAJ!..'TENANCE COMMANDS 

just -load-no-resct 
reload-ndiag-pcmon 
run-aU-'If r-tests 

run-aU-broadcast·tests 
test -broadcast-scalar -send-enable 
test-broadcast.pn ·supervisor 

run-3ll-global-tcslS 
test -en-async.global.uscr 

test -eombine-im-on-rec-ok 
lesl·combine-pn-rnultiple-stacked-scan 
test -eombine-pn-scgmentcd-scan 

run-all-dr-teslS 
test -dr -afd-rouler -empty-scalar 
tesl·dr -int·rec·ok·sealar 
test-dr-length-pn-scnd 
test -dr -pn-IO-scalar 
lest-dr -Iag-scaltlr·scnd 

test -partition-broodcast -dynamic 
test-partilion-eombine-scalar-slatic 
tes t -partition-dr-pe-afd 
test-partition-global-scalar -Sialic 

ni-aecess-test-interrupt-reg 
ni-access-test ·reg-after -reset 
ni·access-test -writable-fields 
nj-broadcast -test-single-word 

--Verifier Init Function--

load-chunk-table-data 
rcscl-and-Ioad-for -test-group 

--Verifier Broadcast Tests--

tesl-broadcasl-intcrrupt-pn-scnd 
tcst·broadcasl-scaltlr-supervisor 
test-broadcast-pn-use 

·-Verifier Global Tests--

vfr -0 iagnosc-async-globa I 
test -cn-sync-global 

--Verifier Combiner Tests--

vfr -diagnosc-combine-rcduce-to-scalar 
teSt -combinc-pn-data· js-one 
teSt-combine-flush 
tcst-combine-reducc-to-scalar 

--Verifier Data Router Tests--

tcst-dr-afd-router -full 
lCSt-dr -flow-control-pn-to-pn 
test-dr-int -rcc-ok -pn 
test -df -pn-dynamic-send 
ICSHlr-rcc-stop 

--Verifier Partitioning Tests--

test-partition-broadcasl-pe-static 
tcst-partition-combine-pc-static 
test-partition-global-dynam ic 

--Verifier SVME Board Tests--

ni-access-test -readable· writable-reg 
ni-access-test -all 
ni-broadcast -fu ll-ltst 
oj-broadcast -test -wrile-rfifo 
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load-nrliag-pemon 
restart-ndiag -pemon 

tcst-broadcast-interrupt -scalI 
test -broadcast-scalar-user 

vfr-diagnosc-sync-global 
tcst-cn-sync-global-roll-cal l 

vfr -diJgnosc-combinc 
test -eom bine-pn-data-is-zero 
test-com bine-pn-overflow-d( 
tesl-eom bi ne-pn-mulliword.( 

test-dr-afd-router-emply-pn 

test -dr-Iength-scalar-send 
test -dr -pn-slalic-send 
tcst-dt·sca!ar-Io-pc 

test-partition-broadcast -sea Is 
test -partition.dr-scalar-afd 
tesl-partition-global-pc-Stali{ 

ni-access-test-rec-fif 0 
ni-acccss-lest -send-fifo 
ni-broadcast-test -rcc-abstai n 
ni-combme-tcst -legal -pallen 
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ni-combine-tcst-illegal-pallems 
set-vme-int-enable _bit 
test -all-nj -registers 
tcst-data-reg -access 
tcst-int-force-on-off 
test-ni-wordO-latch-access 
lest-register 

sa-auto-rcsct-partition 
sa-force-sync-global-completc 
sa-teSt-open 
sa-test-isolate-dr 
sa-test-disconnect-cn 

E;'Io' VIKUNME:\"T VARIABLES 

reset -vme-int -enable_bit 
show-reg -test-result 
leSl-all-vme-interface-registers 
ICSl-dn-parent-reg -access 
test-ni-presence 
test-ni -word I -latch -access 

--SA Library Interface Tests--

sa-disable-control-net 
sa-set -all-com-flush -send 
sa- test-close 
sa- test-connect-dr 
sa' lcs t-gct-com ponents 

cmdiag (8) 

set-lest-auribute 
test-all- registers 
test-CQIIIIIl<!l ld-n::g-uccess 
test -dn-child-reg -access 
test -ni-rcset-condition 
tesl-reset-reg 

sa-disable·control-net 
sa-set ·al l-com-control 
sa-tes,-reset-partition 
sa-tes:-connccl-cn 

Set the environment variables below for the current system configuration. In most cases tf:e default 
values will be correct. 

SVMEOEV numb~r 
This variable \el1s the device dri\'er which SVME to talk to. A DIP switch setling on the SVME 
board determines the value of number, which can be 0, 1,2, or 3. For example, if the DIP is set to 
00001000 (where I is up) then the board is SVMEO. The default is O. 

CMOJAG_PATH palhlUlmt! 
This variable tells emdiag where to find various descriptors and the files it uses. The default is J. 

PM_ OBJECT_PATII pathlUlmt 
This variable tells emdiag where to look for the files that will be downloaded into each processing 
node. The default is J objeetl. 

SVl\1E RESET 
This variable defines whether the SVME board is reset upon execution of emdiag. The default is no 
reset. 

JTAG SERVER hosllIame 
ThiS variable tells emdiag where the jtagserver is running •• usually on the system console/master 
diagnostic processor. SClling this variable is not required if you arc running emdaig from the master 
diagnostic processor_ 

JT AG _ RESET_FI LE filenam~ 
filtname specifics the reset script used to do a reset. Thefilename that is in effect at system installa· 
tion should nol be changed. 

RESTRlCfJOl'OS 
emdiag and the timesharing daemon cannot run on the same partition. 
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NAME 
lus r/etdcmparlition -- partition Connection Machine (CM-S, CM·S-LD) hardware resources 

SY~·OPSIS 

cmpartition list 

cmpartition create 

cmpartition start 

cmpartition stOp 

cmpartition delete 

DESCRII'TION 

(-1) 

[-pm hos/name] [-name pnrtilion_ name] 
(-size n ! -pn _range range [-pn _range range]) 
[-description pnrlilion _description] 
[-iop integer_address] 

(-pm hOS/flame] [-name parlilwn_ Mme] 
[on integer] [-reva] 
-cmd command Jl(1me command _ argl .. coI1U11ilnd _ argn 

(-pm hos/name] [-namepartilion_MmL) 

[-pm hos/flame] [-nameparti/iOfl_MmL) 

em partition is the principal system adminiStnlt ion interface for confi guring the CM·S and CM-S-LD 
processor and network hardware into usable resources known as partitions. 

Partitions are mutually disjOint subsets of the Connection Machine hardware that execulC 
independent copies of CMOST, the Connection Machine operating system. CMOST in tum 
schedules and manages all uscr processes within the partition. 

A partition is minimally defined by a single control processor designated as the Partition 
Manager (PM) and a set of parallel processing nodes (PN's), plus the nodes of the control net­
work (CN) that link all of the processors into a common communications domain. Once this 
sct of connections is created among !he specified processors, it persists unti l it is explicitly 
deleted or the hardware is reset. Typicall y, partitions are tom down and recreated on the order 
of a few times a day. 

In order for the PM to make use of the processor nodes assigned to its partition, it must notify 
its copy of the CMOST kernel of their number and locations. It must then download the kernel 
image to be run on the parallel processors in the partition. Lastly, it must start up the 
timesharing access mode for user programs on the PM. [Note: Currently the starting and stop­
ping of a particular partition requires direct access to the CMOST kernel on the partition 
manager; thus these operations must be perfonned on the partition manager itself using the rsh 
command from the system console.] 

cmparl ilion is comprised of a set of five commands that control the various aspects of partition 
management. Only one of the commands -- cmpartit ion list -- can be executed without root priveleges. 
The cmparl it ion commands arc: 

cmparlit ion list 
This command prints out on the standard output a short description of the Connection Machine 
hardware, followed by a short list of all currently configured partitions and their attributes. This 
is the default subcommand; that is, cmpartition is equivalent to cmpartition list . 

-1 
Prints an expanded list of partition attributes. 

cmpa rWion creale 
This command allocates and reserves Connection M:lchine resources for the new partition by edit­
ing the file letc/cm/configurat ionlp:lrtitions.current. To bring up a panition, it must be both 
created and started. The cmparti lion create command must be called from the system console. 

eM Sys.'\dm Commands 

-pm hos/name 
Thc hOSlnamc of the unique control processor associated with tile partition. This con­
trol processor will be tilC plftition m:lOager for this partition. If this swi:ch is not 
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included on the command linc, by de~ault the partition's PM is the control processor 
on which cmpar tit ion create is executed.' 

-name partilion_name 
A unique name for the partitim. There is no default value . 

. description partilion description 
A string that tells users about the partition. The description is included in the output 
of cmpar tit ion list ·1. 

-size n 
The number of PN's to be configured in the new partition. The value n must be less 
!han or equal to the total number of available PNs. Currently this switch assigns a 
range that begins at PN address O. This switch cannOt be specified on the same com­
mand line as the ·pn Jange switch. 

·pn r ange range 
A range of PN addresses of the form .x-y, specifying the first and last address in this 
range. The pn rangeR range switch can be specified more than once, although 
ranges cannot o;erlap. Use pn _range to configure partitions more precisely than the 
·size switch allows. This switch cannot be specified on the same command line as 
the -size switch . 

. iop integu adduss 
Supported for the CMoS only. this switch specifies an 110 processor to be associated 
with the partition being created. This argument is needed to suppon emdiag t::Sts that 
involve ItO. integer _address is the I/O processor's network address. 

em partit ion start 
This command initializes the partition configured for the speCified partition manager and starts up 
the timesharing aecess mode on that partition manager. After the emparti l ion start command is 
executed, users can run programs on that partition. em partition star t must be called from the PM 
of the partition you wish 10 start (usually via rsh from the system console). 

CM SysAdm Commands 

-pm hoslna~ 
The hostname of the unique partition manager of the partition to be started. If neither 
this switch nor ·name is included on the command line, the partition started is the 
one managed by the PM on which cmpartition start is executed. 

-name partition_name 
The p.1rUlion· ... unique name, liven by empartition creale. There is no default value. 

·n inl 
The number or times the timesharing daemon (ts.daemon) should automatically be 
restarted upon failure. Dcfauil is 10. 

· reva 
Notifies the operating system that some or all of the processing nodes' Nt chips arc 
revision A chips, which require special handling. The ·re\'a switch is requi red if there 
are any revision A chips in the system; ir there are no revision A chips (the usual 
case). do not specify -reva. 

To determine the revision statUS of your CM·S system's NI chips, examine the output 
of the command dcmni (executed on a CP): chips marked Phoenix arc revision A, 
while chips marked Phoenix B are revision 8. 

-cmd comlTUllld _name COmmilnd _ arg} ... COmmilnd _ argn 
A command followed by its arguments. No otller switches can fo llow the ,cm d 
switch since they would be interpreted as one of the command's argumcnts. 
Currently there is no rnx:d 10 specify any command but IS-daemon, whieh 5WIS the 
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timesharing daemon running on the partition. 

cmpart it ion stop 
This command tenninates the timesharing access mode on the partition manager from which this 
command is executed. cmpartition slop must be called from the PM of the partition ),011 wish to 
Stop (usually via rsh from the system console). After lIle cmparlit ion slop command is executed, 
users can no longer run programs on that partition. Unless the partition has also been deleted 
from lIle partitions.cu rrent file, it can be restarted simply by executing the cmparlit ion start 
command (that is, the cnlpartition create command is not necessary). 

-pm hoslname 
The hostname of the unique partition manager of the partition to be stopped. If nei­
lIler this switch nor -name is included on the command line, the partition s:opped is 
the one managed by lIle PM on which cmpartilion stop is executed. 

-name partition _ namL 
The partition 'S unique name, as given by cmpartition c reate. There is nl) default 
value. 

cmpartilion delete 
This command deallocates the resources of the partition and removes its definition from the file 
le tdcmfcontigurationlpartitions.currenl. The cmpartilion delete command must ~ t:allw froUl 
the system console. 

-pm hostname 
The hostname of the unique partition manager associated with the partition that ),ou 
wish to delete.lf neither this switch nor -name is included on the command line. the 
partition deleted is the one managed by die PM on which cmparlition delete is exe­
cuted. 

-name partition_name 
The partition's unique name, as given by cmpartition c reate. There is no default 
value. 

CONFIGURATIO;\' GUIDELINES 
Partitions must be configured carefully so as not 10 strand PNs or cause unnecessary competition on 
shared resources such as the data network. This section contains a brief discussion of the rules govern­
ing the size and distribution of partitions under Version 7.1 of CMOST. As the operating system 
malUrel:. the.~ rules are expected to become considerably more liberal. The PUll>Ose of the current res­
trictions is 10 ensure maximum protection for uscr applications, as they run in one partition, from being 
corrupted by processes running in other partitions. 

Following the rules listed below will ensure reliable partition isolation. It is sometimes possible to 
create viable partitions that deviate from these rules, but we do nOt recommend doing so. (Note dial 
cmpartition create will try to accomodate any creation request; it is up to the user to be knowledge­
able of the configuration jf the rules are not followed.) 

I. The number of PNs in a partition mUSt be a power of 2. This rule is furthcr defined accordir.g to 
Conncction Machine model: 

CMoS: A partition must contain at least 32 PNs. (The only exception to this rule is a CMoS that has 
a total of 16 PNs; all 16 PNs must be configured as one partition.) 

CM-S·LD: A partition must contain either 16 or 32 PNs; that is, the CM-S·LD can support one 
partition of 32 PNs or two partitions of 16 PNs cacho 

2. The PNs within a partition must be contiguous in the address space, except when there is olily 
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one partit ion. 

3. The first PN of a contiguous set must start on an address where: 
address MOD partilion Jiu .. 0 

4. There mUSt be a partition manager for each partition. Each PM can manage only one partition. 

5. (CM-5 only) The maximum number of partitions tha t a CM·5 can accommodate 
is a function of the total number of PNs in the Connection Machine: 

CM-5 SIZE 
(IN # PNs) 

16 
32,64 
128, 256 
512, IK 
2K,4 K 
8K 

MAXIMUM r-.'1JMBER 
OF PARTITIONS 

1 
2 
4 
8 
16 
32 

For example, these are some possible partitionings of a CM·5 with 256 PNs and 4 PMs: 
I partition of 256 PNs. 
2 partitions, each of 128 PNs. 
3 partitions, two of 64 PNs and one of 128 PNs. 
4 partitions, two of 32 PNs, one of 64 PNs, and one of 128 PNs. 
4 partitions, each of 64 PNs. 

The above partitionings use all the system's PNs; of course, you can 
set up a partition configurution that docs not include all available PNs. 

EXAMPLES 
% cmpartition lis t -I 
eM System ~Sand~ 

256 Processors [ 8 Mbytes memory, SPARC IU, SPARC FPU 1 
2 Partition _Managers 

beethoven.mink.com 
haydn.think.com 

Available PN Ranges: 
All PNs in use 

Name Partition_Manager 
bcethoven.think.eom 
hardn.think.com 

Size Slate 
128 ALLOCATED 
128 ALLOCATED 

% cmpa rt it ion delete · pm beethoven.think.com 
% cmpartHion delete ·pm hayd n.thi nk.eom 

Node, 
0·127 
128-255 

% em partit ion create -pm becthovcn.think.com -pnJange 0-63 
% cmpart it ion sta rt -pm beethoven.think.eom -cmd Is·daemon 
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Description 
beethoven.think.com 
haydn.think.com 
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FILES 

% cmpartit ion stop -pm beetho\'en.think.com 

/etc/cm/hardware.install 

/etc/cm/partit ions.current 

A description of the Connection Machine hardware as installed. 

A description of a ll currently configured panitions. 

SEE ALSO 

DUGS 

ts-daemon(B), hardware.ins tall(S), cmbes(S) 

It is recommended that all cmpartition commands be initiated from the system console. Use tlte remOle 
shell (rsh) command 10 run cmpartition start and cmpartition stop on the PM that manage the per­
tinent partition. This is presently necessary to preserve resource allocation consistency. 
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KA;o.IE 
dvcoldboot . Po ..... crs up, spares, and hC<ils the DataVaull; initial izes DataVault configur:nion \·ariables. 

S\,l"TAX 
dllcoldboo! [ +sD,S l ·sD,S l-pP'! I +a? 

I-a? l ·b?.N I·n I· i I +C ~C I-help) 

AR GID1E;\'TS 
+sD,S 

·sD,S 

Replace (faulty) drille D with spare S. D must be less than 39, and S mUSt be 0, I, or 2. 

Replace spare S with (repaired) crille D. D must be less than 39, and S must be 0, I, or 
2. 

.pP.l 

·cC 

. help 

Set S13tion ID on pon P of the Da13VauIt to the value of l. P must be 0 or I , and 1 must 
be less than 16. 

Set pon P to be the arbiter on the bus. P must be 0 or 1. 

Set pon P to not be the arbiter on me bus. P must be 0 or I. 

Set bus ID for !'On P to the value of N. P must be 0 or 1, and N must be less than 256. 

Use no spares. 

Initialize the configuration file and spare settings. 

Aller power·up only, turns on eommand-channel mode and selects pon C to be a com· 
mand channel. C must be 0 or L This flag is valid on CM·S systems only. 

Turns orr command-channel mode on pon C. This flug is valid for CM·5 systems only. 

Print on the screen infonnation aOOut dvcoldboot . 

WHERE EXECUTED 
DataVault file sen'er computer. 

DESCRIPTION 

TMC 

The command dvcoldboot is used when powering up the DU13Vauit, when sparing and healing !he Data­
Vault, or when setting a bus !D, station lD, or bus arbiter. If no argument is s~cified, dllcoldb oot ini­
tializes the configuration variables, using the values stored in me DataVault's configuralion file, 
fusr/local/etc/diag/dv _ coldbooLeonfig. Whenever dvcoldboot executes, it automatically stores any new 
configuration scuings in this file. 

Powering Up the DataVault 

dvcoldboot must be executed when the DataVault is initially powered up or restarted and after Data­
Vault diagnostics are executed. If the DataVault computer crashes, dvcoldboot automatically executeS 
when the file server is rebooted. 

dvcoldboot downloads the DataVault's microcode and allocates the disk drives according to the 
configuration file; it also sets the bus ID, station 10, and arbitration status for both DataVault ports 
according to the configuration file. 

Configuring the DataVault 

When dvcoldboot is executed with configuration arguments ('p, +a, -a, -b), the utility updates the 
DataVault's confl(lura!ion file, /usr/local/etC/diagldv _ coldboot.config, which resides on the MicroVax. 

If the configuration file is missing (for example, because it has been accidentally dele ted), dvcoldboot 
issues a warning. Execute dvcoldboot with the -i option \0 recreate the fields in me file; then execute 
dvcoldboot with configuration arguments to update the configuration settings. 

Last change: eM Sys Adm 



hippidiag (CMSA) · TMC hippidia,li (CMSA) 

Ignore-errors (i) 

prevents any errors from beini: reported. 

Loop·forever (0 

causes a test to loop forever throu,lih all subtcsts (tests that it calls) when it encounters an 
error. This environment variable is often useful in the field and is ordinarily enabled during 
troubleshooting diagnostics. Ctrl·C aborts this option. 

Display-error·counl (dll) 

allows you 10 control how many errors the diagnostic program will display or log ior each 
test. The default error counl to be idsplayed is 16. You can change \his variable by emering a 
dc.cimal value as an integer argument. 

Log-crrors (I) (dcCault option) 

causes the error handler 10 write all error messa,lies to a log file ramer tan display them. In the 
current implementation, th is file is named diag-error. lo,li and is l~ted in !usrllocaVetcldio£. 

Display-trace (t) 

allows you \0 display or inhibit messages that are built into tests with the TRACE ( msg~» 

macro. It is intended for use in a manufacturing environment and is ordinarily disabled in the 
field. 

Executed with the·m or -f argumcnts, hippidia;; runs the requested predefmed diagnostic teSt suite. To 
run a subset of the tests, specify the ·s option with one 0: more groupnames. The groupnames are listed 
below. 

Executed without the -m, -f, or -g options, hippidiag immediately provides a command·line interpreter, 
represented by the prompt <hippi-DIAG>, which supports the four sub-diagnostic packages as well as 
the individual tests that comprise the predefined diagnostic programs. To run a sub-diagnostic from the 
<hippi-D1AG> prompt.. simply type the name of the sub-diagnostic and press the Return key. The sub­
diagnostic prompt will then appear. For example. 

<hippi.DIAG> srcdiag 
<SRC-DIAG> 

If you append -C to the command line above, the sub.diagnostic prompt will appear followed by a lis! 
of the teSts thai you can run at the sub·diagnosticprompl 

Generally, it is best to run all test groups within a sub·diagnostic, check the results, and then rerun any 
failed tests individually. Before rerunning the failed lests, either exit and re-enter the sub-diagnostic, or 
reset the 29K board by typing 

<SRC-DIAG> reset29k 

Any error messages generated by the tests are sent to standard error and standard output. The error meso 
sages are also logged in !usr!local/etc/diagldiag-error-log on the CM·I-UPPI. 

The srcdiag Sub-Diagnostic 
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srcdiag is a SlaJldalone diagnostic package for the CM-l-ilPPl's source board_ It consists of three groups 
of tests: 

The all-ktest group, listed below, conmins 29 tests (ktestOkles12l:1)_ These tests diagnose and 
verify !he functionality of the source board's 29K.side registers. See the Restrictions section of 
this man page. 

kt.cstO-vme-command -reg-read kt.cstl-vme-com mand-rcg-write 
ktest2-check -reset-reg ktest3-:lccess-err-force-parit y 
ktest4 -check -lFIFO-status ktcst5-EPROM-c hcckswn 
ktesl6-IRAM -:lddress-lines ktcst7 -rnAM-memory -check 
ktest8-DRA]l.1-address-lines ktest9· DRAM-memory-check 
ktest lO-DRAM-byte-access ktestll-SM-FIFO-echo 
ktest12· VME-side-IFIFO-status klesl! 3-HPPI-side-IFIFO-statuS 
ktest14-ofifo-status ktest 15-LED-marching -p:lltem 
ktest 16-RS232-con fig -DIP-swi tch klesl17 -V ME-!NT -parity-error 
ktesl18-VME- [NT-bus-error ktcst 19-V ME-INT -Sh11 -FIFO-empty 
ktes120- V ME· INT -S MO-FIFO-re:ld y kt.cst2 1· VME-INT- HPPI-request 
ktes122-sof t ware-trap· registcr ktes123-J-il>PI-INT -S MDlF . ready 
ktest24-HPPI-INT·SM-IACK ktest25-HPPl.INT-SMDOF-empty 
ktest26-HPPI -INT -SMDIF-p.:lrity kteSt27 -HPPI-fifo-reset· bits 
ktest28-read-dip-switch 

The all-stcst group contains 17 tests (~lcstOstest!6). These tests verify and diagnose the func­
tionality of the source board's Vl-.1Eside (Sun-side) registers. 

stestO-hppi-reset stest I-hppi-data-firo-in·status 
slcst2-hppi-data-fifo-out 'StatuS stesG-hppi-data-fifo-read-write 
Stest4 -event-fifo-write-s!atuS stes!5·evcnt-fifo-read-status 
stest6-event· fi fo-read -.... 'lite slcs!7 -send-packet. in-standalone 
stest8-force-parity-error ·send-burst stest9-read-wrile-iop·wget-ram 
stcst l O-total-counter -read·write stestll-iop-counter-read-write 
Stcst 12·r orce-SMD IF-parity-error steStl3· force-DRAM-ODD-parit y·error 
Stcst 14· force- DRAM-EVEN-parity-error Slcst lS-force-IRAM-ODD-parity·error 
Slest I 6-force·IRAM -EVEN-parity-error stestl 7 -reset-hppis· from-vme-side 

The src·board-tesl consists of all the leits in the all-k"1eSI group and all the tests in the all-stest 
group. 

You can run these lest groups either via hippidiag -g, or by typing run-groups tesl-group-name at the 
<SRC-DlAG> prompt. For example, 

<SRC-DIAG> run·groups all-ktts! 

The tests that make up the test groups can also be run individually at the <SRC·DIAG> prompt. Com­
pletion~ mode is available: type the firsl letter of the lest and press the Esc key 10 Slep through all tests 
beginning with that leiter. If you want 10 run thc tesl, press the Return key; otherwise, press the Esc key 
10 continiJe stepping through tests. 

Check !.he test results of teSts run individually by Iyping score, a space, and the name of the lest (com­
pletion" mode is available). For example, 

<SRC·DIAG> score StCsG·hippi-data.Jifo·read·wnte 
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~AME 

hippi_loop5 Exercises the CM-HlPPI system. 

S>'max hippi-loop ! -rwDUvghR I-iifield l-pp:lllcm I -ssize l-nNreps 1 

-r Only test reading from the HIPPI ch.:mnel to the CM. 

-w Only test writing from the CM to the HIPPI channel. 

-D Drop the connection betwecn tCStS. 

-U Use the existing connection if possiblc. 

-\' Be verbose when displaying information abo!.!t connection setup and termination. 

-g Display the StatuS of the CM-HIPPI SOUTce andlor destination board. 

-h Use the HlPPI ports rather than the loopback ports. 

-R Test a connection to a remote system; a matching process is running at the remote end of the HIPPI 
channel. 

-iifield Usc ifield as the I-field when establishing the loopback connection. 

-ppattern Usc pattern to create the data being :ransferred. pattern may be data-equal-address . random, 
or a hexadecimal number (for example, 0;1;0) fo: a constant pattern. 

·ssize Transfer size bytes of data. For size, you may specify 16k, 32k, 64k, 256k ,1m, 2m, or 4m. 
(You may usc uppercase or lowercase letters fo: k and m.) 

.nNreps Repeat each pattern Nreps times. 

Description 

The hippUoop system exerciser runs code with CIvlFS library calls to verify that data transfers between 
the CM and the CM-HIPP! occur successfully. Test data completes a circuit by looping from the desti· 
nation board to the source board on the CM-HlPPL 

If you do nOt supply the -h option, hippi-loop attempts to use the loopback ports on the source and des­
tination boards; be sure these pons are connected with the loopback cable supplied with the syStem. If 
you wan! hippi-loop to use the HlPPI ports rather than the loopback ports, attach a cable (at most 25 
meters long) to the IN and OUT ports on the CM·HIPP] bulkhead and issue hipp i-loop with the -h 
option. 

U you do not supply a pattern, hippi-loop uses 3 default set of patterns and tests each pattern once. 
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If you do not supply the ·r or ·w option. hippi-I oop \.ests both reading from the CM-I-ITPPI and writing 
to the CM-HIPP!. 

:be hippi-loop command does not provide diagnostic information; it simply reportS whether or nOt the 
data U'ansfcr testS were successful. True diagnostic tests must be run 10 isolate failed components. 

SEE ALSO 
dvtestS 

hippidiag 
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/usr/elC/io _ cold _boot - BoOl the IOBAs in a system 

SY;\OPSIS 
io_cold_bool 1 ·n Download executable file 11 ·0 logical CMnnel jndex 11 ·i IOBA Nl address) [ ·1 
10 configuro/ion file] 
[.K Kernel eXI!CII/able filt] [ ·L Log file] [·m memory size 1 { ·T timeout jn seconds] 
[ ·x MMU control register lIolue 1 

DESCRIPTIO;"; 
io cold bOOI downloads and boots the IOPN kernel in the IOBA subs)'stem. The IOPN is th~ PN that 
resides On the IOBA's controller board. io culd boot must be run from the PM of an active partition; 
before running io_cold_boot. you must: 

1. Set the environment variables CMDIAG_PATH and JTAG_SERVER. (If these ~ nOt SCt, 
io _cold _ bool prints an error message and exits.) 

2. Execute cmreset on the System AdminiSlralion Console. 

3. Execute cmrese! ·s on the PM that will m3.nage the panition created and sumed in Step 4. 
(Even if this PM is the same canlrol processor as the System Adminislration Console. cmreset 
·s must Ue executed subsequent 10 executing ClIIl'eset with no switches.) 4 . ExccuIC cillparti· 
tion create and cmparlition start. (This obviates use of the ·S flag, fonnerly used LO specify 
the physical !'.'l address of the CP. U the ·5 fiag is specified, it is now ignored.) You need nOt 
stan the ts·daem on when executing emparl ilion start. but )'OU can •• io_cold_bool can run 
regardless of whether the timesharing daemon is running. 

10 cold boot takes several switches. In a standard configuralion, no switches are required. However, 
lh¢ en,:-ironment variables CMDIAG_PATH and JTAG_5ERVER must be set. If they are nOl, 
io_cold_boot will print an error message and exiL 

ARGUME:'\iS 
-B 

-D 

-I 

-I 

-K 

-I 

-L 

-m 

-T 

-, 

Sun Release 4.1 

specifies the executable to download the 10 kernel (defauh II lusr/eld io doy:nload). 

specifies the logical index of an 10BA channel that should be marked as offline or 
"down". 

specifies that only one IOBA (at the given N1 address) is to be booted. The default is 
thai all IOBA.!: listed in io.conr are booted.. 

specifies the 10 configuration file (default: leld io.conf). 

specifies the rOPN kernel eICecutable file (defau lt'" /usr/etc/io_ker neLhw ). 

sets the log level. This is a bit mask which specifies which modules should send 
messages to the log file. By default, only messages from error handlers are logged. 
To tum on more verbose logging, set this value to Ox}08. 

sets the log file (default = Idel'/tty ). 

sets the memory size of the 10PN in megabytes (default: 8). 

sets the timeout to download one 10BA in seconds. This operalion usually takes 45 
seconds. The default timeout is set to 180 seconds. 

sets the value downloaded 10 the MMU control register on !he IOPN. The default 
enables the cache in ","Iite·thru mode. To wsable the cache, set this value 10 Oxl; 10 

enable the cache in copy·back mode, sel this value to Ox501. 
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SEE ALSO 
ts·daemon(8), cmpart ition(8) 
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viodiag - Executes diagnostic teSts for a CMIOP or Vl\iEJO host computer. 

S\";'.iAX 
viodiag [-m~ It.ggroupname!-i:.c~Eflbldt4-EfiblMsfilcname 1 

ARGDIE;\"TS 
-m 

-f 

-g 

Exccu~ manufaclUring diagnostic tCSts for the eMl OP or Vf..1EIO host computer. 

Execute field servicc diagnostic tests for the C M] OP or "MElD host computer. 

Execute tests for groupname only, 

-, Include interactive tests. 

-c 
-E 

Enable command completion. +E Set diagnostic environment (activate options). 

Set diagnos tic environmcnt (deactivate options). 
f = loop foccver 
i = ignore errors 
b ::: break on error (default) 
J = log errors (default) 
d# = display error count (default"" 16) 
t ::: display trace messa:es 

-s Execute a viodiag shcll file given by filename. 

WHER E EXECliTED 
CMIOP 
Vr-.1EIO host computer 

DESCRIPTJOX 
viodiag is the diagnostic program for CM-IOPs and VMEIO host computers. 

Command completion mode (-C option) lets you type the first first few let~rs of any viodiag command 
and usc the ESC key 10 complete the command. 

The -g option o f viodiag allows you to run selected groups of tests. The test groups and their titlcs are 
listed below. To run a test group, enter its title at the command line. For example, to run all tests in the 
VME group in field mode, enter at the command line 

viodiag -f -gVME 

viodiag Test 

Groups 

CMIO-BUS-TEST CMIO-INTERRUPTS 
test-cm io-sJave-busy-nak test-cmio-no-arbitor.interrupt 
test -seU -target-select test-cmio-master-done-irlterrupt 
test-sender· id·checl:.: test-cmio-slave.donc.interrupt 

test-crnio-overftow-timeout. interrupt 
test -c:nio-target -select-timeout 
test·ernio-pan -parity-interrupt 
teSt -vmcio-generate-exception-interrupt 
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CMlO-AFO-FLAGS Cz..flO-PORT-LOOPBACK 
test-crnio-i nput -empty-flag lCst-crnio-data-bus 
tzu-em io_input_hal r -full-flag test _c:mio_ rort -dmll-loophack 

ICSt-crnio-suuus 
test-cmiO-Stalus-JalChes-conuol-bus-oo-exp 

CMlO-PARITY JNrERACTIVE 
est-cmio-polt-p:u"ity-gen tcst-leds 

MASTER-STATUS RAM-FIFO-FLAGS 
t:st-vrncio-m aster-status-read-modc test-ram -fifo-cm pt y-f1ag 
test-vcmio-mastcr-status-write-modc test-ram-fifo-full-flag 

RAM-PAR ITY REGISTERS 
test-ram-pari ty-gcn test-cm-data-bus-low 
test-ram-paril y-rams teSt -cm-data-!:ous-high 

ICst-stalus-reg-aft er-reset 
lesl-command-reg 
tcst-setup-reg 
leSt- \me-addtess-reg 
I.CSI-vme-count-reg 
lCSt- read-pointer-reg 
teSt -wrile-pointer-reg 
teSt -word-Count -reg 
ICst-data-reg 
ICst-ram-pcrt-regis ler 

SLA VE-FIFO-RAM SLA VE-MAPPED-RAM 
lCsl-fifo-ram-slave-wr-slave-rd test-unaiigned-ram-transfer 

tesl-mappro-ram 

SLAVE-TIMEOUT VME 
IC.St-d.ata-underflow-vrne-timeoul Icst-vme-data-bus 
test-data-overflow-vrnc-tirneout 

VME-ADDRESS-GEN-TEST-MODE Vz..1E-ADDRESS-GENERATOR 
leSt-vrne-addtess-generaIOT teSt -vme-address-gcn-master -rd 
Iesl-write-pointer-increment test-vme-addtess-£en-rnastr.r -\liT 

ICSI-read-pointer-incrernent test -mastcr -wr -shutoff -on-fifo-empt y 
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VME·INTERRUPT V}'1E-MASTER 
!Cst· vme· master ·done-intr.mJpI leSI· ram-loop· master· rcad 
u.:st -ram-pari\ y- interrupt tcsl-ram-loop-maslcr- wrile 

test -ram -loop-master -transfer 

VME-MASTER·TIMEOUT VMEIO-CM -TRANSFERS 
test-vio-master- read-vme-ti meoul Lest-data -t ransfer-vmeio- to-fror,) ­
tesl -vio-mastcr -write-vme-timeout cmioc 
!.Cst-vrncio-exception-generation 

LeSt-vmeio-sla veship 
test -vmcio-exception -reception 

Use viodiag -s to run diagnostic teSts in a sequence and frequency that you select. 

viodiag( CMSA ) 

ConStruct a diagnostics shell file by creating a file, filename, of viodi .. g test commands. When viodiag 
-sfllcnamc runs, the commands within filename execute. 

For example, below is a diagnostics shell fi le, filename. When viodiag -sfl lenamc ~xecutes, the two teSts 
ruo. 

tcst-vme-address-gen-master-rd 1024 m 
test-vmc-address-gen-master-wr 2048 m 
quit 

Executed with or without arguments, viodia,Q stans the diagnostic environment running, which is 
represented by the prompt, <vio-diag> 

The tests listed within groups can be run individually at the <vio-diag> prompt. In addition, the follow­
ing tests can be run individually: 

write-vmem-byte write-pmem-long 
wr -rd -ver-cmio-setup-req write-register 
wr-rd-ver-data· req wr-rd· ver-command.req 
wr -rd-ver -read-pointer -req wr -rd-ver -ram-pon -req 
wr -rd-ver-vme-address-req wr-rd-ver -setup-req 
wr-rd -ver-word-count -req w:-rd-ver-vme-count -rcq 
wr-rd-ver -write-pointer -req 

In addition to tests, at the prompt you can also run the following commands: 

alias command name Display the alias for command _name_ 
continue-from-abort Continue to run the teSt sequence. 
help Display a help menu.list-commands Display all viooiag 
commands and tests. 

list-groups Display the viodiag test groups. 
reset Do a hard reset of the Chf.IOP or V11E1O 

host computer. 
set-ding-environment Sel the dingnoslic environment variables. 
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Show.diJg·cnvironmcnt Display thc sctting of the diagnostic 
cnvironment variables. 

show·all·errors Display aU the errors gcnci,u.ed by lhis 
c",ecution of viodiag. 

wh;ltis command _ namc Display a bricf man page for command _ namc. 

The following trOublcshooting utilities can also be run at the <vio-diag> prompt: 

display· board·status read-pmem·block 
display.dram·status read·resister 
display. fifo· statuS read· \lJTlem· b}1e 
display·ram· flfo·contentS display·cm io-status 
cmio·rcad·regislCT scarch·dram·comentS 
display· inlCnupt.status display·ram·status 
read·pmem.long read·vmem·block 

RESTRICTIOXS 

viodiag(CMSA ) 

Do not run viodias manufacwring testS if the CMIOP or VME10 host computet is connected to any 
CMIO bus .• the entire CMlO bus system will be unpredictably affected. (These teStS may change the 
CMlOP's or V11EIO host computet's stalUS, that is, itS station 10 and arbiter.) 

Be sure there is an arbiter on the bus before running viodiag in field mode. 

SEE ALSO 
viodiog 
dvcoldboot 
fsserver 
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