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bo Digit Assignment

A "word"in the WISC is either an order or a mumber, and consists
of fifty-five binary digit spaces, 0f these, fifty spaces have bits
assigned to them, and the remaining five are left blank to provide
switching time. Figure 5 shows the current assignment of digits in
both nunbers and orders,

The direction of writing words, as illustrated in Figure 5 s has

been chosen go that the most significant bit of a number is the bit
to the extreme left; just to the 'right of (the binary point. Since ¢ *
in fthis macirine numrers must pass through arithmetical operabions o0
Starting with the least significant bit, this places bit 1 at . POALONE?
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In the case of an E order, an additional section must be added to
give the extract specifications: .

Nk By iR ; ¥4 %))
For instance,

T 36y Mooy B .9, W)
is the coding abbreviation for order No. 7.

There follows the WISCoding notation for the éntire procedure
above, labelled Figure 6. :

d. Short Memory Coding

One difficulty has been ignored in the above coding presentation,
and that is the availability of information when wanted. On five
different occasions, one of the two operands called for is the result
of the immediately preceding operation. Now a study of Figure L5,
Appendix 1, shows that in a normal sequence of orders, a result is
not delivered back to memory until the third cycle after its proces-
sing has been initiated. However, a way around this obstacle was
pointed out by the author in the early days of logical planning for
the WISC,*

As explained in Appendix 1, a short memory is used to act as a
buffer between standard memory and arithmetic, both for input of oper=
ands and delivery of results. In the normal course of orders a result
has been arrived at by at least the last MA cycle of arithmetic opera-
tion, and during the first MM cycle of the following, or delivery,

- major cycle it is transferred to short memory to await storage in
standard memory during the proper MM cycle, (In the event its stor-
age location is reached during the first MM cycle, the result passes
directly from arithmetic to standard memory during the first MM
cycle of the delivery major cycle,) With this procedure, if the re-
sult is wanted for the next operation, the coder would have to in-
struct the machine to kill time for two complete cyclesbefore starting
operations on the next order, Similarly, if the result is wanted as
part of the second following order, one cycle must be waited before
it is available (see Figure L5). pt

Now the second of these cases turns out to be taken care of auto-
matically, that is, if it is desired to use a result for the second
following operation, the coder need make no special arrangements. But
for the first case, that of immediately successive operation, a special
coding procedure must be used., If the coder desires to use a result
for the immediately following operation, he instructs the machine to
take operand A, or operand B, or both, from short memory where they
are awaiting delivery, and send them directly back to the arithmetic
section for the next operation. This by the way does not interfere

* Reference 1, page 29.
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with the results being written at the same time into standard memory
in the usual manner.

This instruction is given by means of two binary digits in the
31-L0 group reserved for this purpose, which have the following

significance:
n =20 normal operation
1 take operand A from short memory
2 take operand B from short memory
3 take both from short memory (eg, in squaring)

The coding for such an operation looks like this:
N[A, B, C (n) TYPE]

Once more recoding our exponential subsequence to include this
‘(the last) modificatlion, we get the set of orders shown in Figure 7.

2, Single Problems

Now that the symbolism of WISCoding has been established, we will pro=-
ceed to apply it to the preparation of several progressively more diffi-
cult problems for presentation to the machine,

a. Open Loop
At the very simplest level is the problem which involves purely

a series of arithmetical steps, with no repetitions. As an example
see Figure 8 which lists the steps necessary to calculate

ax2 +bx + ¢
o b: i, -

ST

given x and the five constants, Note that two steps are combined
into one by first forming (ax + b) and then multiplying by x .
It will be seen that this involves only an operation box--no
alternative, substitution, etc,

b. Single Closed Loop
(1) Change of Variable

This can be turned into a repetition problem if we now ask for
the calculation of v from the same expression for a whole series
of values of x . It is found convenient on such problems involv-
ing more than one block of orders to lay out the coding first in
a Flow Diagram,* assigning temporary numbers to such storage

»The practice of making flow diagrams before final coding is to be found
at Princeton, Aberdeen, and several other places (see references 1 and 2),
but I have modified the procedure considerably in the interests of effi-
cienty and convenience for application to the WISC,




STORAGE
MNMumpen

Oroer Cooe or Conrents

17

Meanineg

p-...—-.—_.-dﬂ—-\K
C V@ UV U N= 00 O3 60 & Gpo o

[16 . %, w (1) E(1, 9, 41)]

[17 , 1%, 11 (2)cA
[\3 , 18, 18 (o) A]

[—'—o‘r(—)T] 5
o i e s e (°~)£(‘.5'o,1)]
o o rentedn) T ‘

j
L
*® i
L
ke ) 1
i
oPsTo

Next part of the calculation :

Fipure 7-=1iTSCoding for e~

with

ZJ
{1} »
j

bd

hg....hg.o -
L

{ }l‘ -|i }J
{ } v B!

exp of Z’ with &
{ },<¢ 2

1+j—-r-j )

. Store. e*

Short Me

TIOTY




= I Ix o4
: SET -UP OPERATION ALTERNATWVE SvuBsSTITuUTION
c -
| o el g o -
(7] cZ cbo
2 A ax + by =«
IM o;ﬁ * S o
(A 3
4 A axsbyt PO S
S M &5 xgowﬁw
6 A dr + €5
c
= 7 D et dud>Ba
’-J.
E
(o2}
STORAGE.
A-1 *
B-1 v
“w o
C-1 a g 5
b 2 E
3 c " P
< h
S e b '
- al*.
1016 b oPsTo pv, o
1017 7 opsTe i
n

WYYOVIaO M014d




)
1 2
= { I i ol . b\
SET-UP .. OPERATION ALTERNATIVE SudsTiTUTaN
: en ks o c8 c9 cto - €9 ‘cio oy Clo <% <y
(Qae Ed)l{ =10 1 D 4+ 3 Domn 1.8 -2, a2 1A 3% = ¥ =k
clo 9 c3 5>
2 Ew 2> xa =z A ;‘;’,%_,“ 2 A | “)-1e): OF 3 s X 5
cn [ 4 T <
3 E du ~vest ~ 3D (v 22 a;: it x E
& A‘" -> W-3 PRSI Cm!:-:.e:r‘:oN S :
e -K
s T e S 1 A 2, 10 > Vi j -
-
4 A : f
C’ e A ut(x‘, > opsTeS ' AL U . o) £
E e 7 BT822 3 C (vesT)-(x-it()) 3A 1+dun{ in T4
.8 <9 :
g 8 E s.;:afqtb-»c:. B A 1 IVl taX-t
0]
’ E "’St‘,n@ (7Y
3
s 1o E *% ‘é £ —
STORAGE
A-1 u,
A’-.Jo wz1,2...20
B
Bao VY K21, L -e.2e
o
Cq || +.1m11...92° 3 ] F-'
) 2 E 5 o
iy & o R 3 -bz
s 1'24. Foo )“..( ©
> 1;1?- LadiRACT LX< for u ] ’< > g
Z — g 2e r P
‘?’ — B} <| (7]
Ll | P xS : u'- N 3
N | jeb
‘ a
2 ¥
v

T¢




The problem is that of determining the probability, after
j+1 drawings from a population of n members among which there
are n different types, of not getting two alike. The probab-

ility is given by

k -1

Pk = l i o=

121 i
where the first drawing (j = O0) of course gives P, = 1 , and the
calculation starts with the second drawing (j = 1) . Consider
the three progressively more involved tasks:
-(a) Print a table of m values of P, for a given n .

(b) Find the value of j = k for which Py = ¢ for givenn .

(¢) Find a value of j =k for which Py = ¢ for a series of
values of n .

Figureé‘l9 to 24 show the coding for all three parts to this
- problem, and Figure 25 tabulates the comparison of time and effort
. needed tdlsolve them on the two machines,

3.+ Compound Pfoblems

In the sections above have been illustrated some techniques which
can be applied to minor problems, problems which are complete in them-
selves, or which are encountered as parts of major problems. But what
about the larger problems? How do we tackle those? There are two
basic attitudes we can take.

a. Unique Coding

We can get as much experience as possible coding problems of all
types: single, multiple, compound. We can then use the knowledge
thereby acquired to tackle each complex problem as a unique case,
utilizing techniques and short cuts where they apply.

b. Prefabrication of Subroutines

Or we can recognize that most of the big problems are made up of
combinations of the smaller ones, and plan the smaller ones to be
incorporated directly as building blocks of the larger. The square
root sequence coded above is a good example; once its coding has
been worked out, we can file it for further use. Then when a prob-
lem calls for a square root at some point, the subsequence to
calculate it can be dug up, modified at beginning and end points,
and fitted into the whole.

It is this latter approach that we plan to use with the WISC,
where the subsequences are not only listed and filed away, but can
actually be coded onto tape and stored as a lending library.

These libraries will be discussed in greater detail in D below.,
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