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PREFACE

MANUAL OBJECTIVES

This manual describes the operation of the Crash Dump Analyzer (CDA).
It does not attempt to describe the operation of the RSX-11M-PLUS
Executive or the significance of the individual data structures. The
RSX-11M/M-PLUS Executive Reference Manual and the RSX-11M and
RSX-11M-PLUS Guide to Writing an I/0 Driver describe these data
structures.

INTENDED AUDIENCE

This manual is intended for system managers who are responsible for
interpreting system failures and for system operators who run CDA to
generate dumps. Understanding CDA output requires a working knowledge
of assembly language programming and the Executive data structures.

(: STRUCTURE OF THIS MANUAL

Chapter 1 explains-the function of the Crash Dump Analyzer. It
describes the system resources necessary and the procedure for
obtaining a crash dqump. The chapter continues with an overview of
loadable crash dump drivers, and explains how to run CDA. The chapter
also describes indirect command files as they pertain to CDA.

Chapter 2 describes the two ways that you can use CDA: by issuing the
CDA command line or the DCL ANALYZE/CRASH DUMP command. The chapter
begins by describing the CDA command line format, including command
line specifications and switches. Two summary tables provide quick
reference on switch operation. Finally, the chapter concludes with a
description of the DCL ANALYZE/CRASH_DUMP command.

,/\ hY

Chapter 3 consists of examples and descriptions of CDA output
listings.

Chapter 4 contains helpful hints for interpreting CDA output listings.

Appendix A contains a short description of each CDA error message.

w&&’@f
Appendix D 1lists error code definitions for Micro/RSX operating

(\ systems.
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ASSOCIATED MANUALS

Refer to the RSX-11M/RSX-11S Information Directory and 1Index for a
brief description of each manual in the RSX-11M documentation set.

Refer to the RSX-11M-PLUS Information Directory and Index for a brief
description of each manual in the RSX-11M-PLUS documentation set.

CONVENTIONS USED IN THIS MANUAL
RET This symbol indicates that you press the RETURN key.

[1 Square brackets show elements in a command line format
that are optional. For example, [/switch] indicates
that you can include a switch if you want to, but you
do not have to.

[se..] Square brackets around a comma and an ellipsis mark
indicate that you can use a series of optional elements
separated by commas. For example, (argument([,...])

means that you can specify a series of optional
arguments by enclosing the arguments in parentheses and
separating them with commas.

red ink Red ink in the examples of this manual denotes user
input.

Pink shading in this manual indicates features that are
specific to RSX-11M operating systems only.

Gray shading indicates features that are specific to
RSX-11M-PLUS operating systems only.

viii




SUMMARY OF TECHNICAL CHANGES

TECHNICAL CHANGES

The system Assign Table, which is one of the report listings
that CDA generates, has been changed. The table now lists
logical assignments in two categories: system logical
assignments, and user logical assignments. The entry in the
table for each assignment includes its size 1in blocks, its
type, and its status.

Some of the system data structures that are shown in Appendix
B and Appendix C have changed as a result of new system
features such as support for 1logical names and networking.
Refer to the specific data structures in Appendix B (RSX-11M)
or Appendix C (RSX-11M-PLUS) to see the changes.

NEW DEVICE SUPPORT

You can specify any of the following new devices as the crash dump
device for your system:

For RSX-11M/M-PLUS Systems

Device Type Mnemonic
RA60/RX50 disk packs DU:
RC25 removable disk packs DU:
TK25/TU80 magnetic tapes MS:
TK50 magnetic tapes MU:

For Micro/RSX or Pregenerated RSX-11M-PLUS Systems

Device Type Mnemonic
RD52 disks DU:
TK25 magnetic tapes MS:
TK50 magnetic tapes MU:

ADDITIONS TO THE CRASH DUMP ANALYZER REFERENCE MANUAL

The following documentation has been added to this manual:

Chapter 1 now includes a description of 1loadable crash dump
support for Micro/RSX and pregenerated RSX-1IM-PLUS systems.
You load a crash dump driver by specifying a crash dump
device. If the system crashes when the driver is loaded, the
driver dumps the contents of memory at the time of the crash

ix




SUMMARY OF TECHNICAL CHANGES

onto the specified crash dump device. When you do not want a
crash driver resident in memory, you can unload it to the
system disk. Thus, loadable crash drivers allow you to choose
when you want crash dump support.

Chapter 2 now includes a description of the DCL
ANALYZE/CRASH_DUMP command. If your terminal supports the
DIGITAL Command Language (DCL) command line interpreter, you
can use the ANALYZE/CRASH DUMP command to run CDA. Command
qualifiers let you choose which report listings you want CDA
to generate. You can also use qualifiers to specify the
format of the CDA report listings.

A new appendix, Appendix D, lists error code definitions for
Micro/RSX operating systems, including facility-independent
definitions and Bugcheck standard format definitions.
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CHAPTER 1

INTRODUCTION

This chapter introduces the Crash Dump Analyzer (CDA). It describes
the function of CDA, details the system features that CDA requires,
and explains how to obtain a crash dump. The procedures for
generating a crash dump vary from system to system. This chapter
explains how to obtain a crash dump on different types of systems.
Then this chapter describes how to run CDA, and how to use CDA with
indirect command files. Finally, the 1last section of the chapter
lists the six basic analysis listings that the Crash Dump Analyzer
generates.

1.1 CRASH DUMP ANALYZER FUNCTION

CDA is a specialized utility that helps you establish the cause of
system crashes. It is installed in a system as a nonprivileged task
that any user can run. CDA reads ' the contents of a memory dump
created by the crash dump routine of the Executive. CDA then uses the
data in the Executive symbol table file (RSX11IM.STB) to format the
binary input of the memory dump 1into readable analysis listings.
Finally, CDA prints the analysis 1listings on a 1line printer.
Examining the CDA 1listings can help you to determine the cause of a
system crash.

'CDA is a nonprivileged task that any user can run.

1.2 SYSTEM REQUIREMENTS

Micro/RSX operating systems with the Advanced Programmer's Kit and
pregenerated RSX-11M-PLUS operating systems support loadable crash
dump drivers. Refer to Section 1.4 for a description of loadable
crash dump support.

On RSX-11M operating systems, and on non-pregenerated RSX-11M-PLUS
operating systems, you can select support for crash dump analysis
during system generation. Refer to the RSX-11M System Generation and

Installation Guide or the RSX-11M-PLUS System Generation and

Installation Guide for instructions on how to include CDA in your
system. If you select support for crash dump analysis during system
generation, you specify a crash notification device and a crash dump
device. The system then builds a crash dump routine into the
Executive. Thereafter, when the system crashes, the crash dump
routine displays a message on the crash notification device and writes
the contents of memory onto the specified crash dump device. The
contents of memory are the input to CDA. 1If you decide to change the
crash dump or crash notification devices, you must perform another
system generation in order to specify the new devices.
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Since CDA overwrites the contents of the crash dump device, you should
not specify the system device as the crash dump device. Also, the
following fixed disks cannot serve as CDA crash dump devices:

RA80
RA81
RD51
RC25

However, you may use any of the following mass storage devices as the
crash dump device for your system.

For RSX-11M/M-PLUS Operating Systems

Device Mnemonic
RP04/RP05/RP06 disk packs DB:
DECtape II (TU58) DD:
RK05/J/F disk cartridge DK:
RLO1/RLO2 disks DL:
RK06/RK07 disk cartridges DM:
RM02/RM03/RM05 disk packs DR:
DECtape (TU56) DT:
RC25 removable disk pack DU:
RA60/RX50 disk packs DU:
RX01 diskette (RSX-11M only) DX:
RX02 diskette DY:
TU45/TU16/TE16/TU77 magnetic tapes MM:
TS11/TU80/TSV05/TK25 magnetic tapes MS:
TS03/TU10/TE10 magnetic tapes MT:
TK50 magnetic tapes MU:

For Micro/RSX and Pregenerated RSX-11M-PLUS Operating Systems

Device Mnemonic
RLO1/RLO2 disks DL:
RD51/RD52/RX50 disks DU:
TSV05/TK25 magnetic tape MS:.
TK50 magnetic tapes MU:

1.3 OBTAINING A CRASH DUMP

To obtain a crash dump, control of the processor must be transferred
to the Executive crash dump routine following a system crash. The
transfer of processor control depends on how the crash occurred and
whether you built the Executive Debugging Tool (XDT) into your system
during system generation.

System crashes can result from any of the following causes:

1. The processor encounters a program condition that causes it
to trap to location 40 or to XDT.

2. An infinite loop condition occurs.

3. The processor encounters an unintentional HALT instruction in
kernel mode (000000).
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When a program condition causes a processor trap and XDT -is included
in your system, control transfers automatically to XDT. You can then
type X at the console terminal, and XDT transfers control to the crash
dump routine. For example:

XDT>X

Refer to the RSX-11M/M-PLUS and Micro/RSX Debugging Reference Manual

for a description of XDT.

If your system does not include XDT, a processor trap causes control
to be transferred directly to the crash dump routine of the Executive.

When a system crash is the result of a HALT instruction or an infinite

loop condition, you must restart the processor manually at location
40.

Regardless of how control is transferred, once the processor enters
the crash dump routine, the routine prints the following informational
message on the crash notification device:

CRASH-CONT WITH SCRATCH MEDIA ON ddnn

After displaying the message, the crash dump routine halts the
processor so you can put the crash dump device on line. When the
device is on line, restart the processor by depressing the Continue
switch on the processor console. The crash dump routine then dumps
memory on the crash dump device and halts the ‘processor when the dump
finishes. The volume in the crash dump device now contains a binary
representation of the contents of memory at the time of the crash.
These contents are the input to CDA. You can then reboot the system
and run CDA to analyze the dump. '

If you attempt to crash to an illegal device, the crash dump routine
displays the following message on the crash notification device:

CRASH -- ILLEGAL CRASH DEVICE

After displaying the message, the crash dump routine halts. The
illegal crash device error occurs if you specify a fixed media device
as the crash dump device. If you have a removable media device on the
same controller, you can switch the physical unit number plugs on the
devices to assign the removable media device to the crash device.
Then press the Continue key on the operator's console and the crash
dump routine will attempt the dump again.

1.4 LOADABLE CRASH DUMP DRIVERS

The pregenerated RSX-11M-PLUS operating system and the Privileged
Development option of the Micro/RSX Advanced Programmer's Kit include
loadable crash dump drivers. Loadable drivers reside on an external
storage device when they are not in use. Using loadable drivers for
crash dump support reduces the size of the Executive and frees memory
space for other purposes.

1.4.1 Crash Devices

Loadable crash dump support is provided by four 1loadable crash dump
drivers, each of which dumps the contents of memory to a specific type
of device. The following list shows the crash dump drivers and their
corresponding device types. :
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Crash Dump Driver Crash Dump Device
DLCRSH.TSK RLO2 cartridge disk
DUCRSH.TSK RX50 diskette
MSCRSH.TSK TSV05/TK25 magnetic tape
MUCRSH.TSK TK50 magnetic tape(Micro/RSX)

TK50 magnetic tape(RSX-11M-PLUS)

If the crash dump driver is loaded and the system crashes, the
contents of memory are dumped to the designated crash device. You can
then use the Crash Dump Analyzer to investigate the cause of the
crash. If there is not a crash driver resident in the system when the
system crashes, the Bugcheck facility displays the following message:

SYSTEM FAULT DETECTED AT PC=xxxxXX FACILITY=xxxxXxxX ERROR CODE=XXXXXX
CRASH -- CRASH DRIVER NOT LOADED

nnnnnn

(chrs

1.4.2 Loading a Crash Dump Driver

A loadable crash driver resides on the system disk until you specify a
crash device. To specify a crash device, use the following command:

SET SYSTEM /CRASH DEVICE:ddn:

This command loads a specific crash driver into a main memory
partition and updates the crash data base. Also, you may use this
command to change the crash dump device or to change the unit number
of the crash device while the system is running.

When the crash driver 1is successfully 1loaded, you receive the
following message:

SET -- Crash device ddn: has been successfully loaded

If the device that you specified as the crash device 1is not in the
current system, the following error message is displayed:

SET -- Device not in system

If a crash driver is already loaded and you specify a different device
with the SET SYSTEM/CRASH DEVICE command, the system unloads the
resident crash driver, loads the new driver for the device that you
specified, and updates the crash data base. If a crash driver is
loaded and you specify the same device but a different wunit number,
the resident driver remains loaded and the system changes the device
unit number in the crash data base.

If you specify the system disk as a crash device, you receive the
following warning message:

SET -- WARNING, System disk chosen as crash device
SET -- Crash device ddn: has been successfully loaded
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Note that if your system disk is a removable disk, it is a valid crash
dump device. The system warns you that you have specified the system
disk, but it loads the crash dump driver for the disk despite the
warning message. You should avoid using the system disk as the crash
dump device, because the memory dump will overwrite the contents of
the disk, wunless you remove the system disk and replace it with a
scratch disk when the system crashes.

It is not possible to crash to a fixed media device such as the RDS51
fixed disk. If you indicate the RD51 or any other fixed disk as a
crash device, you receive the following message:

CRASH -- ILLEGAL CRASH DEVICE
CRASH -- CONT WITH SCRATCH MEDIA ON ddn

At this point, you cannot obtain a crash dump of memory.

NOTE

You cannot select a crash device and unit number once
the crash has occurred.

However, you may choose a crash device unit that is not in the current
system. To do this, specify the address of the control and status
register (CSR) of the device that you want as the crash device. Use
the /REGISTER switch to specify the address of the CSR of the desired
device:

SET SYSTEM /CRASH DEVICE:ddn:REGISTER:csraddr

To display the current crash dump device unit, use the foliowing
command :

$ SHOW SYSTEM /CRASH DEVICE

In response to this command, the system displays the current device
unit, as follows:

CRASHDEV=ddn:

1.4.3 Unloading a Crash Dump Driver

You use the following command to unload a crash dump driver when crash
dump support is unnecessary:

$ SET SYSTEM /NOCRASH DEVICE

In response to this command, the system displays the following
message:

SET -- Crash device ddn: is being unloaded
SET -- WARNING, Crash dump support is inactive

The system then unloads the crash dump driver and updates the crash
data base. When there is no crash dqump driver resident in memory, the
Bugcheck facility services system crashes (refer to Appendix D for a
list of error code definitions used by Bugcheck). Unloading the crash
dump driver frees the memory space in the crash driver partition until
you decide to reactivate crash dump support. You can reactivate crash
dump support at any time simply by specifying a new crash device unit.
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1l.4.4 When the System Crashes

When a Micro/RSX or pregenerated RSX-11M-PLUS operating system
crashes, the reaction of the system depends on the type of crash
support that is loaded when the crash occurs. There are three types
of crash support: :

1. The Bugcheck facility, which 1is a standard part of the
operating system, and is therefore resident in memory

2. Loadable crash dump drivers
3. XDT, which is also loadable

Thus, when a system crashes, any of the following conditions may
exist:

e A crash dump driver is loaded but XDT is not
® Both a crash dump driver and XDT are loaded

e XDT is loaded but a crash dump driver is not

1.4.4.1 A System Crash with a Driver Loaded and XDT  Unloaded - If a
system crashes when a crash driver is loaded but XDT is not loaded,
the crash dump routine notifies you of the crash with the following
message:

CRASH -- CONT WITH SCRATCH MEDIA ON ddn

After displaying this message, the crash routine halts the hardware
processor so that you can make sure there is a scratch media in the
crash device. When you have the crash device ready, press the P key
followed by a carriage return to proceed.

In response to your command to proceed, the crash dump routine dumps
memory to the designated crash dump device. When the dump is
completed, the processor is again halted. During the memory dump, the
processor Run 1light is on; when the dump is completed, the processor
Run light goes off.

At this point, the medium in the crash dump device contains a binary
representation of the contents of memory at the time the system crash
occurred. This memory dump is the input to CDA. Now you can use the
ANALYZE/CRASH DUMP command, which is described in Section 2.2 of this
manual, to control how CDA processes the crash dump. Then you can
analyze the output listings that CDA generates to determine why your
system crashed. )

1.4.4.2 A System Crash with a Driver Loaded and XDT Loaded - If a
system crashes when a crash driver and XDT are loaded, control is
transferred to XDT. After you use XDT to debug the system, if you
want to obtain a crash dump, press the X key followed by a carriage
return. The following message is then displayed:

CRASH -- CONT WITH SCRATCH MEDIA ON ddn

Now you can follow the procedure in Section 1.4.4.1 to obtain the
crash dump.
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1.4.4.3 A System Crash with only XDT Loaded - If a system crashes
when XDT is 1loaded but a <crash driver is not loaded, control is
transferred to XDT. However, when you enter the X command, the
following is displayed:

SYSTEM FAULT DETECTED AT PC=xxxxxx FACILITY=xxxXxX ERROR CODE=XXXXXX
CRASH -- CRASH DRIVER NOT LOADED

l1.4.4.4 Inducing a System Crash - In some situations, you may want to
purposely induce a system crash. Then, if you have a crash driver
loaded, you can dump the contents of memory and examine them. For
example, suppose that you want to stop the processor from executing in
an infinite loop. You can induce a system crash by performing the
following procedure:

1. Push the Halt button on the processor. On processors with
console ODT, the following is displayed:

nnnnnn
@

2. Release the Halt button.
3. At the terminal, type 40G. The following is displayed:
CRASH -- CONT WITH SCRATCH MEDIA ON ddn

nnnnnn

@

If you have a crash driver loaded, you can obtain a crash dump now by
pressing the P key followed by RETURN.

1.5 RUNNING CDA

There are several ways to run CDA, and you can run it as either an
installed or an uninstalled task. Also, you can run CDA from either
the DCL or MCR command line interpreter (CLI). This section describes
the alternative ways of running CDA.

If CDA is an installed task on your system, you can enter the CDA
command line at the CLI prompt. After CDA processes your command, the
CLI prompt returns. In the following example, MCR is the CLI:

>CDA CRASH_DUMP.LST,COPY.CDA=[1,54]/STB,DR5:
>

If CDA is installed and you want to enter commands directly to CDA,
you can invoke the command level of the CDA utility by typing CDA and
a carriage return. When you are finished using CDA, you exit from CDA
by pressing CTRL/Z, which returns control to the CLI. In the
following example, DCL is the CLI:

$ CDA
CDA>command line
CDA>command line
CDA>"Z

$
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If CDA is an uninstalled task, the system has to find and install the
CDA task image file before it can run CDA. Therefore, the command you
use depends upon the location of the CDA task image file (CDA.TSK).
‘If CDA.TSK is in the system UFD or the system library, type:

RUN $CDA
CDA>command line
CDA>

If CDA.TSK is present in the UFD that corresponds to the current UIC
on the default system device (the current UFD for the terminal from
which the command is entered), you can run CDA by typing the following
command :

RUN CDA @)
CDA>command line @)

Finally, you can run CDA by using the DCL ANALYZE/CRASH DUMP command:
$ ANALYZE/CRASH_DUMP

If your CLI is MCR, but your terminal also supports DCL, you can run
the ANALYZE/CRASH DUMP command by typing DCL and a space before the
command. For example:

>DCL ANALYZE/CRASH_DUMP

Chapter 2 shows you how to wuse CDA command lines and the
ANALYZ E/CRASH_DUMP command.

1.6 INDIRECT COMMAND FILES

As with other utilities, you can enter CDA command lines directly from
the terminal or from an indirect command file. However, CDA indirect
command files must not contain a reference to another command file.

1.7 BASIC CRASH DUMP ANALYZER OUTPUT LISTING

While the Crash Dump Analyzer provides many output 1listing options,
fundamental system information appears on the first six pages of
output listing (you can suppress this information by using the /-SY¥YS
switch, which 1is described in Chapter 2). The first six pages of
output listings contain the following information:

Page 1 -- Volatile registers

Page 2 -- Kernel stack

Page 3 -- System common

Page 4 -- System common labeled dump
Page 5 -- Pool statistics

Page 6 -- Assign table

Sections 3.1.1 through 3.1.6 describe these pages in detail.
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The system information section also includes three more pages if the
relevant information 1is 1in memory at the time of the crash. These
pages display group-global event flags, error 1log packets, and, on
RSX~-11M-PLUS systems, the contents of low core memory. Section 3.1.7
describes the group-global event flag page, Section 3.1.8 describes
the error 1log page, and Section 3.1.9 describes the RSX-11M-PLUS low
core memory page that is part of the system common dump.
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CHAPTER 2

COMMAND LINES

CDA commands control how the Crash Dump Analyzer processes a memory
dump and how it formats the output listings that it generates. You
can use CDA command lines to enter commands directly to the CDA
utility or, if your terminal supports the DIGITAL Command Language
(DCL) , you can use the DCL ANALYZE/CRASH DUMP command to run CDA.
This chapter describes CDA command lines and the ANALYZE/CRASH DUMP
command by showing the format of the command 1lines, the command
specifications and qualifiers, and examples of how the commands work.

2.1 CDA COMMAND LINES

This section shows the CDA command line format, 1lists and describes
command line switches, and provides some examples of CDA command
lines.

The CDA command line has the following format:
CDA>[listfile/sw],[binaryfile/sw]=[symbolfile/STB],crash-input][/sw]

The CDA command line specifies the input to CDA and the output from
CDA. The specifications to the left of the equal sign in the command
line are output specifications, and those on the right side of the
equal sign are input specifications.

You must include at least one output specification and one input
specification in the command line. For output from CDA, you can
specify a list file only, a binary file only, or both a list file and
a binary file. For input to CDA, you must specify the crash-input,
but the symbol file specification is optional.

Output file specifications are position dependent. Position dependent
means that when you include both output specifications, you must place
them in the positions shown in the command line. If you omit the list
file, you must place a comma before the binary file specification.

Input file specifications are position independent and can appear in
either order.

The remainder of this section describes CDA command line
specifications.

Output Specifications:

listfile
The output specification of the formatted CDA analysis 1listings.
You can use either a device or a file as the 1list file

specification. 1If you specify a file, CDA creates the file and
writes the output 1listings to the file. By default, CDA then

2-1




COMMAND LINES

spools the file to the system 1line printer queue, unless you
specify otherwise, If you specify a device for the list file,
CDA displays or prints its output 1listings on that specific
device. For example, 1if you specify your terminal (TTnn: or
TI:) as the list file, CDA displays the output listings on your
terminal. Chapter 3 describes the analysis listings that CDA
generates.

binaryfile

The file specification for the optional binary file. This file
is a copy of the binary data that the crash dump routine wrote on
the crash dump device. It allows you to selectively create an
historical record of crash dumps. If you create this file during
an initial analysis, you can use it for input to CDA at a later
time. Since the crash dump routine overwrites the information on
the crash dump volume with each successive dump, this feature
allows you to use a single volume for all crash dumps.

If the crash dump device on your system is a secondary storage or
sequential device, you can reduce CDA analysis time by copying
the crash input to a binary file on another device. Then you can
use the binary file as input to CDA for analysis.

Input Specifications:
'symbolfile/STB

The file specification of the symbol table file for the crashed
system. The /STB switch is an integral part of this file
specification, because CDA uses the data in the symbol table file
to format the binary memory dump into readable formats. If you
omit this file specification and switch, CDA uses the default
symbol table file, which is the file named RSX11M.STB in the UFD
that corresponds to the current UIC.

crash-input

The source of the binary input to CDA. This specification can be
either a device name (the crash dump device) or a binary file
that was created during a previous CDA analysis. However, if the
crash-input specification is a binary file, you cannot also
include a binary file output specification in the command line.

Switches:
/sw /

An optional CDA switch. The 1list file, binary file, and
crash-input file specifications can include optional switches
that modify CDA action. Each specification in the command 1line
has its own switches. Section 2.1.1 describes the CDA switches
and lists which specification they apply to.

File specifications in the CDA command line can appear in complete
Files-11 format, with device name, UFD, file name, file type, and
version number. When you omit any of these elements, CDA wuses the
defaults shown in Table 2-1. However, not,all of the elements in file
specifications have defaults.

N
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Table 2-1
File Default Values

Default Value

File Device UFD File Name File Type
List file \ SY: Current None .LST
Binary file SY: Current None .CDA
Symbol file/STB SY: Current RSX11M .STB
Crash-input SY: Current None .CDA

See Section 2.1.2 for examples of CDA command lines, which include
examples that show how CDA uses default file types.

2.1.1 CDA Command Line Switches

Two kinds of command line switches, analysis switches and function
switches, allow you to control CDA operation.

Analysis switches determine which analysis routines CDA applies to the
crash input. Thus, you can select the types of data that you want CDA
to output. For example, analysis switches can list information about
all of the devices in the system, or they can list information about
active devices only.

Function switches provide a number of options for controlling CDA
output. For example, function switches can terminate an analysis
after CDA encounters a specified number of errors, or they can limit
the number of pages of output listings.

Both types of switches are file specific. That 1is, each switch

applies to a particular file and may not be used without that file or

with any other file.

2.1.1.1 Analysis Switches - Table 2-2 summarizes the analysis
switches and gives brief descriptions of their effects. Some of the
switches in Table 2-2 have synonyms or alternate mnemonics. These are
shown under each switch. Expanded descriptions of each switch follow
the table.

Table 2-2
Summary of CDA Analysis Switches

Applies to
Switch Function File
/ACT Lists the contents of the Task Crash-input
/ATL Control Block (TCB) for each
active task
/ADV Lists information for all Crash-input

devices in the system

(Continued on next page)
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Table 2-2 (Cont.)

Summary of CDA Analysis Switches

Switch

Function

Applies to
File

/ALL
/CLI
/CPB

/CLQ

/CTL

/DEV
/DCB
/SCB
/UCB

/DUMP:a:b: [c]
/DMP:a:b: [c]

/HDR

/PCB
/PAR

/POOL

/-SYS

/TASK:name:a:b
/TAS:name:a:b
/TSK:name:a:b

Lists the output of all
analysis routines

Lists the contents of the CLI
Parser Blocks in the system

Lists the contents of the
clock queue

Lists information for each
device controller

Lists information for all
active devices in the system

Lists the contents of physical
memory between address a and
address b; (¢ 1is an optional

virtual starting address)

Lists the contents of the task

headers for each task resident
in memory

Lists the contents of each
Partition Control Block

Lists the contents of the
system's pool

sy

Suppresses listing of the
system information

Lists the contents of task
"name" between virtual addr
a and virtual address b;

(Continued on next page)

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

Crash-input

N
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Table 2-2 (Cont.)
Summary of CDA Analysis Switches

, Applies to
Switch Function File
/TCB Lists the contents of the TCB Crash-input
/TAL for every task in the System
/STD Task Directory

/ACT

/ADV

/ALL

or /ATL (Task Control Blocks for Active Tasks)

File: Crash-input

Effect: CDA lists the contents of the Task Control Block (TCB)

for each active task.
(All Devices)

File: Crash-input

Effect: CDA lists the contents of the control blocks for all
devices in the system. To 1list active devices, use the /DEV

switch.
(All Analysis Routines)

File: Crash-input

Effect: CDA applies all of its analysis routines (except those

associated with memory and task dumps)
crash-input. The output from these routines
following order:

1. System information

2. Active tasks information

3. Task headers information

4, Partition information

5. Common Block Directory entries

6. Device information

7. Clock queue contents

8. Device controller information

9. Pool contents

to the specified
is  listed in the




/CLI

/CLQ

/CTL
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or /CPB (Command Line Interpreter Parser Blocks)
File: Crash-input

Effect: CDA lists the contents of all Command Line Interpreter
Parser Blocks (CPBs) in the system.

(Clock Queue)

File: Crash-input

Effect: CDA lists the contents»of the clock queue.

(Device Controllers)

File: Crash-input

Effect: CDA lists the contents of the controller table and

Controller Request Block (KRB) for each device controller in the
system.

/DEV, /DCB, /SCB, or /UCB (Devices in System)

File: Crash-input

Effect: CDA scans the system device tables and 1lists the
contents of the control blocks for each active device in the
system. To list all devices, use the /ADV switch.

/DUMP:a:b: [c] or /DMP (Physical Memory)

/HDR

File: Crash-input

Effect: If only a and b are specified, CDA dumps the contents of
physical addresses a through b inclusive and labels them with
their physical addresses. If a, b, and ¢ are specified, CDA
dumps the contents of physical addresses a through b, but labels
them with dummy virtual addresses, starting at the address
specified by c.

CDA allows you to specify a virtual starting address because
RSX-11M and RSX-11M-PLUS systems use physical memory in terms of
virtual addresses. If you dump physical memory labeled with the
corresponding virtual addresses, you do not have to translate
physical addresses to virtual addresses as you read the dump.

(Headers for Memory-Resident Tasks)
File: Crash-input

Effect: CDA lists the contents of the task headers for each task
resident in memory.
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/PCB or /PAR (Partition Control Blocks)

t

Crash-inpu

File:

CDA outputs a map that lists all the occupants of memory

and the contents of each Partition Control Block (PCB).

Effect:

atb (System Pool)

/POOL

input

Crash
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/-SYS (System Information)

Crash-input

File:

CDA suppresses the system information listing.

Effect:

/TASK:name:a:b, /TAS, or /TSK (Task Virtual Address Space)

f/\\

t

Crash-inpu

File:
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space from the

address

CDA lists the virtual
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Table 2-3

Summary of CDA Function Switches

Applies to
Switch Function File Default?l
/BL:n Identifies the starting block Crash- n=1
number of the crash-input device; input
the value of n must be less
than 65535.
/DENS:n Sets density of crash input tape Crash- n=800
tHIGH to 800 or 1600 bits per inch input
:LOW (bpi)
/EXIT:n Terminates analysis after List file --
encountering n analysis errors
/LIMIT:n Limits output listing to n pages List file n=300.
/LINES:n Limits page length to n lines List file n=60.
/MEMSIZ:n Saves nKb memory from crash in a Binary n=124,
binary file file
/KMR Forces the assignment of kernel Crash- /—-KMR
address register values for the input
crashed system
/-SP Does not print analysis output List file /SP
listing
/STB Identifies the file specifica- Symbol file -

tion that contains the Executive
symbol table

A decimal -

l. n can be expressed as an octal or decimal number.
point (.) following the number denotes decimal.
/BL:n (Identify Starting Block Number)
File: Crash-input
Effect: CDA reads the dump from the input device beginning at

block n. If the crash dump device is not a disk or a DECtape,
CDA ignores this switch.

Default: n =1

/DENS:n (Sets Tape Density)

tHIGH

:LOW
File: Crash-input
Effect: CDA reads the crash input tape at the density specified:
800 or 1600 Dbpi. You can also use LOW to indicate 800 bpi or

HIGH to indicate 1600 bpi.

Default: n=800
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/EXIT:n (Exit After n Errors)

File: List file

Effect: CDA maintains an error count. As it encounters
inconsistencies in the system data structures, it increments this
count. If you specify the /EXIT:n switch, CDA terminates
analysis after n errors. If you specify the /EXIT switch but do
not specify n, CDA exits after one error.

Default: CDA runs to completion.

/LIMIT:n (Limit Output Listing)

File: List file

Effect: The /LIMIT:n switch 1limits the number of pages of
analysis output. When CDA has generated n pages, it terminates
the analysis and prints a message on the user terminal indicating
that it has done so.

Default: n = 300.

/LINES:n (Print n Lines per Page)

File: List file
Effect: This switch lets you specify the number of lines you
want CDA to print per page. After n lines are printed, a new
page is ejected.

Default: n=60.

/MEMSIZ:n (Establish Size of Binary Output File)

/KMR

File: Binary file

Effect: This switch causes CDA to create a binary output file
4*n - blocks 1long and to transfer nKb words to it from the
crash-input file. The value of n must be greater than 16.

This switch is particularly useful when transferring binary crash
dumps. from disk or DECtape. Since disks and DECtapes have no
physical EOFs, it is necessary to specify the size of the actual
memory dump.

When the crash input resides on magnetic tape, the binary output
file is filled with zeroes if the EOF is read before nKb words
are transferred.

Default: n = 124.
(Assign Kernel Mapping Register Values)
File: Crash-input

Effect: On mapped systems, when CDA reads incorrect Page Address
Register (PAR) values from the crash stack, it aborts the
analysis and prints an error message on the terminal. If this
happens, you can use the /KMR switch to retry the analysis. When
you specify /KMR, CDA uses standard mapping values to convert
kernel virtual addresses to physical memory addresses.

Default: CDA uses existing Page Address Registers.
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/-SP (Do Not Spool)
File: List file

Effect: CDA does not spool the analysis output 1listing to the
system 1line printer queue. Instead, it creates an output list
file on the device indicated in the output file specification.
If you do not specify a device in the output file specification
when you use the /-SP qualifier, CDA creates the output list file
on SYO:.

Default: /SP
/STB (File Specified Contains the Executive Symbol Table)
File: Symbol file (RSX11M.STB)

Effect: The /STB switch identifies a file containing the
Executive symbol table. This file must correspond to the crashed
system. CDA opens the symbol file and extracts the necessary
symbol values. If it fails to find any required symbol values,
CDA aborts the analysis and returns an error message.

Default: [current UIC]RSX11M.STB

2.1.2 CDA Command Line Examples

The following examples illustrate CDA command lines. Assume that the
user in these examples 1is 1logged in under UIC [301,356], that the
crash dump device is DR5:, and that CDA is running as an installed
task. Also, note how CDA uses default file types.

Example 1

>CDA
CDA>DUMP,DUMP=RSX11M.STB/STB,DR5:

This command line creates:

e A list file, DUMP.LST, in UFD [301,356], which 1is printed
automatically

® A binary file, DUMP.CDA, in UFD [301,356]

CDA reads the binary crash dump input from the crash dump device
(DR5:), makes a binary copy of the crash dump input named DUMP.CDA,
analyzes the crash dump input according to the information in @ the
Executive symbol table file named RSX11M.STB in UFD [301,356], and
writes a formatted output listing to a file named DUMP.LST. CDA then
spools DUMP.LST to the system line printer queue.

Example 2

>CDA
CDA>,DUMP=[1,54]/STB,DR5:

This command line creates a binary file named DUMP.CDA in UFD
[301,356]. '

CDA reads the binary crash dump input from DR5: and analyzes it
according to the information in the Executive symbol table file, which
is named RSX11M.STB in UFD [1,54].
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Example 3

>CDA LP:=[1,54]/STB,DUMP
>

This command line creates an output listing on device LP:.

- CDA reads the binary input from a previously created binary file named

DUMP.CDA, and analyzes it in accordance with the information contained
in the Executive symbol table file named RSX11M.STB in UFD [1,54].
The CDA output listings are then printed on LP:.

This command line is also an example of a CDA command that is issued
from the CLI prompt. Thus, the CLI prompt returns after the command
is issued. '

Example 4

>CDA TI:=DUMP
>

This command line creates an output listing that is displayed on the
terminal from which the command was issued.

CDA reads the binary input from a previously created binary file named
DUMP.CDA and analyzes it according to the information in the default
symbol table file, (the file named RSX11M.STB in the UFD that
currently corresponds to UIC [301,356]). The CDA output listings are
then displayed on TI:.

2.2 THE DCL ANALYZE/CRASH_DUMP COMMAND

If your terminal supports the DIGITAL Command Language (DCL) command
line interpreter, you can run the CDA utility by using the DCL
ANALYZE/CRASH DUMP command as an alternative to the CDA command line.
This section describes the ANALYZE/CRASH DUMP command line format and

qualifiers. The section concludes with some examples of
ANALYZE/CRASH_DUMP command lines.

The ANALYZE/CRASH DUMP command line has the following format:

ANALYZE/CRASH DUMP [/qualifiers] crash-input[/qualifiers]

You use the ANALYZE/CRASH DUMP command to specify CDA input and
output. The command qualifiers that you place immediately after the
command name specify the CDA output files and, optionally, the symbol
table file that CDA uses to process the crash dump input. The
crash-input specification is mandatory because it directs CDA to the
source of the binary crash dump input.

Output Specifications:

You must specify at least one of the following command qualifiers as
an output specification in the command line:

e /LIST: Specifies the output list file
e /BINARY: Specifies a binary copy of the crash-input file
e /SYMBOLS: Specifies the symbol definition file
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You can specify /LIST: only, /BINARY: only, or /LIST: and /BINARY:
together. You can optionally specify /SYMBOLS: with any combination
of the /LIST: and /BINARY: qualifiers. However, if you do specify
/SYMBOLS, you must include at least one of the other command
qualifiers (because the symbol definition file is not an output file;
it is wused by CDA to generate an output file). Section 2.2.1.1.
provides complete descriptions of the functions of each of the command
qualifiers.

If you omit the crash-input specification from the command 1line, CDA
prompts you for it, as shown in the following example:

S ANALYZE/CRASH_DUMP/LIST:LP:
Crash input? DR5:

If you enter the command name only, CDA prompts you for input and
output, as shown in the following example:

S ANALYZE/CRASH_DUMP
Crash output? /LIST:SY:[301,356]CRASH.LST:/BINARY:COPY.CDA
Crash input? DUMP.CDA

Note that if you enter an output file in this way, you must include
the /LIST: or /BINARY: qualifiers as part of the output file
specification.

Input Specification:
crash-input

Specifies the location of the binary input to the
ANALYZE/CRASH DUMP command. The crash-input specification can be
the name of the crash dump device, or it can be a binary file
that was created during a previous crash dump analysis.

When you enter an ANALYZE/CRASH DUMP command 1line, you can include
command qualifiers, qualifiers for the crash-input parameter, or both.
Section 2.2.1 describes qualifiers.

2.2.1 ANALYZE/CRASH_DUMP Command Qualifiers

You can control the way CDA processes the crash input and how it
formats the output listings by using command qualifiers in the command
line. You can select the information that you want in the CDA output
listings by using qualifiers for the crash-input specification.
Section 2.2.1.1 describes command qualifiers. Section 2.2,1.2
describes the qualifiers that you can use when you specify the crash
input.

2.2.1.1 Command Qualifiers - You can use command qualifiers with the
ANALYZE/CRASH DUMP command to control how CDA processes the binary
crash-input, and how it formats the output analysis 1listings. You
place command qualifiers immediately after the command name in the
command line. Table 2-4 summarizes the command qualifiers and gives
brief descriptions of their effects. Expanded descriptions of each
qualifier follow the table.
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Table 2-4
Summary of ANALYZE/CRASH DUMP Command Qualifiers

Applies to
Command Qualifier Function File
/LIST:listfile[/qualifiers] Specifies the output List file
list file or device
listfile qualifiers:
/ERROR_LIMIT Specifies an error List file
limit at which CDA
analysis terminates
/PAGE_COUNT:n Specifies the number List file
of output pages
/PAGE_LENGTH:n Specifies the number List file
of output lines per
page
/[NO]PRINTER Specifies whether List file
the output should be
printed on the
system line printer
/BINARY:binaryfile[/qual] Specifies an optional Crash-input
copy of the binary
input file
binaryfile qualifier:
/MEMORY SIZE:n Copies nKb words of Crash-input
memory from a crashed
system
/SYMBOLS:symbolfile ~ Specifies the symbol Crash-input

definition file

Command Qualifier Descriptions:

/LIST:listfile[/qualifiers]
/ERROR LIMIT[:n]
/PAGE COUNT:n
/PAGE_LENGTH:n
/[NO]PRINTER

File: List file

Effect: Specifies the optional formatted CDA output

list

file. This list file consists of the analysis report listings
that are described in Chapter 3. You can also specify a device
for the 1list file, in which case CDA displays or prints its

output listings on the specified device. You can control
list file output by using the following file qualifiers.

the
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List File Qualifiers:
/ERROR_LIMIT[:n]

Effect: CDA maintains an error count. As it encounters
inconsistencies in the system data structures, it
increments the error count. CDA terminates the crash dump
analysis when it finds the number of errors that you
specify with this qualifier. If you use the /ERROR LIMIT
qualifier without specifying a number, the crash dump
analysis terminates after one error.

Default: CDA runs the analysis until it is completed.
/PAGE_COUNT:n

Effect: This qualifier limits the number of pages of
analysis output. When CDA has generated n pages, it
terminates the analysis and prints a message on the
terminal indicating that the analysis has terminated.

Default: Analysis terminates after 300 pages.
/PAGE_LENGTH:n

Effect: This qualifier lets you specify the number of
lines that you want CDA to print per output page. After
the specified number of lines are printed, CDA breaks to a
new page.

Default: CDA prints 60 lines per page.
/ [NO]PRINTER

Effect: This qualifier prevents the printing of the
analysis output on the system line printer. Instead, CDA
creates the output list file on the device in the 1list
file specification. If a device is not specified in the
list file specification, CDA creates the output file on
the default user disk (SYO0:).

Default: CDA prints all output on the system line
printer.

/BINARY:binaryfile[/qualifier]

/MEMORY SIZE:n
File: Crash-input

Effect: Specifies that an optional binary file should be
created. This file is a copy of the binary data that the crash
dump routine wrote on the crash dump device. If you create the
file during an initial analysis, you can use it as input to the
ANALYZE/CRASH DUMP command at a later time. Also, because the
crash dump routine overwrites the contents of the crash dump
volume with each crash dump, this qualifier allows you to save
the results of crash dumps. You can then reuse the same volume
for successive crash dumps while maintaining a record of
previous crash dumps.
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Binary File Qualifier:
/MEMORY_SIZE:n

Effect: Specifies memory size for the binary copy of the
crash dump input file. You specify n, where n is the
number of Kb words. CDA then creates a binary file 4n
words long and transfers nKb words to it from the
crash-input file. The value of n must be greater than
16 (decimal).

Default: n=124
/SYMBOLS:symbolfile
File: Symbol definition file

Effect: Specifies the symbol definition file for the crashed
system, which contains the Executive symbol table. The symbol
file must correspond to the crashed system. CDA opens the file
and extracts the necessary symbol values. If it fails to find
any required symbol values, CDA aborts the analysis and returns
an error message. If you omit this file specification, CDA
uses the default file, which is the file named RSX11IM.STB in
the UFD that corresponds to the current UIC.

2.2.1.2 Crash-input File Qualifiers - You can select the analysis
listings that you want CDA to output by using qualifiers for the
crash-input file specification in the ANALYZE/CRASH DUMP command
line. Table 2-5 summarizes the crash-input qualifiers and gives
brief descriptions of their effects. Expanded descriptions of each
qualifier follow the table.

Table 2-5 : )
Summary of ANALYZE/CRASH_DUMP Crash-input Qualifiers

Applies to
Qualifier or Argument Function File
/ACTIVE: (arg[,...]) Lists data on active Crash-input
tasks and/or devices
/ACTIVE arguments:
DEVICES , Lists data about © Crash-input
active devices
TASKS Lists contents of the Crash-input
' Task Control Blocks
for active tasks
/ALL Lists all available Crash-input
crash dump data
/BLOCK:n Specifies the block Crash-input

number where crash
dump begins on the
crash dump device

(Continued on next page)
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Table 2-5 (Cont.)
Summary of ANALYZE/CRASH_DUMP Crash-input Qualifiers

Applies to
Qualifier or Argument Function File
/CLOCK_QUEUE Lists the contents of Crash-input
. the clock queue
/CONTROLLERS Lists device Crash-input
controller data
/DATA STRUCTURES: (arg[,...]) Specifies which data Crash-input
structures are to be
formatted and listed
/DATA_STRUCTURES arguments:
COMMAND_PARSER Lists contents of Crash-input
CLI Parser Blocks
DEVICE List contents of the Crash-input
STATUS control blocks for
UNIT active devices
PARTITION Lists contents of Crash-input
Partition Control
Blocks
TASK Lists contents of the Crash-input
Task Control Blocks .
for tasks in the STD
/DENSITY:n Specifies bits per Crash-input
inch for input device
/DEVICES Lists contents of all Crash-input
Device Control Blocks
/DUMP[: (START:n,END:n,ADDRESS:n) ] Lists contents of Crash-input
physical addresses
/HEADERS Lists contents of Crash-input
resident task headers
/KERNEL: (arg[,...]) Lists kernel contents Crash-input

/KERNEL arguments:

REGISTERS Forces assignment of Crash-input
values for the kernel
address registers

(Continued on next page)
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Table 2-5 (Cont.)
Summary of ANALYZE/CRASH DUMP Crash-input Qualifiers

: Applies to
Qualifier or Argument Function ~ File
/PARTITION Lists contents of Crash-input
Partition Control
Blocks
/POOL: (ST

/ [NO]SYST

/TASKS: (a
/TASKS ar

DIRECTORY

ADDRESS : (

ART:n,END:n) Lists pool contents Crash-input

EM Suppresses listing of Crash-input
system information
rgl,...1) Lists task data Crash-input
guments:
Lists contents of the Crash-input

Task Control Blocks
for tasks in the STD

NAME :name[,START:n,END:n]) Lists contents of Crash-input
task addresses from
START to END

File Qual

ifier Descriptions:

/ACTIVE: (arg[,...])

File

DEVICES
TASKS

¢ Crash-input

Effect: Lists data on active tasks and devices.

/ACT

IVE arguments:

DEVICES

Effect: Lists data on the devices active in the system at
the time of the crash. If you want CDA to list data on all
of the devices known to the system at the time of the crash,
use the /DEVICES qualifier.

TASKS

Effect: Lists the contents of the Task Control Blocks of
active tasks. If you want CDA to list the contents of the
Task Control Blocks of all installed tasks, both active and
dormant, use the /TASKS: (DIRECTORY) qualifier.
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/ALL
File: Crash-input
Effect: Analyzes all information available in the crash dump
file (except the information associated with memory and task
dumps) . CDA lists the output in the following order:
1. System information
2. Active tasks information
3. Task headers information
4. Partition information
5. Common Block Directory entries
6. Device information
7. Clock queue contents
8. Device controller information
9. Pool contents
/BLOCK:n

File: Crash-input

Effect: 1Identifies the starting block number of the crash dump

file on the crash input device. The value of n must be less than
65535 (decimal).

/CLOCK_QUEUE

File: Crash-input

Effect: Lists the contents of the system clock queue.
/CONTROLLERS

File: Crash-input

Effect: Lists the contents of the controller table and
Controller Request Block (KRB) for each device controller in the
system.

/DATA_STRUCTURES: (arg[,...])
COMMANDPARSER
DEVICE
PARTITION
STATUS
TASK
UNIT

File: Crash-input

Effect: Selects which system data structures CDA will format and
list.
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/DATA_STRUCTURES arguments:
COMMAND_PARSER

Effect: Lists the contents of the Command Line Interpreter
(CLI) Parser Blocks.

PARTITION
Effect: Lists the contents of the Partition Control Blocks.
TASK
Effect: Lists the contents of the Task ' Control Block for
every task in the System Task Directory (all installed
tasks) at the time of the system crash.

DEVICE

Effect: Lists the contents of the Device Control Blocks for
active devices.

STATUS

Effect: Lists the contents of the Status Control Blocks for
active devices.

UNIT

Effect: Lists the contents of the Unit Control Blocks for
active devices.

/DENSITY:n
File: Crash-input

Effect: Causes a crash input tape to be read at the density
specified, 800 or 1600 bpi. The default is 800 bpi.

/DEVICES

File: Crash-input

!

Effect: Lists the contents of the control blocks for all devices
in the system. To list only active devices, use the
/ACTIVE: (DEVICES) qualifier.

/DUMP [: (START:a,END:b[,ADDRESS:c])]
File: Crash-input
Effect: Lists the contents of physical addresses a through b
inclusive and labels them with their physical addresses. If you
include address ¢, the /DUMP qualifier dumps the contents of
physical addresses a through b, but 1labels them with dummy
virtual addresses, starting at c.

/HEADERS
File: Crash-input

Effect: Lists the contents of the task headers for each task
resident in memory.
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/KERNEL: (axrg[,...])
DATA: (START:n,END:n)
INSTRUCTION: (START:n,END:n)
REGISTERS

File: Crash-input

Effect: Lists kernel data.

REGISTERS

Effect: Forces the assignment of the kernel address
register values for the crashed system.

/PARTITION

File: Crash-input

Effect: Lists the contents of the Partition Control Blocks.
/POOL: (START:n,END:n)

File: Crash-input

Effect: Lists the contents of system pool between the addresses
specified in octal, Radix-50, and ASCII.

/ [NO]SYSTEM
File: Crash-input

Effect: The /NOSYSTEM qualifier suppresses the system

information 1listing. The default action of CDA is /SYSTEM; that
is, it lists the system information.

/TASKS: (arg[,...])
DIRECTORY
ADDRESS: (NAME:name,START:n ,END:n)
DATA: (NAME:name[,START:n,END:nj)
INSTRUCTION: (NAME:name [ ,START:n,END:n])

File: Crash-input

Effect: Lists task data.
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/TASKS arguments:
(“ DIRECTORY
Effect: Lists the contents of the Task Control Block for
every task in the System Task Directory (all installed
tasks) at the time of the system crash.

ADDRESS: (NAME:name,START:n,END:n)

Effect: Lists the contents of the task specified by NAME
between the virtual addresses specified by START and END.
Includes the contents of task data space if a task includes
data space.

2.2.2 ANALYZE/CRASH DUMP Command Examples

The following examples illustrate the ANALYZE/CRASH DUMP command.

Assume that the wuser in these examples 1is 1logged in under UIC
( [301,356], and that the crash dump device is DR5:. 1In this way, you

can note how CDA uses default file types. Also, assume that CDA is
running as an installed task.

Example 1
S ANALYZE/CRASH_DUMP/LIST:CRASH/BINARY:COPY/MEMORYSIZE:250 DR5: @ED
This command creates:

B e An output list file named CRASH.LST in the current UFD for UIC
</ [301,356].

® A binary copy of 250kb words of the crash dump from DR5: (the
crash dump device). The copy is named COPY.CDA and is placed
in the current UFD for UIC [301,56].

CDA reads the binary crash dump input from the crash dump device and
analyzes it according to the default symbol definition file, since a
symbol definition file is not specified in the command line. CDA uses
the file named RSX11M.STB in the current UIC as the symbol definition
file. CDA then generates a list file named CRASH.LST and spools it to
the default system line printer queue. CDA also copies the specified
amount of memory from the crash dump device to a binary file named
COPY.CDA. '

Example 2
$ ANALYZE/CRASH_DUMP/LIST:LPS:/PAGE__COUNT:5 DR5:/BL:100
(\ " This command creates a list file that is printed on LP5:.

CDA reads the crash input from DR5:, beginning at block 100, and
analyzes it according to the default symbol definition file. CDA then
prints the first five pages of its output listing on LP5:.

2-21
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$ ANALYZE/CRASH DUMP/LIST:TI:/SYMBOLS:[l,54] COPY.CDA

This command creates a list file that 1is displayed on TI: (the
terminal at which the command was issued).

CDA reéds
analyzes

the previously generated binary file named COPY.CDA,
it according to the file named RSX11M.STB in UFD (1,54], and

displays its output listings on TI:.




CHAPTER 3

ANALYSIS LISTINGS

The CDA output listings in this chapter 1illustrate CDA operation.
Each item of each listing is keyed to the brief explanatory text that
precedes it.

Dumps shown in offset mode use relative addresses. ‘They are offset
from  the beginning of the displayed data. They are neither physical
- nor virtual addresses of the data.

NOTE

These listings came from several different crash
dumps. Therefore, values that would usually correlate
across the various 1listings do not necessarily
correlate here. Those 1listings that extend across
several pages in an actual dump of a crashed system
are truncated here and reflect only a typical printout
format for them.

/ b

3.1 SYSTEM INFORMATION
The first six pages of a CDA output 1listing normally contain the
system information described in Sections 3.1.1 through 3.1.6. The
system information consists of the following:

® Volatile registers

(\ ® Kernel stack

® System common

e System common alphabetized dump

® Pool statistics

® Assign table
If Group-global Event Flag Blocks are in memory when the system
crashes, the listing described in Section 3.1.7 appears. If error log

packets are in memory at the g des d
in Section 3.1.8 appears.
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3.1.1 Volatile Registers

Figure 3-1 is a listing that reflects the state of the hardware
registers at the time of the crash. Refer to the appropriate PDP-11
processor handbook for detailed information on these registers. Each
item in the following list describes a correspondingly numbered item
in Figure 3-1.

Item Description

1. Contents of Processor Status Word (PSW) and kernel and
user stack pointers after crash

2. Program counter and PSW (that the system pushed onto the
kernel stack) Jjust prior to system crash (These values
are valid only if the system trapped.) ’

3. Contents of general registers
4. Contents of memory management registers
5. Contents of Page Address and Page Description Registers

(See Section 4.1.1 for information on how to interpret
this information.)

6. Contents of UNIBUS map registers (This field is
suppressed if the processor does not have a UNIBUS map.)

7. Contents of CPU error register that identifies the source
of the abort or trap that used the vector at location 4

8. Contents of memory system error register

9. Contents of cache control

Ll
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3.1.2 Kernel Stack
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Figure 3-2 shows the contents of
at $STACK.

VSSCTR and
location within this area.

ending

See

interpreting the contents of the

RSX={i{M CRASH DUMP ANALYZER

KERNEL STACK

KERNEL STACK:

200400
200420
000440
200460
200500
0008520
2008540
200560
000600
000620
200640
008660
000700
200720
200740

200000
neeade0
200000
Pe0200
deeoe0
2p0000
feQaa0
202200
123224
120204
114514
140672
130110
n3eait
106036

the kernel stack area
The kernel stack pointer points to a
information on

Section

4.1.2

kernel stack.

V4,2 {9=APRe=8S

000000 000000 000000 000200
000000 000000 000000 000200
000000 000000 00P20P Q0GQA0
900080 000000 00020 00000
000020 000000 000000 000202
000092 0@7P0P 000020 PAV20
200202 020207 000020 002N2Q
000220 P00000 123064 177613
116506 000020 122710 000014
123064 123064 A01446 120204
025160 00000P 023540 006066
130054 169020 136744 122026
130054 006066 105664 020000
220702 007736 121000 203326
000000 106004 120220 170000
Figure 3-2 Kernel Stack

for

15113

200000
2n9000
2pagan
200000
00a000
2000200
230000
120204
120344
161121
133362
Q00000
120644
120212

beginning at

220000
200000
Q@000
200000
poope0e
o000
200000
200251
123064
2086066
126570
137062
22402
025616

PAGE 2

gpoee0e
2p000Q0
0002000
000000
2cooo00
pooee
200ee0
2en251
001446
110160
oeoea0
160020
211762
1771177

i
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3.1.3 System Common

The listing in Figure 3-3 provides a selective interpretation of some
of the items in system common. Each item in the following describes
the corresponding numbered item in Figure 3-3. (Refer to the RSX-11M

Guide to Writing an I/0 Driver or the RSX-11M-PLUS Guide to Writing an

I/0 Driver for further information.)

Item Description
1. Time and date of crash, as set in the system
2. The task that was running at the time of the crash (If no

task was running, this field contains the null task.
This condition could develop if all the active tasks are
blocked at the time of the crash. For information on
determining which task or driver was mapped at the time
of the crash, see Section 4.1.1.)

3. The address of the Task Control Block (TCB) of the
current task

4. The contents of the 4-byte system ID indicating system
base level

5. The first address available for partitions (the last
address of the Executive plus 1)

6. The system size in 32-word blocks and in total words

7. System UIC

8. Stack depth count

9. Contents of the global event flag words

10. Name of the system for which dump is generated

11. Network UIC

12. Device from which the system was booted

13. Loglcal block number (LBN) of the beginning of the system
image

14. Size of system image file in blocks

15. The octal value of the system feature masks and the

meaning of each set bit

16. Octal dump of system common in offset mode in numerical
order by address
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R8Xe{{M CRASH DUMP ANALYZER V4,2 19=APR=85 15113 PAGE 3
SYSTEM COMMON

CRASH OCCURRED AT 99153151 21=MAY=81(1)

CURRENT TASK = LDR,,, TCB ADDRESS = 112059 (j
4
$SYSID = 30E $EXSIZ =115000 $SYSIZ = 16384,/512K $8YUIC = [2,54)

$STKOP ="0pp0oR0 SCOMEF1 «<33=48> Q0RAR2 <49=64> POAGAD
SYSTEM NAMJIL QUASAR SNTUIC = [10@2,54]
LOAD DEVICE = DBO LBN = 00124461 FILE SIZE = 496,
SYSTEM FEATURE MASK (FIRST WORD) = 833377 )
BIT SET ‘ MEANING

EXT 22=BIT EXTENDED MEMORY SUPPORT

MUP MULTI=USER PROTECTION SUPPORY

EXV 20K EXEC SUPPORTED

DRV LOADABLE DRIVER SUPPORT

PLA PLAS SUPPORT

CAL DYNAMIC CHECKPOINT SPACE ALLOCATION

PKT PREALLOCATION OF I/0 PACKETS

EXP EXTEND TASK DIRECTIVE SUPPORTED

OFF PARENT/OFFSPRING TASKING SUPPORTED

FOT FULL DUPLEX TERMINAL DRIVER

DYM DYNAMIC MEMORY ALLOCATION SUPPORTED

CEX COMMUNICATIONS EXEC IS LOADED

SYSTEM FEATURE MASK (SECOND WORD) ® 167400

BIT SET ' MEANING CD
DPR DIRECTIVE PARTITION SUPPORT .
IRR INSTALL, REQUEST, AND REMOVE TASK SUPPORT
GGF GROUP GLOBAL EVENT FLAG SUPPORT
RAS RECEIVE/SEND DATA PACKET SUPPORT
RBN ROUND ROBIN SCHEDULING SUPPORTED
SWP EXECUTIVE LEVEL DISK SWAPPING SUPPORTED
STP EVENT FLAG MASK IS IN THE TCB

SYSTEM FEATURE MASK (THIRD WORD) = 825215

BIT SET MEANING
CLI MULTIPLE CLI SUPPORT
EIS SYSTEM REQUIRES THE EXTENDED INSTRUCTION SET
CRA SYSTEM SPONTANEOUSLY CRASHED (13YES)
STM SYSTEM HAS SET SYSTEM TIME DIRECTIVE
AST SYSTEM HAS AS8T SUPPORT J

Figure 3-3 System Common
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SYSTEM COMMON DUMP

ADDR
207660

227700

2@7728

2a7740

207760

210000

LABEL

SHEADR
SCOMEF
$SYS1ID

STKNPT
SSHFPT
SCKCNTY
SCKCSR
$CkLDC
$SYUIC

SEXSIZ
$SPWRFL
$SIGFL
SLOGHD
$MCRCB
SLSTLK

SCRAVL

SACTHD
sDICSV
$TKTCB
sLBulIC
SABTIM
$RQGSCH
$STKDP

$DEVHD
SRNDCT
SSWPCT
SERRPT
SCFLPT

SINTCT
$FRKHD
$FMASK
SHFMSK

$PTTCB
$PRISZ

VALUE

200762
212316
2pn207
111720
174002
opQe00
20nR0Y
230063

B201@s
107134
1067024
177546
177546
oanoQQ
2e1054
soneaq

115000
200000
oepnoe
852254
104360
103640
200003
245074

2onran
{12082
2nP1051
112050
200454
07572
20pa00
00naRe

063460
00pe0s
2e0ale
eenpen
P46uuy
opneaw
826222
177777

apaoan
@inenn
833377
167400
925215
oeoanl
253514@
Pa3370
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ADDR

210020

210040

212060

210100

010120

2102140

V4,2

LABEL

SPOLST
$PRIHL
SPRILL
SPFRSZ
$POLBP
SPOLFL
SPOLLW
S$PARPT

SCLKHD
$COPT

SPARHD
SLDRPT
$TSKHD
$XCOM1L
$XCOM2
$GGEF

$GFTCB
$GEFPT
$SGEFDM
s$IDLCT
$IDLPT
$DYPMN

$BTMSK

SERHEA

SENTSQ
$ERRSQ
$SERFLA

Figure 3-3 (Cont.)

19=APR=8%

VALUE

200403
223100
vol13e
A0A31y
202r63
Apdene
A00144
017226

au4u1y
A37356
114734
1120850
112650
nateen
201746
eeaeon

210¢64
210064
200356
peeno0
103741
020035
220037
420237

217440
Q17440
A20040
200021
aoeune
aeenay
2pev1e
r00020

000040
000100
202290
2neuoe
201000
202000
20UneY
010000

aca¢ae
Q42200
{eaaen
argaoe
210146
neuRAt
PNEeno
20262y

System Common

15:13 PAGE 4

ADDR LABEL

010160

210200

P12ece2d
SERBAF

210249

2123269

SERFID

#1@30@ SPRMOD
$SYSIZ

VALUE

epoe0e
200000
200000
200000
200000
200000
200000
gvee0e

200009
ageeae
2e0o00
2900002
200000
ooowa0
dgeoee
oreeee

2peael
851423
230131
25547¢

“026061

256466
240502
2455023

250125
242456
851122
oaeeen
#eo000
eeca0Q
200000
00000

2po00en
a@de00
200000
200000
200000
200000
200000
000000

veQReo
340000
Aensga
124461
2u1104
202760
177777
200015

a
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3.1.4 System Common Alphabetized Dump

The listing in Figure 3-4 represents an alphabetical 1list of the
locations’' in system common that have a label associated with them.
The octal numbers represent the contents of those locations, not the
addresses of the labels. The following summary lists the labels and
their meanings. Note that some of these labels may not appear on your
listing, or that additional 1labels may appear, depending upon the
options you selected at system generation. :

SABTIM Absolute time counter

SACTHD Active task listhead

a

Checkpoint
SCKCNT Address of clock count register

SCKCSR Clock control status register (CSR)

$CKLDC  Clock load count

G
L

SCLICQ Command queue listhead

$CLKHD Clock queue listhead

SCOPT Pointer to Console Output (CO00:) Unit Control Block
(UCB)

- . - o .
.
L . L
. L 2

i

SCPTBL Pointer to Command Line Interpreter Parser Block (CPB)
Table
SCRAVL Free system pool listhead .




SCRSUN

SCTLST

$CXDBL
$DEVHD

$DICSV

ANALYSIS LISTINGS

Crash physical unit number

Start of the'Controller Table (CTB) list

Context switching disabled flag
Pointer to first Device Control Block (DCB)

Temporary storage for directive services

‘ SENTSQ
SERFLA
SERHEA
SERRPT

SERRSQ

po

SEXSIZ

$SFMASK

SGEFPT
$SGFTCB

SGGEF

Error log entry sequence number

Error Logger flag word

Error Log message queue listhead

Pointer to Error Logger Task Control Block

Universal error sequence number

= . -
Executive size

System feature mask

Group-global mask address pointer
Group-global user TCB pointer

Group-global event flags listhead

-

L

L)
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SHEADR Pointer to current task header

(/ ‘ SHFMSK Hardware system feature mask

SIDLCT Idle pattern count byte

$IDLFL Idle pattern flag in bytes
SIDLPT Idle pattern word

s

SINTCT Clock interrupt ticks count

SLBUIC Library UIC

SLDRPT Pointer to loader TCB

SLOGHD Logical device assignment 1isthe$d
SLSTLK Lock word; TCB address of owner
$MCRPT Pointer to MCR TCB

SMOULS Mount listhead

SMXEXT Last address in system common

. -
SNTUIC Network UIC

SPARHD Pointer to partition list

SPFRSZ Minimum size of largest fragment in pool

$SPKAVL Pointer to first preallocated I/O packet
SPKMAX Maximum number of preallocated I/O packets

$PKNUM Number of preallocated I/0 packets currently in list

$POLBP Minimum priority for nonprivileged task to execute at
low pool :

L]
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$POLFL Executive pool usage’ control flags

. =

|

SPRIHL Upper limit for pool monitoring
$PRILL Lower limit for pool monitoring
$PRISZ Minimum size of largest pool fragment
$PRMOD Processor model number

o

.

S$SPTTCB TCB address of pool recovery task

SPWRFL Power-fail recovery request flag
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Pointer to Task Termination Notification Program (TKTN)

Number of clock ticks to next swapping
Task Control Block

Pointer to Shuffler Task Control Block
Task waiting for significant event
d
Clock ticks for each swapping
System User Ident
Ticks per second
Pointer to System Task D

Stack depth
Tick of second

Size o

| &
L - . i
. . .
. . -

.

SSHFCT
SSHFPT
SSHFTM
SSIGFL
SSTKDP
SSWPC

SSWPCT
$SYSIZ
$SYUIC
STKNPT
STKPS

STSKHD
STTNS

ST
o0 . tn
B B . A
b ma e o e
. .
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SYSTEM COMMON ALPHABETIZED DUMP

SABTIM
$ACTHD
SAVRHD
SCFLPT
SCKCNT
$CKCSR
$CKLDC
scLIC@
$CLKHD
$COPT
SCPTBL
SCRAVL
SCURPR
$CXDBL
$DEVHD
$DICSV
SDPM
SENTSQ
SERBAF
SERFID
SERFLA
SERHEA

SERLOF

907572
11205@
200000
Pu6L4Y
177546
177546
Pepa00
PoN200
puuyYLY
237356
010472
845274

370

2@
063460
aa1251
260040
ABO0a1

223
200000

o000
@%00Q0

200

$ERRPT
$ERRSQ
SEXS1Z
SFMASK
$FRKHD
$GEFDM
$GEFPT
$GFTCB
$SGGEF

SHEADR
SHFMSK
SIDLCT
SIDLFL
$IDLPT
SINTCT
sLBUIC
SLORPT
$LOGHD
SLSTLK
$MCRCB
SMCRPT
$MOULS

SMXEXT

ANALYSIS LISTINGS

V4,2

eepoen
ogaane
115290
833377
200000
#2@356
210064
210064
20n000
111700
220003

200

200
123741
177777
200454
112059
252254
103640
124360
112160
Q46614

177777

19«APR=85

sNETPF
SNTUIC
$SPARHD
SPARPT
$SPFKSZ
SPKAVL
SPKMAX
SPKNUM
$POLBP
$POLFL
$POLLwW
$POLST
SPRIHL
SPRILL
SPRISZ
$PRMOD
$PTTCB
SPWRFL
SRNDCT
$RASCH
$SHFPT
$SIGFL

$STKDP

020000
041054
114734
217226
L KRN
n72230

217

212
200063
gap2oa@
¥002144
P20403
aR3100
20113¢
203371
peeooe
253512
200000
200905
Q0e0en
106704
gaoano

200000

15813 PAGE 6

SSWPCT
$SYSIZ
$SYSNM
$SYUIC
STEMPO
STEMP1
$TEMP2
STEMPY
STKNPT
STKPS

$TKTCB
$TSKHD
$STTNS

$UMRHD
SUMRPT
SUMRWT
SWTCSR
SWTDUM
$XCOMY
$xcome

Figure 3-4 System Common Alphabetized Dump

200036
240000
252521
201854
110160
064112
213356
200000
107134
opoeRTY
112050
112059
200066
052642
170200
e@aoee
217226
017226
201600
281746
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3.1.5 Pool Statistics

The listing in Figure 3-5 contains information concerning ‘the system
pool. CDA derives 1Items 2, 3, and 4 by scanning the free block
pointers of the ' pool. The minimum block size (that is, pool
granularity) in Item 5 comes from the contents of $CRAVL-2. Each item
in the following list describes a correspondingly numbered item in
Figure 3-5. -

Item Description
1. Pool size in decimal bytes
2. The largest fragment of pool space
3. Total number of free bytes in pool
4. Number of fragments not allocated
5. Smallest possible block (This is the minimum number of

bytes which may be requested at a time. The minimum
block size is always four bytes.)

6. Bit map in octal
Each bit in the bit map represents one 4-byte block. If the bit is
set, the block is free. The first block in the pool is bit 0 of the
first octal word in the bit map. The bits are numbered as follows:
Bit Number 15 14 13 12 11 10 9 8 76 54 3 210
Binary 0 0 1 1 1 01 111 111 000
Octal 0 3 5 7 7 0

Any bits left over in the last word of the bit map are cleared.
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R8Xe1iM CRASH DUMP ANALYZER V4,2 19=APR=85
POOL STATISTICS

POOL SIZE (BYTES) = 16532, (D)

LARGEST FREE BLOCK (BYTES) = 12416,(2)

TOTAL FREE BYTES = 12676,(3)

NUMBER OF FRAGMENTS = 1¢,(2)

MINIMUM BLOCK SIZE (BYTES) = 4,(5)

POOL BITMAP (CONSTRUCTED FROM LINKED POOL, BLOCK FREE

000000 100434 QUEQ0Q 027007 0P004E 140000
20000y 0Q00A0 ©000P2 Q00002 000004 0RO
176000 177777 77777 617777 Q00000 000000
L7777 ATT7TT O ATTTTTOOATTIVYTOOATIINT 111717
177777 AT7777 ATTTIITOATTINYOATNINT OQTITMNY
177777 ATTITTOATTTIITOATITTYOATTIITT O OATTINY
L7777 ATT7TTOATTIVIVTATTNITOATTIITT LTI
LY7777  47TTIT LTIV OATTIIT LTI OANTIINT
77777 ATTTITOATIVVTOATTNINYOOAMTIVNT AT
177777 AT777T ATTTIVTOATTVNTOATNITT OANIIMY
177777 ATTTITOATTTITYOATTINT O OATTIITT ANV
177777 ATTITITOATTVNTATTNIT ATV OATTINY
77777 ATTTTTOATTVNTOATTINTTOANNINT AT
177777 77777 ATTTNTOATTIITOATTTITOATIINT
177777 ATT7ITOATTTVITOATTIVTOATTITIT OANIINY
77777 477777 ATTTTITOOATNTTOANTIITIY AN
177777 477777 OATTIITOATTINYOAMIINT AT
177777 ATTTTTOATTIVYOATTVNTANTIVINT OATTINT
177777 ATTTTTOATITVYOATTINTOOANTITVY OATIINY
177777 477777 ATV OATVTNTOATIVINT AT
177777 AT7777 Q77T OATTIITOOATTTINTOATIINY
177777 A77777  ATTTITITOATTIVTOATTIITIT AT
177777 ATTTITOATTIVIY O ATTVNTOATIINT OATIINY
77777 ATTIVTOATTITITOATTNTTOATTITINT AT
{77777 AT777T ATTTITY O OATTINTOATTINT ATV
177777 477777 ATTITITOATTVTITOATTIIY OWITINT
177777 AT7TTTOATTITIITOATTINTOANVIIT OANINNY
gUQeu37 000000 0VRNORY 000N ©0020Q0 00000

P0AC0Q 2490000 Q2AV0Q@ Q00NN 00Q0C0 Q20000 .

PYP0RPY 00000Q@ 000A00 0OVQP0Q QQPPVED 0Q000QQ
20QVUY 0PORAV Q0MARPY 000PPR2 00Q0RQ QrooepR
PURUEGY (20V02 Q0000R 0Q0V0? QAPPPP 000000
0900000 - N0R00Q 8000V

Figure 3-5 Pool Statistics

10158

IF BIT

f02001
oooeee
177740
1717717
177777
177777
177777
177777
177777
177777

A mm

177777
177777
177777
1717717
177777
177777
177777
177777
177777
177717
177777
1777717
1777177
177777
1777117
177777
ooe000
oooo00
poeoee
pepa00
ooooee

SET)1

e00000
000000
177717
177777
177777
177717
177717
177777
1777717
177777
177777
177777
177777
177777
177777
1777717
171771717
177777
177777
117
1777717
177777
177777
177777
177777
177171717
177777
pooooe
Po0008
Q00000
eodee00
oeoee0
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3.1.6 Assign Table

Figure 3-6 is a listing of the logical device assignment table.

RSX=11M=PLUS CRASH DUMP ANALYZER V3.0 16=APR=85 09315
ASSIGN TABLE
System Logicals:

SY = DRS:
Blocks: 1 Status: (Final)

EDTINI = SYSSLOGIN:EDTINI
Blocks 1

User Logicals:

Terminal: TTS:
SYSSLOGIN = DR5:([(COVERT)

Blocks: 2 Status: (Final, Privileged)
Terminals TT24:

IN = DRS:

Block: 1 Status? (Final)

SYSSLOGIN = DRS5:(007,325)
Blocks: 2 Statusy (Final, Privileged)

Terminals TT75:
HOME = DR5:1[7,40]
Blocks 1

DEFCOR = DB3:([61,40]
Block?: 1

DUMPS = LB:[4,54]
Blocks 1

SYSSLOGIN = DRS5:(7,40]
Block: 2 Status: (Final, Privileged)

Figure 3-6 Logical Assignment Table

The Assign Table 1lists 1logical assignment table entries in two
categories: system logicals and user logicals. The system logicals
listing shows the logical name, the equivalence name, the number of
blocks, and the status of an assignment. The user logicals listing
also shows the terminal from which an assignment was made.




ANALYSIS LISTINGS

3.1.7 Group-Global Event Flags

Figure 3-7 shows a group-global event flag dump. If there are no
group-global event flags, this dump does not appear.

Item Description
1. Group number
2. Access count
3. Group-global Event Flag Block dump

(The last two words are the group-global event flags.)

RSXey{MePLUS CRASH CUMP ANALYZER V4,2 19«APR=8T5 10117 PAGE 18
GROUP GLOBAL EVENT FLAGS

GROUP NUMBER =1 ACCESS COUNT =177476
GGEF  DUNMP} @

000020R - AS666b ydLddal 177476 Q0A01S 0Qpe00QR

GROUP NUMBER =7 ACCESS COUNT =Q26332
GGEF DuUMP:

Parven V2euUdn  weeenT DBr6332 222014 VBYIAL

Figure 3-7 Group-global Event Flags
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3.1.8 Error Log Packets

The listing shown in Figure 3-8 contains error 1logging information
that resided in memory at the time of the crash. This page does not
appear if no error log packets were in memory at the time of the
crash. - This data is not written to the Error Log file on disk.

Item Description
1. Address of error log buffer
2, Error log packet entry type code
3. Error log packet entry type subcode
4. Time the packet was logged
5. Dump of error log packet in octal
RSXe1{M CRASH DUMP ANALYZER V4,2 19«APR=85 13:58 PAGE 8

ERROR LOG BUFFERS

BUFFER ADDRESS = 272304 ENTRY TYPE CODE = 240022 ENTRY TYPE SUBCODE = 220001
TIM 7=JuL=8 @T3u6s

E s uL-81 146111 ®
20p000 QUREAY  PUE210 AEAV34  NAARSS AEM4A]  P3N463 020047 AR34AY

n0pe20 A0@U25 a¢ad13  ppe4r2 @Ar3521 n23UBT7  AAS4Se  @A0106 PABABL
.eoeaua @2ande  nde504 MABEANL  ACeAP1  A00CAR 47115 @52105 031526

20@060 Q41117 pdpi12 (020030 NEAARA QVRALAd MONEN1 N64T766 00000
eoeipo 211532 Queoan A@eUAR  @PRV3  @US662 131574 Q0424 BUTSAS ()
goa12¥ gdedea. aui1a0a  QANQU3  @EAA1T  @AR4RIR 177000 ANEE0A 0R0856
oee149 101222 172741 44702 p0@U24 024301 10301 G0eQR07 QPRRA0
203160 PAN253 177777 233065 022000 Qe4R66 0ARARS P1R341  1pooRe
oen2ee 141721 @Au@AA01  @2NAAB1  1PS262 03011}

Figure 3-8 Error Log Packets
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3.2 OPTIONAL INFORMATION

CDA gives you additional information when you use the analysis
switches described in Chapter 2. Figures 3-10 through 3-24 illustrate
the output that CDA provides when you use these switches.

3.2.1 Active Tasks

The listing shown in Figure 3-10 contains active task information.
The Receive Queue, AST Queue, Receive-by-Reference Queue, and
Offspring Control Block sections of this example appear only if the
task has them; otherwise, they are suppressed. Section 3.2.2
describes the additional information in the active task 1listing when
the active task is MCR. :

- Item Description
l.b Task name
2. Address of Task Control Block (TCB) for the task
3. Name of the partition in which the task runs
4. Address of Partition Control Block (PCB)
5. Base address for the partitibn in which the task runs
6. Device that contains task image
7. Beginning logical block number (LBN) of the task on the
devicg
8. Ruhning priority
9.  Number of outstanding QIO requests
10. Current UIC (either the login UIC or the UIC  specified
with a SET command) ' ' .
11. Physical name of tagk's pseudo device
12. Maximum size of task image in 32 (decimal)-word blocks
13. State of local event flags for task
14. First status word (blocking bits), using the following

three-letter codes:

-EXE

Task not executing

RDN - I/0 rundown in progress

CIP - Task blocked for checkpoint in progress

MSG - Abort message being output

CKR - Task has checkpoint request (RSX-11M-PLUS only)
BLC - Increment blocking count

STP - Task stopped by CLI command
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~Item Description
15.  Second status word (state Dbits), wusing the following
th:ee—letter codes:

AST - Asynchronous system trap (AST) in progress
SIO - Task stopped for buffered I/0
DST - AST recognition disabled
AFF - Task installed with affinity

-CHK - Task not checkpointable
SEF - Stopped for event flag

' REX - Exit AST specified
HLT - Task being halted
ABO - Task marked for abort
STP - Task stopped
SPN - Task suspended

WFR - Task in wait-for state

l6. Third status word (attribute bltS), using the following
three-letter codes:

ACP - Task is an Ancillary Control Processor (ACP)
PMD - Task not dumped on synchronous abort
CMD - Task is executing a CLI command
REM - Remove task on exit
PRV - Task is privileged
MCR - Task requested as an external MCR function
SLV - Task is a slave task
CLI - Task is a command line interpreter
RST - Task is restricted
NSD - Task does not allow send data

CAL - Task has checkpoint space in task imaée
ROV - Task has resident overlays

NET - Network protocol level
GFL - Group-global event flags are locked
SWS - Reserved for Software Services

MPC - Mapping change with outstanding I/O
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Item Description
17. Fourth status word, using the following three-letter
codes:
MUT - Task is a multiuser task
LDD - Task load device is dismounted
PRO - TCB is a prototype
PRV - Task was privileged but has cleared TB.PRV with
the GIN directive
SNC - Task uses common synchronization
18. , Octal dump of TCB in offset mode

RECEIVE QUEUE (i

f the task has one)

19. Starting address of receive block
20. Name of task
21. Octal dump of receive block in offset mode

OFFSPRING CONTROL BLOCK (OCB) LIST (if the task has one)

22. Exit event flag number of offspring task
23. Name of parent task
24. Octal dump of offspring control block in offset mode

ASYNCHRONOUS SYS

If a task has an
has a Receive

Receive Queue on
Receive Queue,

information (the
Queue) .

An item appearin
e Unsolici

e Floating

TEM TRAP (AST) QUEUE (if the task has one)

AST Queue, CDA lists its contents. If the task also
Queue, the AST Queue appears immediately after the
the output listing. If the task does not have a
the AST Queue is listed after the fourth status word
example in Figure 3-10 does not include an AST

g in the AST queue may be one of the following:
ted AST

point AST

® Receive data AST

® Receive-

@ Parity e

by-reference AST

rror AST

® Requested exit AST

® Power fa

il

e CLI command arrival AST

e Buffered

I/0 AST

3-23
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@ Offspring task AST
® Segmented buffered I/0 completion AST
e Task force trace bit trap AST
® Delayed I/O completion AST
® Group-global rundown AST
e I/0 request packet
- Address of AST block
- A 2-byte indicator (The high-order byte is an offset into
the header of the AST control block; the low-order byte is
the length of the AST control block in bytes.)
NOTE
If the low-order byte is negative, the block is not
an AST block, but an I/0 request packet internal to
the system. If the low-order byte is 0, the block
is an unsolicited character AST.
- Number of bytes allocated on task stack
- Entry point of AST routine
- Number of AST parameters
- Octal dump of the AST block in offset mode (On RSX-11M-PLUS
systems, two additional negative offset words appear in the
dump.)
RECEIVE-BY-REFERENCE QUEUE (if the task has one)
If a task has a Receive-by-Reference Queue, CDA lists 1its contents.
If the task also has an Offspring Control Block 1list, the
Receive-by-Reference Queue appears immediately before the OCB list on
the output 1listing. If the task does not have an OCB list, the
Receive-by-Reference Queue is the 1last 1list on the Active Tasks
listing (the example in Figure 3-10 does not include a
Receive-by-Reference Queue).

~ . Address of Receive-by-Reference Queue Block

- Address of the Task Control Block (TCB) for the task that
initiated the Send by Reference

- Contents of event flag mask

- Address of event flag mask

- Pointer to created attachm