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Two Levels ot Server Management
BTO software and Infrastructure software - unique from HP

Business outcomes

Business Technology Optimization Software
Bridging the gap between IT and the lines of business

Infrastructure Software

Continuously optimizing HP infrastructure

HP servers and storage

Modular, pooled IT assets integrated with infrastructure software
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HP Software Solutions across BTO and
Infrastructure Software

Business outcomes

App availability and Automated change Helpdesk+ IT process
performance and compliance transformation

Business Service Management Business Service Automation IT Service Management

Server/Storage discovery, alerting and support
Systems Insight Manager, Service Essentials

Server optimization Storage resource management
Insight Control, Insight Dynamics VSE Storage Essentials

HP servers and storage
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I Agendo

Insight Software
HP Server Automation
Examples

Solving a CPU Performance Problem
Solving a Cooling Problem

Server Consolidation
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HP Insight Software

Managing the Infrastructure

*Logical servers
* Realtime capacity planning,
*Seamless physical & virtual mgmt

v
: - *Integrity virtual

HP Insight HP Operating gy
*OS deployment : : machine mgm
* Migration Dynamics - VSE Environments *realtime capacity
*Perf mgmt - including planning
*Remote mgmt : AEINSEY | ©workload mgmt
*Power mgmt HP Insight Environment * utility computing

Control Suite
HP Systems Insight Manager

... with Services Essentials

V-

*Discover, monitor, alert
* Remote support
*Common Ul

]
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HP Insight Control:
Time Smart Management

Total control

Monitor with HP Systems Insight Manager
(HP SIM)

Control with HP Integrated Lights Out 2

(iLO 2) G

Protect with HP Vulnerability and Patch
Management (VPM)

Iegrute Deplo
Maximum flexibility coNr

Deploy with HP Remote Deployment Pack
(RDP) 5

Optimize with HP Performance
Management Pack (PMPz,

Insight Power Manager (IPM)

and Virtual Machine Manager (VMM)

Integrate with Microsoft System Center

Insight Control Environment
Integrated installation and licensing bundle (éﬁ]
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HP Insight Dynamics - VSE

Continuously analyze and optimize your infrastructure

Bring the flexibili’rK of

virtualization to physical servers

Realtime capacity planning
for servers and power

Control physical and virtual
resources in the same way

Building on the value of
HP Systems Insight Manager,
Insight Control and
Virtual Server Environment

Addressing key data center issues:
cost, speed, quality and energy :
(D]
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8 HP Insight Dynamics - VSE: In action

= logical server: A server profile that is easily created and
freely moved across physical and virtual machines
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Key Features of Server Automation

Deep automation for each lifecycle stage and fully integrated process management

Process Automation

production process
End-to-end worklflow Drag-n-Drop Flexible I RS I
provisioning Workflow Builder, Seaiian Audit Trails & incident/problem
workflow OOB integrations Modes Reports process workflow

Server Lifecycle Automation

Change &
Configure

Upgrade &
Provision IT

Systems

Baseline Compliance

¢ Servers Configuration Policy based audits Software

NS oftware management Remediation distribution

Applications (full Patch Management « Actionable search * Bare Metal

stack OS to app) (OS, software) provisioning

Agent Deployment Virtual machine Aol s » Software
config. Mgmt Cross-tier deployment

Cross-tier discovery compliance views

of networks, Global remote  Virtual machine
storage and access Subscription service provisioning
application for up-to-date

dependencies SR compliance audits

» Application
configuration

Automation Platform

Scalable Global Deployment Architecture Secure Extensible

]
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Business Service Automation

Meonitoring

events &
alerts

Operations Crchestration

Live Network

Client MNetwork
Automation Automatior

Service Avutomati¥n Visvalizer

SC ma EE
UL ese E/E

Service Avtomation Reporter

June 2008

Universal CMDB




HP Insight Software + Server Automation —
manageability for the entire server stack

HP Server Automation

Optimized for software
management

. . 4 Heterogeneous
Business Application <

Policy-based

Global, multi-site views

Middleware

Full software stack
deployment and

Focused on HP gear Patches
management

Single site views

Configuration management

ating Systems
KVM remote mgmt _
Tracking software

configuration changes

Power Management Machine

Real time capacity planning Physical
ysica er

Continuous monitoring and
alerting at the hardware
level

Firmware

BIOS

HP Insight Software
Optimized for HP servers (éﬁ]a
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Example 1: Solving a
CPU performance
problem




I Example: CPU Pertormance Alert

One of my Oracle Servers
f]usmg muT more CPU
than itusually d
causing service Jevels fo

degrade.
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Example: CPU Pertormance Alert
Step 1: Monitor with HP Systems Insight Manager

HP SIM is configured to send a pager alert when certain events, like crossing a
CPU performance threshold, happen. | Just received a CPU alert from my
Oracle server.

[ HP Systems Insight Manager

System Status =] _ Tools » Deploy ~ Configure ~ Diagnose ~  Optimize ~ Reports »  Tasks &Logs »  Options ~
Legend... Customize...
s o e Al Servers
Lﬂa‘ted: Wied, 121 2/2007, 10:28 AM CST ;
8V 10 —
22 35 B1 28 Unclesred Event Status =
0 4 4 18 HealthStatus Yieer as Itable vl Cugtomize. ..
Search = Summa: 9 0 Critical W 3 Mjor 2 Minor @ 4 Mormal D 2 Dizabled @ 0 Unknowen Tatal: 11
| == | |HS | MP | PF | VM | VPM | SW | ES | System Hame System Type | System Address | Product Hame
C W3O & @ ¥ @O € bmaster Server 192.168.1.1 ProLiant DL3E0 G4 microzoft Windows Sery,
Acpeanced Search. ..
O EH & @ ] (1) C-Class_1D-FROMNT Server ProLiant BL460C G1
Systemn and Event Collections in Encl. C-Clas=s
e : O EH & @ @ D C-Clags SFRONT Server ProLiant BL4ESC 1
- = S in Encl. C-Clas=s
System Overview N W 9 @ 8 © @ O escseverd Server 1921681 4 ProLiant BL4G0C G Linux - Yhiware ESX Ser.
2 all Systems in Encl. C-Class
A Al Everts 0O & & @ @ © @ O coxserver2 Server 19216815 ProLiant BL460C 1 Linu - Whtaeare ESX Ser.
in Encl. C-Clags
g Hems = N @ O e © 8 GO @ rdpserver Server 192.168.1.30 Whivware Virtual Platfor ... Microsoft Windows NT 5.
wi Private Hasted by bimaster
W Shared I @ @ D a &y @ tuxdemod in Encl. C-Class  Server 19216817 ProLiant BLESSC 1 Linux - Red Hat Enterp...
¥ Ee"‘s by Type r o e e & (D (D usmE3E0Emy Server 1921681103 PraLiant BL460G G1 Linuse - Red Hat Enterp...
< All Systems in Encl. C-Class
‘“' Sprunrs T oA @ T @ 9 O W vituslserer Server 1921681 2 ProLiart BL4a0G G1 Misrosoft Windows Sarv.
o All VSE Resources in Encl. C-Class
o HP Bladesystem o000 @ @ @ wmwais: Server 192168116 irtual Machin Micrasamt(R) Windows(R,
Storage Systems Hosted by virtualzerver
+
s Al Backs windemnd Server 1921681108 ProLiart DL360 Microsott Windaws 2000,
All Enci
nclosures
All Clients 4] I
'"“ Hetworking Devices Save A Collettion.. Delete m
il All Printers : :
All Management Processt Ly
Virtual Machine Hosts
Virtual Machines .
15 E Ed Al Demo Welms __lll
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Example: CPU Pertormance Alert
Step 2: Use Performance Management Pack to verity

| launch PMP from HP SIM to see what's happening. Looks like this is an
ongoing problem. Better take action.

[ Performance Management Pack « //7'/—’__———— Ek@_

Online Analysis

Server Hame: bimaster ProLiant DL360 G4

Microsoft Windows Server 2003, Erterprize Edition Service

Server IP: 192 16511 -

Sample Rate: 20 = Graph Lo
Samples for Status: 3

[ Loy [V slert Set Threshald . Analysis Explanation

Server Configuration @ At least one component cannot be completely monitored. A1l completely monitored components are operating normally .

Last Updated : Dec 12, 2007 T:42:45 AW

=

Om 100 100

& Processors a0 4 \‘_'_/\._/\WJ\_‘ + 4an

(¥ Mmooy 80 + &0

0 E Hetwork Connections 70+ \ + 70

v Storage BD + ] T B0

&) [ Host Buses a0+ T30
4 4 {40
a0 4 . Lo
0+ / T20
10 4 j . {10
(IR, S, e . RS, - e T, R £

72 Average Processor Ltilizetion®: -

b Avaiable MBytes - 0.0 1495 1433 1435 1500

5 Page FautsiSes - a 450 402 153 B03

F Metwork MBytesiSec 100 0.0071 0.0096 00071 o014

5 Storage MByles/Sec - 1 0.293 01557 00737 0.293

5 Host Bus MBytesiSeo i ' 1 030M 01653 n0a14 0300
View

]
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Example: CPU Pertormance Alert
Step 3: Check compliance with HP Server Automation
Looking at HP Server Automation’s compliance dashboard, | notice that this server is out of

compliance. After checking with the database administrator that the correct policies are
configured, | press “Remediate” to correct the configuration.

{2’ Opsware Server Automation System D " = | Ol x|
File Edit Miew Tools Actions Window Help
IServer LI View: |@' Compliance LI }-J IName ﬂ I
sime - oftvare P Config alc Licli =4
M Soft App Confi Patch At 2=
|Saved Searches .. =] Bf| blaces2 e e . » =
| i
Advanced Search | competives ® ® o o
E]“ cupLz0 X [ @ x
Devices E‘“ cupLx0E ™ e o ™
- ; B} cupwinso @ @ a e
- Device Groups B wa00mp00 zko b com & X - *®
_Ei” Al Managed Servers E‘” walnp10.zko hip.com o @ L]
—E“ Unprovisioned Servers EH wallvmid [ [ ] L]
—Eﬂ Unmanaged Servers wallvmi2 L] L] - L]
P virtual Servers @” wallvmi3 o o o @
E‘H vallsy ] e - L
=
E\‘ va00np00.zko.hp.com 9
Status  Policy Type Compliance Summary Actions
@  Sottware Comaliant Details I Scan how I Remediste... I
— (%)  app Config 1 failures Detals | Scanmow | Remediate. |
— Patch Mot Applicable
feports (%) Audt 1 tailures Detals | Rundudi. | Show Resuts |
Jobs and Sessions
- &
Opsware Administration (éﬁ]
17 ] 1 item selected advancedUszer | Thu Mow 01 2119 2007 ElcUJCT




I Example: CPU Pertormance Alert

Step 4: Vern‘y problem is solved with PMP

Running Performance Management Pack again, | can see that the CPU usage has returned
to normal.

]
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Example 2: Solving a
cooling problem




Example: Cooling Problem

Several blades in an enclosure
mclucmﬁ one running a critical
Oracle RAC applicafion, are
running too hot.

Untjl | can troubleshoot the
problem, | need to qU|cL|)<|y bring

own the |o.11o| on that blade so
the CPUs will run gt a lower speed
and generate less heat.

F ¢
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Example: Cooling Problem
Step 1: View HP SIM BladeSystem view

Upon receiving pager alerts from HP SIM regarding the temperature on several
blade servers, | look at the BladeSystem view to see if | can spot the problem.

[22) HP Systems Insight Manager

Tools + Deploy > Configure ~ Diagnose » Reporis + Tasks &logs~ Options~ Help» Debug~

¢7000-Enclosure1 (Server Enclosure) Maximize

end... Customize...

clated: Wed, 202002008, 4:25 PM IST

e sitenie) | ICEIN o
emis Guick Launch...
0 1 1 Uncleared Evert Status E
i

Wiewy 8 |pldure 'I c7000-Enclosurel

vanced Search.. Tonl Search.. System Status

" ™ a)l Blades
stem and Event Collections & l- All Interconnect Switches
21l Systems TO00-Enclosuret [Printable Enclosure Detsils]
All Events USET355AH
B systems -] [T osusErassying
O
All Systems Onboard 15.154.109.180
All Servers ekl Etatoy
All VSE Resources
Storage Systems Mon Redundant
All Racks

Fan Redundancy Redundant

Enclosure Ambient
Temperature

1

E anEnclosures
cTo00-Enclosured

Encl_092UH7 36061
Encl_D9USET 447294

All Clients

All Hetworking Devices

All Printers

All Management Processa

All Virtual Connect Domair

Systems by Status

Vo oeno

38] 43]

000 Mormal  SA22BOEHLUXOTS  #12138:821  e25i2200 |

Systems by Operating Syste I 2 0m Mormsl  SAZZBOEHLUKOTZ 412138821 orz2s0 [ |
Clusters by Type - | g 0.00 Mormal  5A22BOEHLUX1ZU 412138821  aoyze0 [ |
g:éif.:i:ﬁf.:f | 4 000 Mormal  SA2BOEHLLMIZT 12138821 e2ss220 | (é]’
B Events | 5 0o Mormsl  SA2ZBOEHLUXOSW  412138-B21  orz2s0 [ | ﬁ
21 Ju E Private _H | & 00 Mormal  SA20BOEHLUMDSR 412133821 o280 [
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Example: Overheating Blades

Step 2: Use Virtual Connect Enterprise Manager to create a second

Oracle instance

Until | can solve the
problem, | want
to use a spare
blade in a
different
enclosure to add
another server to

the Oracle RAC

cluster.

This should lower
the average CPU
usage per server
and help the
cooling problem
in the overheated
enclosure.

VCEM lets me use
a server profile to
quickly bring up
the additional
server.
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HP Systems Insight Manager

System Status =

Legend...

Updated: Mon, 12102007, 4:46 PM CST
X

3 5 2 35 Uncleared Event Status

| E

Advanced Search...

System and Event Collections
= Customize...

System Overview

Al Al Systems
Al All Events

- | Systems
& shared
- | Systems by Type
All Systems
All Servers
HP BladeSystem
All Racks
All Enclosures
B an Networking Devices
All Management Process
All Virtual Connect Domai
B Events
& private
= shared B
Events by Severity
Login Events
< |

|

|

|w

User: Administrator | Home | Sign Out

Tools = Deploy +  Configure +  Tasks & Logs ~  Options Help ~

“USPmE- \firtual Connect Enterprise Manager (VCEM)

Manage muttiple Wirtual Connect Domains

oLl Administration
2 L] ;’f.‘t_clnﬂgurea peol of MAC addresses.
__‘.\ L] sl':"clnﬂgurea peol of World Wide Hames.

= View all jobs.
= View running jobs.
= View completed jobs.

Domain Management

= anage VC Demain Groups.
= anage VC Demains.

= Define a WC Domain Group.
= View all bays.

Profile Management

= anage profiles.
= Define a profile.

£
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Example: Cooling Problem

Step 3: Use HP Server Automation to verify operating system and

applications on new blade.

profile is confi

N-bas oo’r partition th

The server b§

s s’rem an

|cohon

ot

ured to boot the server from a pre-existing
contains an image of the e3|reo| operatin

Need to verity with HP SA that this i |moge s il

compllance ore | add ’rhe new system to the cluster.

E;Dpswa re Server Automation System B N

File Edit Wew Tools Actions ‘Window Help

=lol x|

n

\| All Managed Servers

IServer LI Wiew: |@' Compliance LI ,"ZJ IName j I
I Marne | Softyare | App Config I Patch | A kit I Tt
|Sa\-'ed Searches ... ﬂ @” blacies2 L] @ L -] ;I
Advanced Search E}” competitived ] @ ] (2]
E]H cupLx » o L x
Devices Ef| cupuxos e Y L 'y
e B cupwinsn ] L] a L
P Device Groups @H wa00np00 zka hp.com L] X s o
—EE“ Al Mananed Servers E‘” wallng 0.zka hip.com e 8 R 8
—E-;| Unprovisioned Servers EH wal0vmD1 e @ Z o
—|€$'| Unimanaged Servers wal0vmiz L] @ A ]
P Virtual Servers E}” valyvmi3 ™ o g @
E}” vallay ] a ¥ [ ]
=

Status  Policy Type Compliance Summary Actions
@ Ssoftware Cormpliart Details | Scantow |  Remediste.. |

— (%) App Canfig 1 failures Detals |  Scanbow | Remedite.. |

— E Patch Mat Spplicakle

SEporis (30 At 1 failures Detals |  Runaudit. | ShowResuts |
Jobs and Sessions

Opsware Administration

23

1 tem selected acdvancedUser | Thu Mow 01 21:19 2007 EtefJCT
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Example: Cooling Problem
Step 4: Figure out root cause

l\lov\(1 that | know the Oracle RAC Q%Fljca’rion is running OK, | can figure out
what is causing the overtemp condition.

| look at the server |ogﬁ and verify the temperature rﬁcords for the computer
room. | can't see v at could be causing the problem, so | go into the
computer room and look.

Someone has left some boxes blocking the crirﬂoFN intake vents for the
encjgsure. Moving the boxes lets the cool air tlow again and solves the
problem.

SJJpoI=

]
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Example 3: Server
Consolidation




Example: Server Consolidation

il =5__‘-"-:=q_ -

(

=

é!,r B
l:i

'r-..l' N -
' P — _—-—-—: 'Hl
m.__--_-——.:'g -I ¥
. ¥ ]
| m— J g I I

==

—

0 g—I3 5 -

My company has decided to
Consolidate 00 p?wysic |
servers onto V|rfrlrcﬂ)| machines.
Apﬁ ications will be brought up
Ip the latest revision at thé same
ime.

| need to develop a plan for
distribr’ring the \FMS IEc)Jcross the
new bladé servers.

| want to - = the moves as
much as |

)

A,
L7

(i

TR L
2
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Example: Server Consolidation

Step 1: Use HP Server Automation to determine which applications are
currently running on which servers.

%7 software Policy: TBH Storefront Application*® 1=l
File Edit Wiew Actions Help

) Properties b= 4§ BEE E
2y Policy Items | Name | Location |
‘@:] Clustorn LT 1. []-';'?JV Apache Tomeat 6.0.14 Application Server and Config JeCommercefCommon) Tomcat
- :;::;Lsage 2o []—‘?‘T Microsaft | Met Framewaork 2.0 JeCommerce/Cammonydothet
=l 3 —bj TEH Application Code feCommercef TEH/Storefront/Application
'| S:rj::l;.::; Usage 4, —L:'j web,config JeCommercef TEH/Storefront/Application
5. [—]—ﬁ:!;a A5P.Met 2.0 Runtime 115 Filker JeCommerce/Commonydothet
Iél-*f/ LM feCommercefCammonfdotMet /ASP . Met 2.0 Runtime IIS Filker
Iél—f—/ WISHC feCommercel/CommanfdatMet/ASP . Mek 2,0 Runtime IS Filker
Iél—":, Filters feCommercefCommonydotMet/ASP Met 2.0 Runtime II5 Filter
: 0 Runkime 15
6 []—Egj TBH IIS Configuration JeCommercef TEH/Storefront/Application
7 I:I—@i TBH Reqgistry Keys JeCommercef TEH/Storefront ) Application
a. —% Microsaft ,Met Runtime COptimization Service feCommercef TEH/Storefront/Application
a —% Microsoft ASP Net Stake Service JeCommercefTEH/Storefront/Application
10. []—g ‘indows TEH Service Account JeCommercef TEH/Storefront/Application
11. []—@ Microsaft DTS JeCommercel TEH/Storefront/Application

o) R
|ID . |Type |Data |.¢\ttributes Bytes |User Type |E§
[/] 1000 DWord 4294967295 33 10 Server &
[;' 1002 Skring IIsFilker 1] 9 Server
[','] 1013 DWord 120 33 3 Server
L;] 1014 DWord 4204067295 55 10 Server
[~ 1021 Dword 1 33 1 Server
# 1099 Diword ] 16 1 Server
D] 2041 String COWINDOWS\Microsa,.. 0 63 Server
¥ 2042 Dword 1 0 1 Server
L;] 2044 DWord 151552 i} & Server
Lj Z045 String ASPLMET Cookigless 5., 0 33 Server
@ 2046 DWword 1 ] 1 Server s
[_J 2060 String fisadmpwdfachg.asp 33 19 Server LI (éﬁ]
0 ikems | mneil | Sep 04, 2007 15:40 PDT Americajlos_Angeles
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Example: Server Consolidation

Step 2: Use Insight Dynamics “Smart Solver” to determine placement of
VMs based on historical performance data

Capacity Advisor: Automated System Consolidation to ¥Ms - Microsoft Internet Explorer

File Edit View Favoribes Tools  Help

eBack @ -J @ @ :h pSearch ‘{';'{Favorites @ E}:Zv :;,.

Capacity Advisor: Automated System Consaolidation to VMs (Step 2 of 2)

o WM e aoeeps o eansel seenarin changes.

Suromated Snlriom Fe ST (USe S 10 EEpeEnelenilagas)

Capacity Advisor: Automated System Consolidation to \VIVis

Thi= HE' Smsart Solboer has compledied. Bun time: 13 Seoomils

Justomated Sclulion Swmimarny
Aggregearie Headroom Ranng Het impiesrervied et
Humber of VR Seaas T

Consolidate the specified systems onto virtual machines

Humber ol VM Gueses 18
) — Simulation Interyval: Wieek % || Endi -
Soenatio MNatne: HR consalication il T
moenario Description: CrRange Descripson Amtsmaing Sysiem Conasiaation ta Vits

etric Yiew Selection:

Define destination systemn(s) to host the UM guests (use +/- to expand/collapse)

@ Use & host templste for workload placement (fill in template values below)
O Use existing hardware for workload placement (select from list below)
Ou A . — — S — o i —" Server 21 or i e 41 3% I W [ [l WMWARE_FSX_VEHOST WM Host
ze exizting hardweare for worklosd placement and use host templates for owverflow (fillin =ection: ] L. T8.0% / 100.0% BLSE0:
ey 1L B5.08.J B 0%
»  lepacyl®
Define the template for the destination host{s)
Smrver_F 2 drirdedrdr 26 30% 41 aTH WA (O [l WRWARE_ PSX VIMHOST Wl Hoat
System Hame Prefix * |HRDSp {uzed s Sereer 2 TOTHER 50 TEL% 100.0%  BLES0C
muszt heain with a letter of the alphahet ) w lepacyll a2 DAL S B0 A8
" lepacys
Model Description (Optional) DL330 - legEcyOs
Specify VM Host Platform: | HP “irtual Machine w | Server 2 2 it Inesw TWETR W LY [0 i) WMEVARE EEX_WVEHIET WM Host
v Server_3_3OTHER 50 OO/ 100 0% BLES0s
I:I [ Thiz iz the total number of processo » legacyid o0 ¢ B0
Humber of CPU cores * on each processor. For example, teo gquad core pr . RSO
4=8).) Sarver_F 4 r i S 3 % &7 T [T PaA mo VMWERE ESK_VMHOST WM Hiost
CPU Core speed (GHZ)} * 3 * Server_2_4.0THER S0 e
e BO.0%.J BO.0%
System memory (GB) * [ value must be larger than memaory alf : mlnf
Disk 10 Capacity (MBs) = Eegecy2d
; Sarver_2 5 drirdededr 32 15% HESTE WA LY WRWARE_FSX_VEMHOST WM Host
Hetwork 10 Capacity (Mhs) . Taoems D SOTHER 5D HLE80=
- ® lepacyTH
VMHost hypervisor memory overhead {GB) { The amourt of memary used by the P
Server 2 6 drirdededr 1B &I 20 WA M [l WMWARE_FEX_VEHOST WM Host
s Sereer 2 SOTHER 50 TREN 100 BLAEc
. . — * gy b BED J B O%
Workload Modifier for Virtualization Overhead {use +/- to expandicollapse) = lepacyy

|£

&
CPU Virtualization Overhead [ impsct of virtuslization: 0.0 mesns 0% for no chanoe, 5.0 means 5.0% overhesad. 1 (éﬁ]
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Example: Server Consolidation
Trace based simulation

700
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100

800
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1100
Lono

800

_ 700

+ — &5 600

— 500

400

CPU Utilization for sgpux235 300

200
100
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- Peaks for different workloads do not
all happen at the same time

CPU Utilization for sgpux234 + sgpux235

7-lan 14-Jan 21-Jan 28-Jan

Time

|— sqpux234 + sgpux23s |

- Two workloads each have an 8 CPU

peak demand but the peak of their
sum is 12 CPUs
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Example: Server Consolidation

Step 3: Use Remote Deployment Pack to do bare-metal deployment of host

1._.,',‘ hp ProLiant Essentials Rapid Deployment Pack Powered By Alticis Deployment Server - rdp-server 192.168.1.30
Ble Edt Wiew Operstions Tools Help

[@ano2aaz|con sxasze

|memmL - D%l ie|d

Real Rame: 2 Change Fule: Wit for User Irteraction
Computer: esmerve? Bay Indesx: 2
Active IP Address: 13216815 MAC Address: 0013FES35032
Status Recerved Inventory... Used Bays: ]
: Job | Fotder | Scheduled At [ status
E f WMSH:’::T'-E.::C T L0 Config for C-Class-Sot2 1-5etup L0 4/3/2007 6:17 PM Script execution complste
== BLADESYSTEMDC Qi"l:veph'f ESWSERVERZ in C-clazs Sl...  3-Deploy Syshem Images 4/9/5007 6:26 PM Seript execution complate
B USMEIEIEMY W laRiead WWH for ESXServer (d... S5-Configure MSA1000 4112007 11:44 AM Script ecoscubion comphate
= VM-WE005-2 T 5- Restart esxserverz to see .., S-Configure M5A1000 4/11/2007 10:53 PM Power Management Lask complete
0 VMW2003-2 : :
L E Physical Devices schedube Computers for Job - (Write ProLiant ML/DLBL Systen and Array Configurati... E3
= @ DemoCentral-Rack Schedule Job SR
= M C-Class Fiur job mmediabely of schedule # for & labes tme of nderval -3 i
B
32]
= 3 Job Schedus | 7 Cemputeds) Selacted | 1 Jobis) Selected |
&
Bs (" Do ot schackds
1 ] St thi: opton 1o unscheduls e escied been:.
P w0
d'unbmm
HP Em Toe i mamtm.l
l2
" Schedula this job.
Sicheshube this b 1o run o 5 later lims of nterval
Tritisl Deployment
System Jobs L2
DemoCentral
Samples ™ Repestthisjob gvery [0 I"-"*’-"'J -
Server Deployment
AT Took [V Alow this job to be deberned fof up to | mintelz) |
£} Server Replcation [~ Sgheduls in batehes of |° 25 et
s Read Integriy RAJBL System and Array Configuration ¢
Resd ProLiant MLIDL/BL System and Array Configqur atio
Read ProLiant MUIDLBL Sysbern and Array Configuratio
Whirike Irtegriby REJBL System and Aeray Configuration oK I Carcal Help
0 Write Proliant MLIDL/BL System and Array Configuratio I

1| |

G Write ProLiant MLIDLJBL System and Array Configuration and— .
& @ Wtu-ed Machine Deployment: Toolbo - (éﬁ]
HJ | >




Example: Server Consolidation

Step 4: Use Server Automation for policy-based VM creation and
application installation

€2’ Job: 1110100 (Remediate) ] -10] x|

Steps P’ Job Status

1. Servers and Palicies Progress: IIIIIIIIIIIIIIIIIIIIIIII

2. Remediste Options 1ot 1 completed

3. Pre & Post Actions

4. Scheduling e Stetus

5. Matifications

G. Suminary Review O

A |—annln:nad iztntool-3.4.0 0Mvindows 2. Completed
|—|nstall izmtool-3.4.0 Mindowws 20037 Coampleted
I—Regiﬂtratinn Completed

Help i I—Snﬂware Compliance Completed

Fal
Job Status

Select individual actions to get mare
detailed information akbout that
action and itz results.

Moare help...
Output  Errors

Back End Jok Cloze

]
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Example: Server Consolidation
Step 5: Create logical servers in Insight Dynamics - VSE to enable
moEility in the future.

*Logical Servers make it easy to move workloads between physical and virtual servers, or even between
different types of virtual servers. Create them for both VM hosts and guests by importing.

*Creating Logical Servers automatically creates Virtual Connect profiles. Virtual Connect allows you to
manage sets of network and storage connections for a blade enclosure without constant interaction with
network and storage administrators.

* Shorten maintenance windows by rapidly moving server profiles.

visuaizion Shared ResoutceSomai

Create~ Modify~ Delete~ Policyv Reportw

Global Workload Manager ¥ b Workloads | BB @
Wirtual Connect Enterprise Manager (VCEM) »
Logical Servers 2 Arctivate.
Collect Capacity Advisor Data... Copy...
Wiew Capacity Advisor Data... Deactivate. 'MWE
pdate System Workloads mpart
WSE Management Licensing Overview... Maove. .
Instant Capacity Manager... Synchrunize...% ~ _@\
User Preferances... _| Move or Activate Logical Servers
Edit Fower Seftings...
Edit Metwork and Disk /0 Capacity...
2 Q= CPUHE MEMHE LANHE Dlsr{--‘§1
|s-ve-bd 78 (USET487.169)
o ¢ CPUME MEMHEY LANHE: nlsx--EIE1
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Example: Server Consolidation

33

My server consolidation project went smoothly because:

| created a plan for migrating and stacking my e.xis’r#ng servers onto
VMs on blade servers, using™HP Server Automation for application
mventc,),r?/, and the recomméndations of the Insight Dynamics” Smart
Solver” for placement.

| used Remote Deployment Pack and HP Server Automation to install
thﬁ VM hosts, VMs and applications. HP Server Automation policies
will ensure that my servers stay in compliance.

| creolted Logical ServeLs in Insigg’r Dynamics — VSE to enable me to
quickly migrate VMs when | neéd to do maintenance.

|55
a
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Summary




I Better together !
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For more information

36

HP BladeSystem: hitp://www.hp.com/go/bladesystem

HP Insigh’r Control: http://www.hp.com/go/insightcontrol

HP Insigh’r Dynomics: http://www.hp.com/go/insightdynamics

HP Server Automation: http://www.hp.com/go/hpsa

White paper on which this presentation was based:
http://h20000.www?2.hp.com/bc/docs/support/SupportManual /cO1
415112/c01415112.pdf

]
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Got questions? Get answers!

Make the most of your infrastructure

www.hp.com/go/TechForuminsight

Learn more

about the Insight Software you've \ )
seen here at Tech Forum with ( \

white papers, podcasts, and @

videos

Register
for our online customer community
to get tips, tricks, forums, and
— special webinars

Use Customer Connect Access Code “TechForum08” (6,”]
»» angl.be entered into a drawing (grand prize: Nintendo Wii)
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