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about this

guide

This quick start guide provides information to help you deploy the
HP StorageWorks NAS e7000 v2.

“About this Guide” topicsinclude:
n  Overview, page 8

= Conventions, page 9

= Rack Stability, page 11

m  Getting Help, page 12
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About this Guide

Overview

This section covers the following topics:
= Intended Audience

»  Prerequisites

»  Related Documentation

Intended Audience

This book is intended for use by administrators who are experienced with the
following:

s server, cluster, and network installations
= SAN administration

This guide assumes that the reader has knowledge of basic Microsoft® cluster
concepts, Microsoft administrative procedures, and file-sharing protocols. It is
recommended that the reader obtain supplemental documentation relative to these
topics prior to setting up the NAS €7000 v2.

Prerequisites

Before you set up the NAS €7000 v2, HP recommends that the reader obtain
supplemental documentation relative to the items listed in the section titled
“Intended Audience.”

Related Documentation

In addition to this guide, HP provides corresponding information:

»  HP SorageWorks NAS e7000 v2 Administration Guide

= HP StorageWbrks NAS e7000 v2 Quick Reference and Rack Installation poster
»  HP SorageWorks NAS e7000 v2 Release Notes
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About this Guide

Conventions

Conventions consist of the following:
= Document Conventions

m  Text Symbols

»  Equipment Symbols

Document Conventions
The document conventionsincluded in Table 1 apply in most cases.

Table 1: Document Conventions

Element Convention

Cross-reference links Figure 1

Key and field names, menu items, Bold

buttons, and dialog box titles

File names, application names, and text | /alics

emphasis

User input, command and directory Monospace font

na;lnes, and system responses (output COMMAND NAMES are uppercase

and messages) monospace font unless they are case
sensitive

Variables <nmonospace, italic font>

Website addresses Underlined sans serif font text:
http://www.hp.com

Text Symbols

The following symbols may be found in the text of this guide. They have the
following meanings.

WARNING: Text set off in this manner indicates that failure to follow
directions in the warning could result in bodily harm or death.

NAS 7000 v2 Quick Start Guide 9
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Caution: Text set off in this manner indicates that failure to follow directions
Q could result in damage to equipment or data.

Note: Text set off in this manner presents commentary, sidelights, or interesting points
of information.

Equipment Symbols

The following equipment symbols may be found on hardware for which thisguide
pertains. They have the following meanings.

/_\ f Any enclosed surface or area of the equipment marked with these

symbols indicates the presence of electrical shock hazards. Enclosed
area contains no operator serviceable parts.

WARNING: To reduce the risk of personal safety from electrical shock
hazards, do not open this enclosure.

f @ Any RJ-45 receptacle marked with these symbols indicates a network

interface connection.

WARNING: To reduce the risk of electrical shock, fire, or damage to the
equipment, do not plug telephone or telecommunications connectors
info this receptacle.

Any surface or area of the equipment marked with these symbols
indicates the presence of a hot surface or hot component. Contact with
this surface could result in injury.

WARNING: To reduce the risk of personal safety from a hot
component, allow the surface to cool before touching.
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Power supplies or systems marked with these symbols indicate the
presence of multiple sources of power.

% % WARNING: To reduce the risk of personal safety from electrical
\

shock, remove all power cords to completely disconnect power
from the power supplies and systems.

i j Any product or assembly marked with these symbols indicates that the

component exceeds the recommended weight for one individual to
handle safely.

WARNING: To reduce the risk of personal safety or damage to the
equipment, observe local occupational health and safety requirements
and guidelines for manually handling material.

Rack Stability

Rack stability protects personnel and equipment.

f WARNING: To reduce the risk of personal safety or damage to the

equipment, be sure that:

= The leveling jacks are extended to the floor.

»  The full weight of the rack rests on the leveling jacks.

= In single rack installations, the stabilizing feet are attached to the rack.
= In multiple rack installations, the racks are coupled.

= Only one rack component is extended at any time. A rack may become
unstable if more than one rack component is extended for any reason.

NAS 7000 v2 Quick Start Guide 11
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Getting Help

If you still have a question after reading this guide, contact an HP authorized
service provider or access our website: http://www.hp.com.

HP Technical Support

Telephone numbers for worldwide technical support are listed on the following
HP website: http://www.hp.com. From this website, select the country of origin.

Note: For continuous quality improvement, calls may be recorded or monitored.

Be sure to have the following information avail able before calling:
m  Technica support registration number (if applicable)

»  Product serial numbers

»  Product model names and numbers

»  Applicable error messages

»  Operating system type and revision level

» Detailed, specific questions

HP Storage Website

The HP website has the latest information on this product, as well as the latest
drivers. Access storage at: http://www.hp.com. From this website, select the
appropriate product or solution.

HP Authorized Reseller

For the name of your nearest HP authorized reseller:
= Inthe United States, call 1-800-345-1518
= InCanada, call 1-800-263-5868

»n  Elsewhere, see the HP website for locations and tel ephone numbers:
http://www.hp.com.
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Product Overview

This chapter describes the configuration options and setup and configuration
dependencies and requirements for the HP StorageWorks NAS €7000 v2. The
chapter also contains detail s concerning hardware configuration specifications.
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Product Overview

Intended Audience

This guide assumes that the reader has knowledge of basic Microsoft® cluster
concepts, Microsoft administrative procedures, and file-sharing protocols. It is
recommended that the reader obtain supplemental documentation relative to these
topics prior to setting up the NAS €7000 v2.

Product Definition and Information

The NAS e7000 v2 is an enterprise class NAS/SAN solution that providesreliable
performance, manageability, and fault tolerance.

Server Hardware Features
The following features are included in the NAS €7000 v2:

Two Intel Pentium Xeon 2.0 GHz processors, with 2MB cache
4GB, 200 MHz PC1600 DDR SDRAM memory

64-bit PCI-X 1/0 technology (four hot-pluggable 100MHz slots, two
non-hotplug 100MHz dlots)

Two 36.4-GB 10K U320 Universal hot-pluggable hard drives for the mirrored,
pre-loaded NAS operating system.

Oneintegrated NC7770 10/100/1000 WOL (Wake on LAN) network interface
controller (NIC)

One NC3134 network interface controller
Embedded Smart Array 5i Plus controller
IDE DVD-ROM drive

Redundant hot-plug power supplies and fans

Embedded Integrated Lights-Out (iLO) port with license key included in the
country kit

Optional Features

Additional memory of up to 32-GB.
HP NICs

Alacritech NICs

HP tape drives

14
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18.2-GB, 36.4-GB, 72.8-GB, and 146.8-GB U320 Hot Plug hard drives
HP SAN Fibre Channel Adapters for tape backup
HP StorageWorks FCA2101 2G FC HBA (LP952)

HP Disk Array XP, Virtual Array, Modular SAN Array 1000 (MSA1000),
Modular Array, and Enterprise Virtual Array Support

Server Software Features
Advanced features included with and supported by the NAS 7000 v2 include:

Microsoft Windows Powered OS with Service Pack 3

Microsoft Clustering Support — requires two 7000 v2s attached to the same
SAN Fiber fabric.

HP Secure Path 4.0 (licensing included)

HP AutoPath (installed, but licensing is required from HP)
HP StorageWorks Platform Kits

HP Insight Manager 7

Microsoft Services for Macintosh

Microsoft Services for NetWare

Microsoft Services for UNIX (SFU)

HP StorageWorks NAS Web Based User Interface (WebUI)
HP StorageWorks NAS Data Copy (Trial Version)
Columbia Data Products - Persistent Storage Manager
Optional third party supported software (not included):

— Management software

— Quota management

— Virus protection

— Backup software

NAS 7000 v2 Quick Start Guide 15
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Configuration Options

The NAS e7000 v2 can be deployed in two different configurations attached to a
storage area network (SAN): asasingle NAS device or as a clustered pair. By
default, the NA'S €7000 v2 does not ship with a standard HBA to allow for
maximum flexibility in the SAN environment. For alist of supported HBASs for
the NAS e7000 v2, see the quick specs for the product.

NAS 7000 v2 as a Single Device Attached to a SAN

In the single NAS device configuration, aNAS €7000 v2 is attached to a SAN via
asingle or pair of fiber channel host bus adapters (HBAS) and one or more SAN
switches. In Figure 1, the dual HBA approach isillustrated. Each HBA should be
connected to a separate switch that has access to the same controller pairs. This
connection method allows redundant paths to the same storage subsystem.

SAN storage is not managed by the NAS €7000 v2 and requires coordination
between the NAS administrator and the SAN administrator. LUN requests need to
be made and assigned to the NAS €7000 v2 using selective storage presentation
from the SAN controller pairs. Naming of the LUNs and the connections to the
NAS e7000 v2 isimportant for tracking and identification purposes. At least one
LUN isrequired for use by the NAS €7000 v2 in order for the device to be
functional.

16
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Figure 1: NAS e7000 v2 as a single device

NAS 7000 v2 as a Clustered Pair Attached to a SAN

In the clustered configuration, two NAS devices are linked via a private network
and have access to shared storage asillustrated in Figure 2. In clustered
deployments, it is recommended that each NAS device be attached to the SAN via
apair of fiber channel HBAs. Dual HBAS per NAS device is recommended but
not required for cluster deployments, since dual HBAs allow for path failure
without causing node failover in the cluster.

For the NAS e7000 v2, cluster setup requires at |east three LUNs. One LUN is
required for the quorum disk and two LUNs are required for data disks. Individual
data disks specific to each node are required for the proper setup of file sharing
where both nodes participate in file-sharing activities. Clustered NAS systems
have the ability to provide redundant active/active access to file shares on disk.
However, aswith all Microsoft-based clusters, the unit of ownership among nodes
isat the disk level. Therefore, individual fileshares can be accessed by only one
node at a time based on which node owns the disk.
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As mentioned previously the storage associated with the NAS device is not
managed by the NAS €7000 v2 directly. In the case of clustered NAS e7000 v2
deployments, it isimportant that the LUNs in use by the cluster follow the
guidelines pointed out later in this chapter in the “ Storage Management Elements”
section.
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SAN Switch SAN Switch
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Data RAID set LUN 3

Node A
LUN 2

Figure 2: NAS e7000 v2 as a clustered pair of devices
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Connecting NAS 7000 v2 to the Network

The NAS €7000 v2 can be connected to the network as asingle device or asa
clustered pair.

NAS 7000 v2 Single Device Deployment

In asingle device deployment, network connections are divided into two
categories: client data segments and management segments. The default shipping
configuration contains a two-port network interface controller (NIC) 10/100 and a
single 10/100/1000 NC7770 NIC that together provide one port for management
and two ports for client data. The management port is intended for use with the
3201 port of the device to enable use of the Web User Interface (WebUI) that
accompanies the product. It is from this WebUI that most management and
administrative procedures can be accomplished. An additional management port
for remote console and diagnosticsis provided off the Integrated Lights-Out (iLO)
port. HP recommends that this connection be placed on a management LAN
separate from the corporate infrastructure.

The NAS e€7000 v2 supports the use of NIC teaming. NIC teaming provides
failover and load balancing of network ports of the NAS €7000 v2. NIC teaming
requires the network cablesto beinstalled on the same subnet to enable it to work.
For example in Figure 3, Ethl and Eth2 would need to be on the same subnet to
enable this functionality on those ports. However, it is hot recommended to assign
I P addresses to the ports that will be teamed or |oad balanced prior to the
installation and setup of NIC teaming. For this reason, HP recommends that you
set all network ports to DHCP with the exception of EthO, which is used for
management and only needs to meet the configuration policies of the corporation.
For information concerning the configuration of NIC teaming after setup is
compl ete, see the administration guide.
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Figure 3: NAS ¢7000 v2 single device deployment

NAS 7000 v2 Cluster Deployment

In a clustered deployment, network connections are divided into three categories:
cluster maintenance segments, client data segments, and management segments.
The default shipping configuration contains a two-port NC3134 10/100 network
interface controller (NIC) and asingle NC7770 10/100/1000 NIC that together
provide one port for management,one port for cluster maintenance, and one port
for client data, respectively. An additional management port for remote console
and diagnosticsis provided off of theiL O port. HP recommends that this
connection be placed on a management LAN separate from the corporate
infrastructure.

The cluster maintenance segment is aso known as the heartbeat connection
between the nodes. In standard configurations, this connectivity is obtained by the
use of acrossover network cable. The same effect can be achieved by placing the
heartbeat ports on its own switch or VLAN, asillustrated in Figure 4 as Eth1. The
purposeisto isolate and guarantee the connectivity between the nodes without
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interruption. If interruption occurs, the remaining cluster node will assume the
other node has gone down and initiate a failover. A second cluster heartbeat path
is often recommended as a redundant path. The redundant path is often done over
one of the remaining network segments and is not dedicated.

The client data segments of a cluster must reside on identical network segments
for each node. Asillustrated in Figure 4, Eth2 from both nodesis shown on the
same segment. This co-location on the same segment allows cluster resources
such asfile shares to failover to the second node and continues to provide
availability to the resources. The failed resource will have the same | P address
after the failover and therefore must have a port corresponding to the identified
subnet of the I P address present on both nodes.

The NAS e7000 v2 supports the use of NIC teaming in clustered configurations.
All previous caveats from the NAS €7000 v2 single node deployment on networks
section still apply.
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Figure 4: NAS e7000 v2 cluster deployment
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Setup and Configuration Overview

In setting up clustered and non-clustered systems, there is a well-defined process.
This section isintended as an overview of the process, and not a detailed list of
step-by-step instructions. Step-by-step procedures are documented in the
administration guide. Some of the steps are driven by the WebUI. In either type of
setup, it isimportant to read all of the supplied documentation prior to starting.
Relevant documents include:

»  Administration Guide

= Online Cluster Install Guidein the Cluster Tab of the WebUI (Cluster Installs)
= Online Storage Guide in the Cluster Tab of the WebUI (Cluster Installs)

= Online SAN Connection Tool in the HP Utilities tab of the WebUI

m  Quick Reference Poster

»n  Connection Poster

Standalone NAS 7000 v2

The following describes how to configure the NAS €7000 v2 as a single device.

1. Request Storage from the SAN administrator referencing the suggestions
made in this guide and the storage management section of the administration
guide. The LUNs will need to exist on the SAN prior to completing setup.

2. Initializethe NAS device using Chapters 2 and 3 from this guide.

3. ldentify the firmware, storage network topology (hub vs. switch), and storage
controller features in use on the SAN. Prior to connecting any fiber cables,
utilize the SAN Connection tool included in the HP Utilities Tab of the
WebUI to configure the HBA and corresponding pathing software. Additional
information about the SAN connection tool may be found in Chapter 4 of this
guide

4. Thisisan optional step. Install NIC teaming software and create fault
tolerant or load balanced network ports. Follow the recommendations found
in this guide and in the administration guide.

5. Connect the fiber channel cablesto the storage switch or hub. The SAN
administrator will need to enable the connections one at atime as the cables
are connected.
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6. Placethe NASdeviceinto an active directory or Windows NT 4.0 domain for
ease of manageability. Thisis not required for stand-alone systems, but it is
recommended.

7. Whilethe system isonline, assign the LUNsto the NAS device one at atime
so that they can be identified easily in Device Manager. See the procedurein
the storage management section of the administration guide.

8. Using Logica Disk Manager, write signatures to the disks, mark them as
basic or dynamic, create corresponding partitions, extended partitions or
volumes, assign drive letters, and format the drives. See the LDM online help
for full details on this procedure.

9. Create shares and assign share permissions.

10. Thisisan optional step. Enable protocols such as NCP and/or AppleTak as
desired. See the administration guide for this procedure in detail.

11. Thisisarecommended step. Create shares corresponding to the protocols
mentioned in the previous steps. Grant access rights to the shares.

12. Thisisarecommended step. ActivatetheilL O License Key. TheilLO
License Key isincluded in the country kit.

13. Thisisan optional step. Install NAS Data Copy for replication services
among NAS or server products. A thirty day trial license isincluded with
NAS operating system.

14. Read the remaining sections of the administration guide which detail the steps
and processes for utilizing the NAS device.

Clustered NAS 7000 v2

The following describes how to configure the NAS €7000 v2 as a clustered pair.

1. Request storage from the SAN administrator referencing the suggestions
made in this guide and the storage management section of the administration
guide. The LUNswill need to exist on the SAN prior to completing setup. A
mirrored quorum disk and at |least two additional logical unit numbers (LUNS)
will be required to allow each node of the cluster to manage file system
resources.

2. Set up each NASdevicein the cluster using either Chapter 2 or 3 from this
guide.

3. ldentify the firmware, storage network topology (hub vs. switch), and storage
controller features in use on the SAN. Prior to connecting any fiber cables,
utilize the SAN Connection tool included in the HP Utilities Tab of the
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WebUI to configure the HBA and corresponding pathing software. Additional
information about the SAN connection tool may be found in Chapter 4 of this
guide

4. Thisisan optional step. Install NIC teaming software and create fault
tolerant or load balanced network ports. Follow the recommendations found
in this guide and in the administration guide.

5. Connect the fiber channel cablesto the storage switch or hub. If selective
storage presentation (SSP) is being used, the administrator will need to enable
the connections one at atime as the cables are connected. See the cluster setup
instructions included in Chapter 4 of this guide prior to enabling any of the
presented storage.

6. Placethe NAS deviceinto an active directory or Windows NT 4.0 domain for
ease of manageability. Thisisrequired for clustered systems.

7. Whilethe system is online, assign the LUNs to the first NAS device one at a
time so that they can be identified easily in Device Manager. See the
procedure in the storage management section of the administration guide.

Note: Do not let both nodes access the shared storage devices at the same time until
Cluster service is installed on at least one node and that node is online. This can be
accomplished through selective storage presentation, SAN switch zoning, or having
only one node online at all times.

8. Using Logical Disk Manager (LDM), write signatures to the disks, mark them
as basic (dynamic disk are not supported in a cluster), create corresponding
partitions, assign drive letters, and format the drives. Mount points are not
supported in Microsoft clustering. See the LDM online help for full details on
this procedure.

9. Usethe cluster installation guide included in the Cluster Tab of the Web to
configure the cluster. Cluster installation information is also included in
Chapter 4 of this guide and the cluster section of the administration guide.
Successful setup is dependent upon the use of the cluster checklist.

10. Thisisan optional step. Enable protocols such as NCP and/or AppleTalk as
desired. See the administration guide for this procedure in detail. Certain
protocols are available for use in acluster but are not cluster aware protocols:
NCP, AppleTalk and HTTP. See the administration guide for complete details.

24
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11.

12.

13.

14.

Thisisarecommended step. Create shares corresponding to the protocols
mentioned in the previous steps. Grant access rights to the shares. See the
cluster section of the administration guide for this procedure in detail.

Thisisarecommended step. Activate theiLO License Key. TheiLO
License Key isincluded in the country kit.

Thisisan optional step. Install NAS Data Copy for replication services
among NAS or server products. A thirty day trial licenseisincluded with the
NAS operating system.

Read the remaining sections of the administration guide which detail the steps
and processes for utilizing the NAS device. Special attention should be
applied to the cluster management chapter.
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Storage Management Overview

This section provides an overview of the components that make up the NAS
storage structure. A complete discussion of the components and their rel ationships
is available in the administration guide.

reading material for the NAS administrator. This section develops the concepts
and requirements that serve as the basis for successfully using an HP
StorageWorks NAS device. Failure to read this section and the appropriate
sections on sforage management in the administration guide may lead to data
loss or file corruption.

i Caution: This section on storage management and Windows LDM is required

Storage Management Elements

Figure 5 provides an illustration of the various storage components of the
NAS e7000 v2. Storage is broken up into six major divisions:

m  Storage elements

= Logical storage elements

n  Persistent Storage Manager Elements

m  File system elements

»  File-sharing elements (Single Server Implementations)
n  Cluster Server Elements

Each of these elementsis composed of the previous level’s elements. Figure 5
illustrates an MSA 1000 as the storage example. Any storage device supported by
the NAS €7000 v2 can be substituted in the diagram. ACU refers to the storage
configuration software utilized by the M SA1000.
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Figure 5: Storage management process
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Storage Elements

The lowest level of storage management on the NAS €7000 v2 occurs at the
physical drive level. Physical drives are grouped into RAID arrays for fault
tolerance and better performance. Configure RAID arrays using the appropriate
storage configuration tool for the SAN in use or request that the SAN
administrator establish the appropriate LUNS.

Logical Storage Elements

Single Server Implementations

Logical Storage elements consist of those components that translate the physical
storage elements to the file system elements as presented in Figure 5. The

€7000 v2 utilizes the Microsoft Logical Disk Manager (LDM) for managing the
various types of disk presented to the file system. LDM has two types of LUN
presentation, basic disk and dynamic disk. Each of these types of disk has special
features that enable different types of management. Through the use of basic
disks, partitions or extended partitions may be created. Partitions can only
encompass one LUN up to 2 TB in size. By using dynamic disks, you can create
volumes that span multiple2 TB LUNsup to 64 TB in total volume size. Volumes
or partitions can then be assigned a drive letter or mount point, formatted, and
then presented to the operating system for use.

Clustered Server Implementations

Clustered implementations differ from single server implementationsin that they
can only utilize basic disks. Basic disks are the subcomponent of physical disk
resources that can then be used as basic units of failover in acluster. All basic
disks should have an assigned drive |etter since mount points are not supported in
Microsoft clustering.

File System Elements

File system elements are composed of the folders and subfolders that are created
under each logical storage element (partitions, logical disks, and volumes).
Folders are used to further subdivide the available file system providing another
level of granularity for management of the information space. Each of these
folders can contain separate permissions and share names that can be used for
network access. Folders can be created for individual users, groups, projects, and
so on. Refer to the administration guide for more details on file system elements.
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Persistent Storage Management Elements

Persistent Storage Manager |ets the administrator make persistent images, also
known as snapshots. Snapshots enable the creation of multipurpose logical
replicas of production data without having to physically copy the data. They can
be used to immediately recover alost file or directory, to test anew application
with realistic data without affecting the “real” data, and to serve as a source of
datafor backups. Snapshots are atemporary representation of the data and are not
meant to be permanent.

Snapshots use existing space from the volume, partition, or logical driveto
maintain the data required to present the original data. This space istermed the
cachefile. By default the cache files consumes 10 percent of the available space of
alogical storage element. Snapshots can be read only, read-write or always keep.
If snapshots are shared, users can access a snapshot and edit the data.
Write-enabled snapshots may be reverted to their original dataset by altering the
snapshot type back to read only.

Snapshot Facts

= Snapshots are created on a per volume, volume group, partition, or logical
drive basis.

m  Snapshots can be read-only, read-write or always keep.

= Snapshots are mounted as a mount point on the root of the volume, partition
or logical drive.

= Snapshots can be shared in the same manner as any other folder, drive or
mount point.

= Snapshots are meant to be temporary in nature.

m  Snapshots are automatically deleted if disk space becomes critical and they
are not set to always keep.

n  Persistent Storage Manager only writes to the cache file on the first change of
the underlying data.

Full documentation of Persistent Storage Manager may be found in the
administration guide.
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File-Sharing Elements

The single server implementations NAS €7000 v2 supports several file-sharing
protocols, including CIFS, NFS, FTP, HTTP, NCP, and AppleTalk. On each
persistent storage manager element, folder or logical storage element, different
file-sharing protocols can be enabled using specific network names for access
across a network to avariety of clients.

Note: Persistent storage elements can only be viewed from Windows clients and are
only supported under Windows file shares (CIFS).

Permissions can then be granted to those shares based on users or groups of users
in each of the file-sharing protocols. Refer to the administration guide for more
details on file system elements.

Clustered Server Elements

The NAS e€7000 v2 supports several file-sharing protocols, including CIFS, NFS,
FTP, HTTPR, NCP, and AppleTak. Only CIFS, NFS, and FTP are cluster aware
protocols. NCP, HTTP, and AppleTalk can be installed on each node but the
protocols can not be setup through cluster administrator nor will they failover
during anode failure. Using Cluster Administrator, on each persistent storage
management element, folder or logical storage element, different file-sharing
protocols can be enabled by creating specific cluster resources.

Note: Persistent storage elements can only be viewed from Windows clients and are
only supported under File Share resources (CIFS).

Network names and | P address resources for the clustered File Share resource
may also be established for access across a network to a variety of clients.
Permissions can then be granted to those shares based on users or groups of users
in each of the file-sharing protocols. Refer to the cluster section of the
administration guide for more details on file share elements.
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This chapter describes the preinitialization and configuration tasks required for
the HP StorageWorks NAS €7000 v2.

Preinitialization

Before beginning the installation process, verify that the hardware installation is
complete. Verify that the NAS 7000 v2 is completely installed in the rack and
that all cables and cords are connected except for the fiber cables attached to the
SAN switches. The setup utility documented here and in the next section only
provide basic setup for the network components of the NAS 7000 v2.

Note: If you need assistance with rack installation or hardware connections, refer to
the quick reference and rack installation guide included in the shipping carton.
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Collect Information for Configuration

Choose a host name and collect general information before initializing the
NAS e7000 v2.

Configuration Information

Collect the general information required to initialize the NAS device for both
dynamic host configuration protocols (DHCP) and non-DHCP configurations.
You will be asked for this information during configuration, as shown in Table 2.
Become familiar with this information before attempting to configure the NAS
device.
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Table 2: Configuration Information

Part A: To Be completed for DHCP and non-DHCP configurations

Server Host Name:

Integrated Lights-Out Name: Integrated Integrated Lights-Out Password:
Lights-Out
Default User:

Note: If NIC teaming is to be implemented, determine which ports will be teamed.
Configure these Ethernet ports for DHCP protocol. For more information, refer to the
Ethernet teaming features and procedures section of administrative procedures in the
administration guide.

Part B: To be completed for non-DHCP configurations only

DNS Servers IP Address
1
2
3
NAS NIC Port* IP Address Subnet Mask | Gateway

Address

Eth 0 10/100

Eth 1 10/100

Eth 2 10/100/1000

Integrated Lights-Out Eth port

* The default NAS €7000 v2 has three Ethernet ports available for network
connectivity. Disable ports that will not be used. Each Ethernet port must be
configured with a separate subnet.

Figure 6 and Table 3 in Chapter 3 illustrate the Nic Port assignments mentioned
ere.

Part C: SNMP Information (optional)

Trap Destination (IP Address)
Manager Client:

Management Traps Community

String:

System Management
ommunity String:

NAS 7000 v2 Quick Start Guide
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Default Username and Passwords

Use the default username and passwords for your first login. To maintain security
of the devices, change the passwords as soon as possible after first use.

The default username and password for administration of the server either through
the Web Ul or the consoleis

User name: Admi ni strator

Password: [l eave bl ank]

The default username and password for the systems management and ACU XE
pages of the device are

User nane: adm ni strator
Password: adm ni strator
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This chapter provides information about configuring the HP StorageWorks
NAS e7000 v2.

Before completing the tasks in this chapter, verify that the NAS €7000 v2 is
installed in the rack and that all cables and cords are connected except for the fiber
cables attached to the SAN switches. It is also necessary to collect certain

information required during the configuration process, as mentioned in Chapter 2,
“Before You Begin.”
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Configuration Method

The method for configuring the NAS €7000 v2 isto use the WebUI configuration
application that comes with the NAS €7000 v2.

WebUI Configuration

The NAS €7000 v2 includes a WebUI that is designed to be a graphical,
easy-to-use application that gathers the necessary information for configuration.
The WebUI may be accessed through two methods:

= Through auto discovery mode using the RapidLaunch utility
= By host name

Auto Discovery Method (Via RapidLaunch)

Requirements

The NAS €7000 v2 includes a RapidLaunch CD that can run on any
Windows-based PC using Internet Explorer 5.5 (or later).

The following items are required to run the WebUI configuration application:

»  Windows-based PC loaded with Internet Explorer 5.5 (or later) on the same
network segment as the NAS 7000 v2

= RapidLaunch CD

Note: The NAS 7000 v2 is designed to be deployed without a monitor, keyboard,
and mouse. These poris are available and supported by the NAS device, if used.
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Procedure

Toinitialize the NAS 7000 v2 using the WebUI configuration application:

/_\ Caution: Do not power up the NAS device until steps 1 through 6 are

completed.

1. Connect the Ethernet cables to the respective network ports of the
NAS e7000 v2 and the corresponding network segments, in accordance with
the information in the “ Configuration Information” section in Chapter 2.

2. SeeFigure 6 and Table 3 for the locations of the network ports on the
NAS e7000 v2.
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Figure 6: NAS e7000 v2 Ethernet connectors
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Table 3: Ethernet Network Connectors

ltem Description
1 NIC Ethernet port 1 (Eth 1) used for data or cluster
management
2 NIC Ethernet port O (Eth O) used for management
3 NIC Ethernet port 2 (Eth 2) used for data
4 Integrated Lights-Out Ethernet port (iLO Eth)

Note: Connect a loopback cable to any of the NAS €7000 v2 Ethernet ports (Eth O
through Eth 2) that is not configured for use. Do not connect a loopback cable to the
Ethernet port on the Integrated Lights-Out (iLO Eth) port.

Verify that the Windows-based PC client is connected to the same subnet as
the NAS 7000 v2.

Power on the Windows-based PC and wait until the operating system has
completely loaded.

Insert the RapidLaunch CD into the DVD-ROM drive of the Windows-based
PC.

The RapidLaunch CD should automatically run. If the program does not start
up automatically, the program may be run manually. Click Start, then select
Run on the Windows taskbar, and then type the following:

{CD ROM drive}:\setup. exe
Wait for the interface to start up.

Go to the NAS device and power it on. It will be several minutes before the
NAS device is accessible on the network.

Return to the Windows-based PC. Select StorageWor ks NAS from the Show
drop down list to have RapidLaunch list all NAS devices on the network, as
shownin Figure 7.
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! StorageWorks NAS Server Configuration Ukility

(ﬁ/;] RapidlLaunch

fnvent Configuration Utility

Welcome to the StorageWorks Device Discovery
NAS Server Configuration Utility.

Discovery of HP servers has been Faster | lipe [T 1P Acdress [ System Hame I SWVers =
stopped. i TaskSmarn N2400 17218110 EWTAPP10 build 21...
T Storageiworks NAS E7000 172181560 entappl2 build 2155 —
Click on a server to open its W Storageworks NAS B3000 17218.1.64 plankib3v2cind build 2135
configuration page. il Storageiworks NAS BI000 172181154 squid-nadel build 2135
Tl Storageiworks NAS B2000 17218.1.155 squid-nodez build 2195
Click on the diskette icon if you il Storagetworks NAS B3000 172.18.1.162 PLANKIB3CLN1 build 2195
want to create a data i Storagetw'orks NAS E7000 1721e1.201 24001 5162326 build 2195
configuration diskette. il Storagetw/orks NAS B3000 172.18.1.202 Pelelno build 2195
4 »
If you want to restart the discovery Eloten I I
process, click on the green button. ™ Include Remote Insight Lights-Out Edition boards in search
Show Al Appliances j
Choose interface(s) |All Appliances
G o A
172181221 WWeb Server Appliances 255.255
169.254.174.237 ]Remaote Insight Lights-Out Edition 54, 255,255
O1e100.209.27 AN HP Devices 00.211.255

Discovery stopped

eessssssssl 00 @ ? « § @

Figure 7: Rapidlaunch search screen

9. All the NASdevicesfound on the network are displayed as shown in Figure 8.
The NAS device will be displayed in the device discovery portion of the
screen. It may take several minutes for the NAS device to be found on the
network. The address range may need to be adjusted to find the device. To
adjust the range, stop the discovery and left click on the search range cell and
reset the search range to match with the interface ip address that the NAS
device is attached to.

Note: The Rapidlaunch utility will refresh periodically looking for new devices on the
network. You may refresh the device list manually by selecting the Refresh button.
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! StorageWorks NAS Server O
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Figure 8: Rapidlaunch device discovery screen

10. Select the unconfigured HP StorageWorks NAS e 7000 v2 device from the
device list. Thislaunches the WebUI configuration application (Rapid
Startup) on the target HP StorageWorks NAS device as shown in Figure 9. A
prompt for username and password will be presented. The default usernameis
“Administrator” and the password is | eft blank.
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ZhRapid Startup Wizard - Microsoft Internet Explorer

| Ble Edt Wew Favortes Took Help |
| wBack - = - @D [ A Qoearch GFavortes BHstory | By S @ - 2]

| Adsess [@] 5-13202sh_taskframes.aspTitle=Rapi d&LRL=hp_t i

7] StorageWorks

nven networl attached storage

\_wizard. asp? Tab1 =TabsWelcome¥.26 TabZ=TabsWwelcomeR apidStartup, j @G0 H Links >

D223LHKBF505-

€ Status: Information

work | Disks | Users | Shares | Maintenance | HP Utiliti
Take a Tour | Rapid Startup Wizard | Set Server Appliance Name | Set Administrator Password | Set Default Page |

Rapid Startup Wizard

Welcome to Rapid Startup Wizard

This wizard guides you through setting up your system.

The fallowing settings can be configured.
Date and Time Settings

Administrator Account

Alert E-Mail

SNMP Settings

Remote Insight Lights Out Edition (RILOE)

Netwaork Interface Information

System Infarmation

‘ou may cancel out of the wizard permanently by clicking the check box below, selecting next, then finish.
Rapid Startup may be run at anytime in the future from the Welcome page tab. The wizard will pull
configuration data from the ewisting configuration if itis run more than once.

Manual configuration may be accomplished through the Web UI or from Terminal Services in native Windows
Powered 05 mode.

I™ Do not show this wizard as the default page.

To continue, dick Next,

&

Figure 9: Rapid startup wizard screen
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A Rapid Startup Wizard - Microsoft Internet Explorer i & x|
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Rapid Startup Wizard

Finished Rapid Startup Wizard

The N&S configuration displayed below is about to be set, Please review the canfiguration and select finish
The system may reboot ance the configuration is complste. To after a valus, selsct the back button on the
wizard. All values will be retained as you navigats back through the wizard.

Date and Time Settings

Date: 1/21/2003
Time: 9:59:31 AM
Time zone: Central Standard Time

Automatically adjust clock for daylight saving changes

Alert E-Mail
Disahle alert e-mail

SHMP Settings

Community name: public
Trap Destination:

System Community Name:  cpgPublic
System Community Rights: Read Only

¢= Back = Finish B cancel

& Dere [ [2 [BE Localintranet

Figure 10: Rapid startup configuration review screen

11. Using the information from Table 2 in Chapter 2, fill in the screens that
follow. Verify that your information is correct when the configuration review
screen is displayed as shown in Figure 10. Online help is available for all
pages by clicking the “?” in the right side of the Web UI.

12. Click the Finish icon to complete Rapid Startup. If areboot is required, Rapid
Startup will present a message that areboot is occuring.

13. The browser will refresh to the status page of the NAS device. The refresh
may take several minutesif the device was restarted. Click on the HP utilities
tab and select the SAN Connection Tool. Do not connect storage until
instructed to do so by the tool.

14. For cluster deployments only, repeat steps 7-13 with the second node. After
the second node is configured, follow the online Cluster Install Guidefound in
the Cluster tab of the Web Ul. Additiona information can also be found in
Chapter 4 of this document aswell asthe cluster section of the administration
guide.

15. Exit the RapidLaunch utility and remove the RapidLaunch CD from the
DVD-ROM drive and storeit in a secure location.
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Direct Access Method (Via Hostname)

The NAS e7000 v2 ships by default with DHCP enabled on the management port
(Eth 0). If the system is placed on a DHCP serviced network and the serial number
of the device is known, it can be accessed through a client running Microsoft
Internet Explorer 5.5 (or greater) on that network viathe 3201 port of the device.
The seria number may be found on the front of the NAS 7000 v2.

Requirements

The following items are required to run the WebUI configuration application:

»  Windows-based PC |oaded with Microsoft Internet Explorer 5.5 (or greater)
on the same segment as the NAS e7000 v2

s DHCP-serviced network
s DNS serviced network
= Seria number of the NAS e7000 v2

Note: The NAS 7000 v2 is designed to be deployed without a monitor, keyboard,
and mouse. These ports are available and supported by the NAS device if used.

Procedure

Toinitialize the NAS €7000 v2 using the WebUI configuration application:

1. Connect the Ethernet cables to the respective network ports of the
NAS 7000 v2 and the corresponding network segments in accordance with
the information in the “ Configuration Information” section in Chapter 2.

2. SeeFigure 6 and Table 3 for the locations of the network ports on the
NAS e7000 v2.

3. Gotothe NAS device and power it on. It will be several minutes before the
NAS device is accessible on the network.

4. Open Internet Explorer on the Windows-based PC. Enter ht t p: / / , the seridl
number of the NAS €7000 v2 followed by a hyphen (- ), followed by : 3201.
Press Enter. This launches the WebUI configuration application (Rapid
Startup) on the target StorageWorks NAS device as shown in Figure 9.

Example: htt p: / / D4A059ABC3433-: 3201
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Note: The NAS device will respond when the NAS operating system has started.

5. Using the information from Table 3, fill in the screens that follow. Verify that

your information is correct when the configuration review screen is displayed,
as shown in Figure 10. Online help is available for all pages by clicking the
“?" intheright side of the Web UI.

Click the Finish icon to complete Rapid Startup. If areboot isrequired, Rapid
Startup will present a message that areboot is occuring.

The browser will refresh to the status page of the NAS device. The refresh
may take several minutes if the device was restarted. Click on the HP utilities
tab and select the SAN Connection Tool. Do not connect storage until
instructed to do so by the tool.

For cluster deployments only, repeat steps 3 - 7 with the second node. After
the second node is configured, follow the online Cluster Install Guidefoundin
the Cluster tab of the Web Ul. Additiona information can also be found in
Chapter 4 of this document aswell asthe cluster section of the administration
guide.
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Completing the System Configuration

After the configuration process, there are additional tasks required in order to
begin sharing files on the network. All procedures for the configuration tasks may
be found in the NAS €7000 v2 administration guide. These include:

Configuring physical storage using the appropriate storage configuration
utility for the SAN that isin use. If thisisacluster install, please read Chapter
4 of this guide or the cluster section of the administration guide.

Configuring the logical storage using the Logical Disk Manager by selecting
Disks and Volumes from the Disk Tab of the Web Ul. If thisisacluster install,
please read Chapter 4 of this guide or the cluster section of the administration
guide.

Establishing file folders and file shares using the Shares Tab of the Web UI. If

thisisacluster install, please read the cluster section of the administration
guide for special setup procedures.

Creating Local Users and Groupsiif desired from the Users Tab of the Web
Ul. This step may not be required in environments where adomain is present.

Creating access permissions to the folders and shares. If thisis a cluster
install, please read the cluster section of the administration guide for special
setup procedures.

Activating the iLO key (locate the Integrated Lights-Out Advanced Pack
License Installation Card found in the country kit and follow the enclosed
instructions).

In addition to the required configuration steps, several optional tasks may need to
be completed:

Enabling additional protocols and the associated file shares
Installing and configuring NIC teaming
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This chapter describes the procedures required to configure the HP Storage\Works
NAS e€7000 v2 on a SAN and those steps necessary to establish a cluster.

All documentation and tools are available online viathe Web Ul. Documentation
is repeated here and in the HP StorageWorks NAS €7000 v2 Administration Guide.

Note: The user should read the SAN connection and cluster management sections in
the administration guide prior to beginning the configuration of the NAS on a SAN or
establishing the cluster.
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Connecting to the SAN

The €7000 v2 is designed to connect to all HP SAN storage including Modular
SAN Array 1000 (MSA1000), Modular Arrays, Virtual Arrays (VA), Disk Arrays
XP, and Enterprise Virtual Arrays. The SAN Connection Tool included in the HP
Utilitiestab of the Web Ul providesall of the necessary stepsfor connecting to the
various HP SANs.

SAN Connection Tool

The SAN Connection Tool will aid in connecting to SAN storage. Prior to running
the SAN Connection Tool, check the HP website (www.hp.com) for possible
updates.

m  Context-sensitive help for the SAN Connection Tool can be obtained by
selecting the question mark (?) at the far right of the primary navigation bar.
Online help includes steps for flashing FCA2101 firmware.

= Do not connect fiber cables until the tool indicates that the cables may be
attached.

»  The SAN Connection Tool only supports the FCA2101 HBA. If another
supported HBA is used, refer to that HBA's documentation for configuration
information.

Thefirst screen of the SAN Connection Tool includes an overview and a checklist
of itemsthat are required for successful connection to the storage. Subsequent
screens include SAN storage selection and the selection of the type of fiber path
desired. Lastly, the final screen provides all of the necessary steps required to
successfully connect to the SAN.

Modular SAN Array 1000 Requirements

= When connecting to an MSA, the HP StorageWorks NAS only supports MSA
firmware version 2.38 and earlier. MSAswith afirmware version of 1.xx must
be flashed with the free upgrade to version 2.38 (available at www.hp.com).
This upgrade will need to occur before connecting the MSA to an HP
StorageWorks NAS device.

= When connecting to an MSA 1000, the FCA 2101 firmware must be flashed to
3.82al prior to running the SAN Connection tool.

m  SecurePath (the multipath fiber software for the MSA1000) isincluded with
the HP StorageWorks NAS device.
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Modular Array Requirements

When connecting to aModular SAN Array, the FCA2101 firmware must be
flashed to 3.82al prior to running the SAN Connection tool.

SecurePath (the multipath fiber software for the Modular SAN Array) is
included with the HP StorageWorks NAS device.

When connecting to the Modular SAN Array, versions 8.6 and 8.7 of the
firmware are supported.

Virtual Array Requirements

If connecting to a Virtual Array, the FCA2101 firmware must be flashed to
3.90a7 prior to running the SAN Connection tool.

When connecting to a VA in conjunction with multipath fiber, AutoPath is
required. AutoPath licensing is not included with the HP StorageWorks NAS
device and must be purchased separately. However, the AutoPath softwareis
included in the HP StorageWorks NAS Device for avail ability at the time of
installation. Purchase of the licenseis required.

Disk Array XP Requirements

If connecting to a Disk Array XP, the FCA2101 firmware must be flashed to
3.90a7 prior to running this tool.

When connecting to a XP in conjunction with multipath fiber, AutoPath is
required. AutoPath licensing is not included with the HP StorageWorks NAS
device and must be purchased separately. However, the AutoPath softwareis
included in the image for availability at the time of installation. Purchase of
the license is required.

Enterprise Virutal Array Requirements

If connecting to an Enterprise Virtual Array, the FCA2101 firmware must be
flashed to 3.82al prior to running the SAN Connection tool.

SecurePath (the multipath fiber software for the Enterprise Virtual Array) is
included with the HP StorageWorks NAS device.

When connecting to the Enterprise Virtual Array, version 2.0 of the VCSis
supported.

NAS 7000 v2 Quick Start Guide 49



Beyond Initial Setup

Introduction To Establishing a NAS Cluster

The Cluster Install Guide is available in the Cluster tab of the Web Ul andisa
web-based guide designed to help the user install an HP StorageWorks NAS
€7000 v2 cluster. The online guide provides the necessary information required to
configure storage, configure the NAS €7000 v2 in preparation for clustering,
setting up cluster services, establishing the cluster and lastly installing updates to
make programs cluster aware.

The steps provided are necessary to cluster HP StorageWorks NAS servers.
Confirm that the following specifications have been met before proceeding:

= When connecting to an MSA, the HP StorageWorks NAS only supports MSA
firmware version 2.38 and earlier. If using an MSA with firmware version
1.xx then obtain the free upgrade from the link provided at www.hp.com. This
upgrade will need to occur before connecting the MSA to an HP
StorageWorks NAS device.

»  The SAN connection tool must be completed and all the necessary software
components for connecting to the desired storage must be installed before the
configuration of cluster services.

= Itisrequired that at least one LUN has been presented for the configuration of
the Quorum disk. Additional LUNS may also be presented for use as shared
disk resources.

More detailed information about setting up clustersis available at:
http://www.microsoft.com/windows2000/techinfo/planning/server/ clustersteps.asp

Each node of the cluster will be shut down during the Cluster Setup. Please be
sure to view this guide on a computer other than the two nodes to be clustered.
You may want to print this guide.

HP StorageWorks NAS Software Updates

Please be sure to read the section at the end of this document which discusses the
process to update HP StorageWorks NAS software to clustered versions. This
should only be done after the Cluster isinstall is complete and must be run on
both cluster nodes.
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Checklists for Cluster Server Installation
The following will assist in preparing for installation. Step-by-step instructions
begin after these items have been discussed.
= Network Requirements
»  Shared Disk Requirements

Network Requirements
= A unique NetBIOS cluster name.

= Seven unique, static | P addresses: two for the network adapters on the private
network, two for the network adapters on the public network, two for the
virtual server resources, and one for the cluster itself.

m A domain user account for Cluster service (all nodes must be members of the
same domain).

= Each node should have two network connections—one for connection to the
public network and the other for the node-to-node private cluster network. If
only one network adapter for both connectionsis used, the configuration is
not supported. A separate private network adapter is required for HCL
certification.

Shared Disk Requirements

Note: Do not let both nodes access the shared storage devices at the same time until
Cluster service is installed on at least one node and that node is online. This can be
accomplished through selective storage presentation, SAN switch zoning or having only
one node online at all times.

= All software components listed in the SAN connection tool must be installed
and the fiber cables attached to the HBA(S) before the cluster installation is
started.

= All shared disks must be accessible from both nodes, but not at the same time.
See the previous note.

m  All shared disks must be configured as basic (not dynamic).
= All partitions on the disks must be formatted as NTFS.
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Cluster Installation

Installation Overview

During the installation process, both nodes will be shut down and both nodes will
be rebooted. These steps are necessary to guarantee that the data on disks that are
attached to the shared storage busis not lost or corrupted. This can happen when

multiple nodes try to simultaneously write to the same disk that is not yet

protected by the cluster software.

Use Table 4 to determine which nodes and storage devices should be presented

during each step.

Table 4: Power Sequencing for Cluster Installation

Node Node

Step 1 Y Storage Comments

Setting up On On Not Verify that all storage devices on

networks presented | the shared bus are not presented.
Power on both nodes.

Setting up On Off Presented | Shut down both nodes. Present the

shared disks shared storage, and then power
on the first node.

Verifying Disk | Off On Presented | Shut down first node, power on

Configuration second node.

Configuring the | On Off Presented | Shutdown all nodes; power on the

First Node first node.

Configuring the | On On Presented | Power on the second node after

Second Node the first node was successfully
configured.

Post-installation | On On Presented | At this point all nodes should be

on.

To configure the Cluster service on the HP StorageWorks NAS server, the account
must have administrative permissions on each node. Both nodes must be member

servers within the same domain.
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Configure the Private Network Adapter

The following procedures are Best Practices provided by Microsoft and should be
configured on the private network adapter.

= Onthe General tab of the private network adapter, deselect all items except
TCP/IP.

= Inthe DNStab under advanced settings for the private network adapter,
deselect Register this connection’s addressesin DNS.

»  Ensurethat the Link Speed and Duplex is set to 100M ps/Full Duplex under
the advanced tab for the Ethernet card used for the private network adapter.

n If anetwork adapter isin adisconnected state during installation, the Cluster
service does not detect the adapter because there are no protocols bound to the
adapter. If Media Sense is disabled the network adapter still shows the
"disconnected" status, but the cluster installation process can detect the
adapter as available for cluster communication. To make this change, refer to
the online guide.

If the private network connection is made using a crossover cable, then the
procedures outlined in Knowledge Base (KB) article Q242430
(http://support.microsoft.com/support/kb/articles/Q242/4/30.ASP) should be
followed and the node rebooted prior to installing Cluster service. If this
procedure is not completed, and the second node is powered off while installing
Cluster service on the first node, the private network adapter may not be detected.
Thiswill prevent configuring the adapter during Cluster service installation.
However, after Cluster serviceisinstalled on both nodes and both nodes are
powered on, the adapter can be added as a cluster resource and configured
properly for the private network in Cluster Administrator.

Configure the Public Network Adapter

While the public network adapter’s | P address can be automatically obtained if a
DHCP server is available, thisis not recommended for cluster nodes. HP strongly
recommends setting static | P addressesfor all network adaptersin the cluster, both
private and public. If 1P addresses are obtained via DHCP, access to cluster nodes
could become unavailable if the DHCP server goes down. If you must use DHCP
for the public network adapter, use long lease periods to assure that the
dynamically assigned lease address remains valid even if the DHCP serviceis
temporarily lost. In all cases, set static | P addresses for the private network
connector.
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Keep in mind that Cluster service will recognize only one network interface per
subnet. For assistance with TCP/IP addressing in Windows 2000, please see
Windows 2000 Online Help at:

http://www.microsoft.com/windows2000/techinfo/proddoc/default.asp

Rename the Local Area Network Icons

HP recommends changing the names of the network connections for clarity. The
naming will help identify a network and correctly assign itsrole.

Verifying Connectivity and Name Resolution

To verify name resolution, ping each node from a client using the node’s machine
name instead of its IP number.

Verifying Domain Membership

Both nodes in the cluster must be members of the same domain and able to access
adomain controller and a DNS Server.

Setting Up a Cluster User Account

The Cluster service requires a domain user account under which the Cluster
service can run. This user account must be created before installing Cluster
service, because setup requires a user name and password. This user account
should not belong to a user on the domain. This user account will need to be
granted administrator privileges.

About the Quorum Disk

To proceed, power off both nodes. Power up node one.

The quorum disk is used to store cluster configuration database checkpoints and
log files that help manage the cluster. The quorum disk must be a shared disk
resource. Follow these quorum disk recommendations:

n Dedicate aseparate disk for a quorum disk. Asthe failure of the quorum disk
would cause the entire cluster to fail, HP strongly recommendeds that the disk
be aRAID 1 configuration.

»  Writeabasic signature and create a small partition. A minimum of 50
megabytes should be used as a quorum disk. HP recommends that a quorum
disk be 500 MB.

m  Assign theletter Q to the drive. Label the volume quorum.
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Configuring Shared Disks
Use Disk Management to configure the quorum and shared disk resources. Verify
that al shared disks are formatted as NTFS and are designated as Basic.
Verifying Disk Access and Functionality
Write afile to each shared disk resource to verify functionality.

At thistime, shut down the first node, power on the second node and repeat the
Verifying Disk Access and Functionality step. When it has been verified that both
nodes can read and write from the disks, turn off the second node and power on
thefirst, and then continue with this guide.

Install Cluster Service Software

Configuring the First Node

Note: During installation of Cluster service on the first node, the second node must
either be turned off, or stopped prior to the HP StorageWorks NAS server booting. All
shared storage devices should be powered up.

In the first phase of installation, all initial cluster configuration information must
be supplied so that the cluster can be created. Thisis accomplished using the
Cluster Service Configuration Wizard. All cluster setup and administration
activities must be accessed via the Windows 2000 graphical user interface (GUI)
available through terminal services, theiL O port, or a directly attached keyboard
and mouse connection.

1. Click Start, click Settings, and click Control Panel.
Double click Add/Remove Programs.

Double click Add/Remaove Windows Components.
Select Cluster Service. Click Next.

When prompted for files on the Windows Powered OS CD or the Windows
2000 SP3 cd, browse to the directory C:\Compag\Windows
Components\i386.

6. Thewindow shown in Figure 11 opens. Click | Understand to accept the
condition that Cluster service is supported on hardware from the Hardware
Compatibility List only.

o s~ WD
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Cluster Service Configuration Wizard

Hardware Configuration
Your hardware configuration must be tested for compatability with the Cluster service.

Microzoft does not support hardware configurations other than thoze listed in the Cluster
category of the Hardware Compatibility Ligt [HCL] lozated at

hittp: /A, microzoft. com/dhwtest bl

To indicate that you understand that Microsoft does not support hardware configurations
that are not listed in the Cluster category of the HCL, click | Understand.

| Underztand

< Back Cancel

Figure 11: Hardware configuration certification screen

7. Becausethisisthefirst nodein the cluster, the cluster must be created. Select
Thefirst nodein the cluster, as shown in Figure 12 and then click Next.
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Cluster Service Configuration Wizard

Create or Join a Cluster
Y'ou can create a new cluster, or you can join an exizting one.

Thiz server iz:

" iThe first node in the cluster.
If thiz server is the first node in a cluster, you are creating a new cluster.

" The zecond or next node in the cluster.
IF at least one other node already exists. pou are joining an exizting cluster.

< Back | Mest » | Cancel

Figure 12: Creating a new cluster

8. Enter aname for the cluster (up to 15 characters), and click Next. (In the
example, the cluster name is MyCluster.)

9. Typetheuser name and password of the cluster service account that was
created during the pre-installation. Type the domain name, and click Next.

At this point, the Cluster Service Configuration Wizard validates the user
account and password.

10. Click Next.

NAS 7000 v2 Quick Start Guide

57



Beyond Initial Setup

Configuring Cluster Disks

Note: By default, all SCSI disks not residing on the same bus as the system disk will
appear in the Managed Disks list. Therefore, if the node has multiple SCSI buses, some
disks may be listed that are not to be used as shared storage (for example, an internal
SCSI drive.) Such disks should be removed from the Managed Disks list.

1. The Add or Remove Managed Disks dialog box shown in Figure 13
specifies which shared disks will be used by Cluster service. Add or remove
disks as necessary and then click Next.

Cluster Service Configuration Yizard

Add or Remove Managed Disks

The dizks that Cluster service contiols accesz to are known as managed disks.

Add the disks that vou want the cluster to manage. Remove those dizhks that you do not
want the cluster to manage.

Unmanaged disksz: M anaged disksz:
=I- Dizk. 3 [COMPAQ HS5V110
(: [Quorum)
= Dizk. 4 [COMPAD HSV110
F: [Dizk E]
= Digk 5 [COMPAD HSV110
G: [Disk F]
KN I 2

Caution: The likelihood of cormuption of unmanaged MTFS disks on a shared bus is vem
high. It iz recommended that vou uze Cluster zervice to manage these disks.

< Back | Mest » | Cancel

Figure 13: Adding or removing managed disks

2. Click Next.
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In production clustering scenarios, more than one private network for cluster
communication must be used to avoid having a single point of failure. Cluster
service can use private networks for cluster status signals and cluster
management. This provides more security than using a public network for these
roles. Itis possible to use a public network for cluster management, or use amixed
network for both private and public communications. In any case, make sure at
least two networks are used for cluster communication, as using a single network
for node-to-node communication represents a potential single point of failure. HP
recommends that multiple networks be used, with at least one network configured
asaprivate link between nodes and other connections through a public network. If
more than one private network exists, make sure that each uses a different subnet,
as Cluster service recognizes only one network interface per subnet.

This document is built on the assumption that only two networks are in use. It
shows how to configure these networks as one mixed and one private network.

The order in which the Cluster Service Configuration Wizard presents these
networks may vary. In this example, the public network is presented first.

3. Click Next in the Configuring Cluster Networ ks dialog box.

4. Make sure that the network name and I P address correspond to the network
interface for the public network.

5. Check the box Enablethis network for cluster use.

6. Select the option All communications (mixed network) as shown in
Figure 14.

7. Click Next.
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Cluster Service Configuration Wizard E2

Metwork Connections

Type the netwark. name, and specify whether this netwark will perform as a public,
private or miked network.

M etwark, name: IF'uhIic Cluster Conneckior]
Device: IEDmpaq MC3134 Fast Ethemet NIC #10
IP address: |1 72181.243

v Enable thiz network for cluster uze

ifire network perfarme e el ewing rele i e clustern

™ Client access only [public netwark)

€ |mternal cluster communications only (private netwark)
Al communications [miked network)

¢ Back I Mest » I Cancel

Figure 14: Public network connection

8. The next dialog box shown in Figure 15 configures the private network. Make
sure that the network name and IP address correspond to the network interface
used for the private network.

9. Check the box Enable this network for cluster use.
10. Select the option Internal cluster communications only.
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Cluster Service Configuration Wizard

Metwork Connections

Type the netwark name, and specify whether thiz netwark, will perform as a public,
private or mixed netwaork,

Metwork name: |Eluster
Device: |D:um|:uaq MC3134 Fast Ethemnet MIC #3
IP address: |1 0.10.10.53

[+ Enable this netwark for cluster use

" Client access only [public netwark)

f* nternal cluster communications only [private netwark}

" Al communications [mixed network]

¢ Back | Memt > | Cancel

Figure 15: Private network connection

11. Click Next.

12. In this example, both networks are configured in such away that both can be
used for internal cluster communication. The next dialog window offers an
option to modify the order in which the networks are used. Because Private
Cluster Connection represents adirect connection between nodes, it is left at
the top of thelist. In normal operation this connection will be used for cluster
communication. In case of the Private Cluster Connection failure, cluster
service will automatically switch to the next network on the list—in this case
Public Cluster Connection. Make sure the first connection in thelist is the
Private Cluster Connection and click Next.

Note: Always set the order of the connections so that the Private Cluster Connection is
first in the list.
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13. Enter the unique cluster I P address and Subnet mask, and click Next.

Cluster Service Configuration Wizard

Cluster IP Address
The IP addrezz identifiez the cluster to the network.

Type the IP addresz for management of the chuster. The subnet mazk may be supplied
autamatically.

|P address: | 172.18 . 1 .16

Subnet mask: |255.255. 0.0

Select the public network from which clients gain access ta the cluster.

Metwork: |F'u|3|ic Cluster Connection ﬂ

Cancel

< Back

Figure 16: Cluster IP Address

The Cluster Service Configuration Wizard shown in Figure 16 automatically
associates the cluster 1P address with one of the public or mixed networks. It uses
the subnet mask to select the correct network.

14. Click Finish to complete the cluster configuration on the first node.

The Cluster Service Setup Wizard completes the setup process for the first
node by copying the files needed to complete the installation of Cluster
service. After the files are copied, the Cluster service registry entries are
created, the log files on the quorum resource are created, and the Cluster
serviceis started on the first node.

A dialog box is displayed confirming that Cluster service has started
successfully.

15. Click OK.
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16. Close the Add/Remove Programs window.

Validating the Cluster Installation

Use the Cluster Administrator snap-in to validate the Cluster service installation
on thefirst node.

1. Click Start.

2. Click Programs.

3. Click Administrative Tools.
4. Click Cluster Administrator.

&5 Cluster Administrator - [MYCLUSTER (.)] H= E3
2y Fle View Window Help =171
& @|&] =] B 2= =E=wE
MYCLLSTER Name | State Qwner | Groug
=] Groups 0 pisk online ENTAPP1Z Clusty
I~ Cluster Group Dok & Online ENTAPP12 Disk ¢
s xt g"’”p ; (oisk F: orline ENTAPPI2 Disk ¢
_.;I ;ﬂ roup 0 Cluster 1P Address  Orline ENTAPPI12 Clust
L BS0UrCes .
- Cluster N Onl ENTAPP1Z Clusk
[#-{_] Cluster Configuration l.‘lJ uster flame ne st
= él-' ENTAPPLZ
(7] Active Groups
i B At e Fesources
i (] Metwork Interfaces
1 | i
For Help, press F1 [ Nom [ 2

Figure 17: Cluster administrator

If the snap-in window is similar to that shown in Figure 17, the Cluster service
was successfully installed on thefirst node. It isnow possibleto install the Cluster
service on the second node.
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Configuring the Second Node

Note: For this section, leave the first node on and power up the second node.

Installing Cluster service on the second node requires less time than on the first
node. Setup configures the Cluster service network settings on the second node
based on the configuration of the first node.

Installation of Cluster service on the second node begins exactly as for the first
node. During installation of the second node, the first node must be running.

Follow the same procedures used for installing Cluster service on the first node,
with the following differences:

1

N o o s

Inthe Create or Join a Cluster dialog box, select The second or next node
in the cluster, and click Next.

Enter the cluster name that was previously created (in this example,
MyCluster), and click Next.

Leave Connect to cluster as unchecked. The Cluster Service Configuration
Wizard will automatically supply the name of the user account selected during
the installation of the first node. Always use the same account used when
setting up the first cluster node.

Enter the password for the account (if there is one) and click Next.
At the next dialog box, click Finish to complete configuration.
The Cluster service will start. Click OK.

Close Add/Remove Programs.

Verifying Installation

There are several ways to verify a successful installation of Cluster service. Here
isasimple one:

1

Click Start>Programs>Administrative Tools and click Cluster
Administrator.
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&5 Cluster Administrator - [MYCLUSTER {.)] ==
;"_fﬂ Fila View Window Help ...IE’ILI
&| 24| x5 B sl
MYCLUSTER Name | state Owner | Grou
= Groups |Qpisk g online ENTAPP1Z Clust
| Cluster Group [ Disk G Online ENTAPP1Z Disk ¢
&l Disk Group 1 13 isk F: Orline ENTAPPIZ Disk ¢
b Zil) Disk Graup 2 Wa i i |
(3 Resources Cluster 17 Address Online ENTAPP12 Clusk
- Clusker h Onli ENTAPP1Z Clusk
[#-{_] Cluster Configurakion m uster flame ne =
=) p] ENTAPP12
-7 Active Groups
BRI E/chive Fesources
i ] Metwork Interfaces
=) ENTAPP13
] Ackive Groups
7] Active Resources
i{ ] Metwork Interfaces
4 | i
Far Help, press F1 [ nom [ 2

Figure 18: Cluster Resources

The presence of two nodes (Entapp12 and Entappl3 in Figure 18) shows that
acluster existsand isin operation.

2. Right-Click on one of the groups and select the option M ove. The group and
al itsresources will be moved to the other node. After a short period of time
the cluster resources will be brought online on the second node. While
watching the screen, a shift will occur. Close the Cluster Administrator
snap-in.

3. If thistest fails then the cluster configuration was not successful. Further
information can be found in the event logs and it may be necessary to reinstall
cluster services on one of the nodes.

Installation of Cluster service on both nodesis complete. The server cluster is
fully operational.
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HP StorageWorks NAS Software Updates

Once cluster installation is complete, it is necessary to upgrade Services for Unix
and NAS DataCopy (if installed) to make them cluster aware. Select thelink at the
bottom of the Cluster Setup Guide located under the HP Utilities tab in the WEB

User Interface to perform the software updates. If DataCopy isinstalled after the

cluster isinstalled, DataCopy will automatically become cluster aware.

Note: Complete this procedure on both cluster nodes.

Configuring Physical Disk Resources after the Cluster Install is Complete

Once the cluster installation is complete it may be necessary to add additional
physical disk resourcesinto the cluster. The procedure outlines the steps to

compl ete this process. This can be accomplished at the server console, or remotely
through terminal services or theiLO port.

n  Present the LUN(S) to Node A, do not present the LUN(s) to Node B at
thistime.

= On NodeA, open Disk Manager and write the disk signatures and create
the partitions. Remember that disks can only be basic in a cluster.

— To open Disk Manager select Start-Run-diskmgmt.msc.
— A volume label must be assigned when the partition is formatted.

= OnNode A, open Cluster Administrator and create the Physical Disk
Resources.

— Select Start-Run-Cluadmin . to open Cluster Administrator.

— To create a physical disk resource in Cluster Administrator select
File-New-Resource.

— If the new disks do not appear in the disk selection list, Node A must
be rebooted.

= After all new LUN(s) have been added to the cluster, present the LUN(s)
to Node B.

= On Node B, open Device Manager and scan for new devices.
m  Move the new Physical Disk Resources to Node B.

— To move the Physical Disk Resource, right click on the cluster group
the disk resides in and select Move Group.
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