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advanced Virtualization  
i/O Queuing Technologies
an intel-Microsoft perspective

enhanced Queuing Technologies  
for improved network performance  
in Virtualized Servers
With the increase in the adoption of server virtualization and consolida-

tion in data centers, there has been a continuous evolution of virtualization 

technologies in server components to improve the overall performance of 

the system and achieve the Service Level Objectives (SLOs) as defined.  

To improve the I/O performance of these virtualized servers, Intel has 

developed a breakthrough technology, Virtual Machine Device Queues 

(VMDq). VMDq helps off load network I/O data processing from the  

hypervisor software to the network silicon. Microsoft has developed  

VMQ technology, available in Windows Server® 2008 R2 Hyper-V.™  

These two technologies work together to improve I/O throughput for  

faster, more efficient networking.

Ta b l e O f c O n T e n T S

bigger burdens for hypervisors  ...... 2

Queuing Technology Overview .......... 2

Receiving Packets  ...................................... 3

Transmitting Packets .................................. 3

Performance Use Case Scenario ............... 3

Summary  ........................................ 4

How to Get VMDq  ....................................... 4

How to Get Microsoft VMQ  ........................ 4



2

TeCHnICaL WHITe PaPeR  aDVanCeD VIRTUaLIzaTIOn I/O QUeUInG TeCHnOLOGIeS: an InTeL MICROSOf T PeRSPeCTIVe

bigger burdens for hypervisors 
Deploying virtualized environments is a growing practice 

among IT departments in order to consolidate server 

workloads and reduce data center footprints. Today’s  

more powerful servers allow for greater virtual machine  

(VM) density per virtualized server than ever before, yet 

this consolidation does not necessarily mean more effi- 

cient network throughput in the virtual environment. In  

fact, it can have a significant impact on system and appli-

cation performance as workloads increasingly depend  

on network I/O. a balance between system performance 

and networking capabilities is required to achieve optimal 

application services from consolidation. 

In the Hyper-V environment today, the virtual switch in the 

Management OS filters data based on VLan tags and MaC 

addresses, copies the data, and then routes the data to the 

respective VMs via the VM Bus as shown in figure 1. The 

overhead associated with the virtual switch and the data 

copies impact a system’s overall network I/O performance, 

including both CPU utilization and throughput.

The solution provided by Microsoft and Intel with their 

complementary queuing technologies, VMQ and VMDq, 

reduces this impact to improve system performance.

Queuing Technology Overview
Intel® Virtualization Technology1 (Intel® VT) refers to the 

hardware assists for virtualization that Intel offers across 

its server platforms (CPU, Chipset, I/O) to provide improved 

system performance, security, efficiency, and a more 

powerful virtualization solution. Intel® VT for Connectivity  

is the portion of Intel VT designed to improve network  

I/O in virtualized servers and includes VMDq.

VMDq is a network silicon-level technology that off loads 

the network I/O management burden from the hypervisor 

to the ethernet Controller. Multiple queues and sorting 

intelligence in the silicon support enhanced network traffic 

flow in the virtual environment, freeing processor cycles for 

application work (figure 2). This improves efficiency in data 

transactions toward the destined VM and increases overall 

system performance. 

VMQ is Microsoft’s Hyper-V queuing technology that  

makes use of the VMDq capabilities of the Intel ethernet 

controller to enable data packets to be delivered to the VM 

with minimal handling in software. The Shared Memory 

feature allows the data packets to DMa directly into the  

VM’s memory, thereby avoiding a copy between the  

memory of the Management OS and the VM’s memory.

figure 1. in virtual environments today, the hypervisor’s  
virtual switch manages network i/O. all data passes through 
the virtual switch in the Management OS.

figure 2. with VMQ and VMDq technologies, data packets are 
delivered directly to the VM without data copy and bypassing 
the virtual switch. 
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receiving packets 
as data packets arrive at the network adapter, a Layer 2 

classifier/sorter in the ethernet controller sorts and deter-

mines which VM each packet is destined for based on MaC 

addresses and/or VLan tags that the Hyper-V virtual switch 

has programmed into the controller. The data packets are 

sorted into multiple queues in the controller by VMDq, and 

then VMQ’s Shared Memory feature DMas them directly 

into the VMs’ memory. Doing so removes the overhead 

associated with the filtering and data copy overhead from 

the virtual switch in the Management OS. Thus, VMDq 

improves platform efficiency for handling receive-side 

network I/O and lowers CPU utilization for application 

processing in a Hyper-V environment.

Transmitting packets
as packets are transmitted from the VMs towards the 

adapters, the hypervisor places the data packets in their 

respective queues. To prevent head-of-line blocking and 

ensure each queue is fairly serviced, the network controller 

transmits queued packets to the wire in a round-robin 

fashion, thereby guaranteeing some measure of Quality  

of Service (QoS) to the VMs.

performance Use case Scenario
Together, Intel and Microsoft’s queuing technologies 

improve overall network I/O performance in a virtualized 

environment. With this combined queuing technology 

implementation in a virtualized environment, lab tests 

demonstrated significant throughput improvement. 

Microsoft’s VMQ and Intel’s VMDq combine to efficiently 

share network I/O, increase switching performance with 

hardware acceleration, and allow customers to deploy  

more applications.

In this specific use case scenario, the configuration included 

a dual-socket Intel® Xeon® processor-based server, for a total 

of eight cores, running Windows Server 2008 Hyper-V R2 

Beta, and an Intel® 82598 10 Gigabit ethernet Controller. 

Using the ntttcp application, receive-only throughput without 

VMDq was 5.4 Gbps for 4 VMs; with VMDq, the throughput 

went up to more than 9.3 Gbps.3 These readings were with 

the standard frame size of 1500 bytes.  

Microsoft’s VMQ and Intel’s VMDq 

combine to efficiently share network 

I/O, increase switching performance 

with hardware acceleration,  

and allow customers to deploy  

more applications.

figure 3. Together, VMQ and VMDq significantly improve 
network i/O throughput.2
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Summary 
as server processing power increases and drives greater VM 

density on physical servers, the impact on network I/O will need 

to be addressed. Together, VMQ and VMDq improve virtualized 

server I/O by off loading the data packet sorting overhead from the 

hypervisor virtual switch to the ethernet controller. Data packet 

sorting in the ethernet controller, plus individual queues for each 

VM and the DMa of the data packets directly to the VM’s memory, 

make more CPU cycles available for application processing 

instead of network I/O processing and improve server throughput. 

Customers can realize these benefits by deploying Intel® ethernet 

Server adapters and Windows Server 2008 R2 Hyper-V.

how to Get VMDq 

how to Get VMDq 
VMDq is supported in the following products:

• 1Gbe (Intel® 82575 Gigabit ethernet Controller,  

Intel® 82576 Gigabit ethernet Controller)

• 10Gbe (Intel® 82598 10 Gigabit ethernet Controller,  

Intel® 82599 10 Gigabit ethernet Controller)

how to Get Microsoft VMQ 
VMQ is included in the Windows Server 2008 R2  

with the Hyper-V role enabled.

1	 		Intel®	Virtualization	Technology	requires	a	computer	system	with	an	enabled	Intel®	processor,	BIOS,	virtual	machine	monitor	(VMM)	and,	for	some	uses,	certain	platform	
software	enabled	for	it.	Functionality,	performance	or	other	benefits	will	vary	depending	on	hardware	and	software	configurations	and	may	require	a	BIOS	update.	Soft-
ware	applications	may	not	be	compatible	with	all	operating	systems.	Please	check	with	your	application	vendor.	

2			This	is	throughput	measured	by	TCP.	At	4	VMs,	this	effectively	represents	line	rate	when	IP	and	Ethernet	overhead	is	included.
3			Microsoft	internal	measurement.	(April	2009)	ntttcp	benchmark.	Windows	Server	2008	R2	Beta.	Intel®	Xeon®	processor	E5460,	3.16	GHz,	8	MB	L2	cache,	1333	MHz	
system	bus,	24	GB	memory.
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	 		The	information	contained	in	this	document	represents	the	current	view	of	Microsoft	Corporation	on	the	issues	discussed	as	of	the	date	of	publication.	Because	Micro-
soft	must	respond	to	changing	market	conditions,	it	should	not	be	interpreted	to	be	a	commitment	on	the	part	of	Microsoft,	and	Microsoft	cannot	guarantee	the	accuracy	
of	any	information	presented	after	the	date	of	publication.

	 		This	White	Paper	is	for	informational	purposes	only.	MICROSOFT	MAKES	NO	WARRANTIES,	EXPRESS,	IMPLIED	OR	STATUTORY,	AS	TO	THE	INFORMATION	
IN	THIS	DOCUMENT.

	 		Complying	with	all	applicable	copyright	laws	is	the	responsibility	of	the	user.	Without	limiting	the	rights	under	copyright,	no	part	of	this	document	may	be	reproduced,	
stored	in	or	introduced	into	a	retrieval	system,	or	transmitted	in	any	form	or	by	any	means	(electronic,	mechanical,	photocopying,	recording,	or	otherwise),	or	for	any	
purpose,	without	the	express	written	permission	of	Microsoft	Corporation.	

	 		Microsoft	may	have	patents,	patent	applications,	trademarks,	copyrights,	or	other	intellectual	property	rights	covering	subject	matter	in	this	document.	Except	as		
expressly	provided	in	any	written	license	agreement	from	Microsoft,	the	furnishing	of	this	document	does	not	give	you	any	license	to	these	patents,	trademarks,		
copyrights,	or	other	intellectual	property.

	 		INFORMATION	IN	THIS	DOCUMENT	IS	PROVIDED	IN	CONNECTION	WITH	INTEL®	PRODUCTS.	NO	LICENSE,	EXPRESS	OR	IMPLIED,	BY	ESTOPPEL		
OR	OTHERWISE,	TO	ANY	INTELLECTUAL	PROPERTY	RIGHTS	IS	GRANTED	BY	THIS	DOCUMENT.	EXCEPT	AS	PROVIDED	IN	INTEL’S	TERMS	AND		
CONDITIONS	OF	SALE	FOR	SUCH	PRODUCTS,	INTEL	ASSUMES	NO	LIABILITY	WHATSOEVER,	AND	INTEL	DISCLAIMS	ANY	EXPRESS	OR	IMPLIED		
WARRANTY,	RELATING	TO	SALE	AND/OR	USE	OF	INTEL	PRODUCTS	INCLUDING	LIABILITY	OR	WARRANTIES	RELATING	TO	FITNESS	FOR	A	PARTI-
CULAR	PURPOSE,	MERCHANTABILITY,	OR	INFRINGEMENT	OF	ANY	PATENT,	COPYRIGHT	OR	OTHER	INTELLECTUAL	PROPERTY	RIGHT.	UNLESS		
OTHERWISE	AGREED	IN	WRITING	BY	INTEL,	THE	INTEL	PRODUCTS	ARE	NOT	DESIGNED	NOR	INTENDED	FOR	ANY	APPLICATION	IN	WHICH	THE		
FAILURE	OF	THE	INTEL	PRODUCT	COULD	CREATE	A	SITUATION	WHERE	PERSONAL	INJURY	OR	DEATH	MAY	OCCUR.

	 		Intel	may	make	changes	to	specifications	and	product	descriptions	at	any	time,	without	notice.	Designers	must	not	rely	on	the	absence	or	characteristics	of	any	features	
or	instructions	marked	“reserved”	or	“undefined.”	Intel	reserves	these	for	future	definition	and	shall	have	no	responsibility	whatsoever	for	conflicts	or	incompatibilities	
arising	from	future	changes	to	them.	The	information	here	is	subject	to	change	without	notice.	Do	not	finalize	a	design	with	this	information.

	 		The	products	described	in	this	document	may	contain	design	defects	or	errors	known	as	errata	which	may	cause	the	product	to	deviate	from	published	specifications.	
Current	characterized	errata	are	available	on	request.	Contact	your	local	Intel	sales	office	or	your	distributor	to	obtain	the	latest	specifications	and	before	placing	your	
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