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Introduction

1 Introduction

The purpose of this document is to enable a user to properly set up and configure a
system using Intel® Matrix Storage Manager. It provides steps for set up and
configuration, as well as a brief overview on Intel® Matrix Storage Manager features.

Note: The information in this document is only relevant on systems with a supported Intel
chipset that include a supported Intel chipset, with a supported operating system.

Supported Intel chipsets - http://support.intel.com/support/chipsets/imsm/sb/CS-

020644.htm

Supported operating systems -
http://support.intel.com/support/chipsets/imsm/sb/CS-020648.htm

Note: The majority of the information in this document is related to either software
configuration or hardware integration. Intel is not responsible for the software written
by third party vendors or the implementation of Intel components in the products of
third party manufacturers.

Customers should always contact the place of purchase or system/software
manufacturer with support questions about their specific hardware or software

configuration.

1.1 Terminology

Term

Description

AHCI

Advanced Host Controller Interface: an interface specification that
allows the storage driver to enable advanced Serial ATA features such
as Native Command Queuing, native hot plug, and power
management.

Continuous Update
Policy

When a recovery volume is using this policy, data on the master drive
is copied to the recovery drive automatically as long as both drives
are connected to the system.

Intel® Matrix Storage
Manager Option ROM

A code module built into the system BIOS that provides boot support
for RAID volumes as well as a user interface for configuring and
managing RAID volumes.

Master Drive

The hard drive that is the designated source drive in a recovery
volume.

Matrix RAID

Two independent RAID volumes within a single RAID array.

Member

A hard drive used within a RAID array.
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Term Description
Migration The process of converting a system's data storage configuration from
a non-RAID configuration (pass-thru) to a RAID configuration.
Hot Plug The unannounced removal and insertion of a Serial ATA hard drive

while the system is powered on.

NCQ

Native Command Queuing: a command protocol in Serial ATA that
allows multiple commands to be outstanding within a hard drive at
the same time. The commands are dynamically reordered to increase
hard drive performance.

On Request Update

When a recovery volume is using this policy, data on the master drive

Policy is copied to the recovery drive when you request it. Only changes
since the last update process are copied.

oS Operating System

Port0 A serial ATA port (connector) on a motherboard identified as PortO.

Port1 A serial ATA port (connector) on a motherboard identified as Port1.

Port2 A serial ATA port (connector) on a motherboard identified as Port2.

Port3 A serial ATA port (connector) on a motherboard identified as Port3.

POST Power-On Self Test

RAID Redundant Array of Independent Drives: allows data to be distributed

across multiple hard drives to provide data redundancy or to enhance
data storage performance.

RAID 0 (striping)

The data in the RAID volume is striped across the array's members.
Striping divides data into units and distributes those units across the
members without creating data redundancy, but improving read/write
performance.

RAID 1 (mirroring)

The data in the RAID volume is mirrored across the RAID array's
members. Mirroring is the term used to describe the key feature of
RAID 1, which writes duplicate data to each member; therefore,
creating data redundancy and increasing fault tolerance.

RAID 5 (striping with
parity)

The data in the RAID volume and parity are striped across the array's
members. Parity information is written with the data in a rotating
sequence across the members of the array. This RAID level is a
preferred configuration for efficiency, fault-tolerance, and
performance.

RAID 10 (striping and

The RAID level where information is striped across a two disk array

mirroring) for system performance. Each of the drives in the array has a mirror
for fault tolerance. RAID 10 provides the performance benefits of
RAID 0 and the redundancy of RAID 1. However, it requires four hard
drives.

RAID Array A logical grouping of physical hard drives.
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Term

Description

RAID Level Migration

The process of converting a system's data storage configuration from
one RAID level to another.

RAID Volume

A fixed amount of space across a RAID array that appears as a single
physical hard drive to the operating system. Each RAID volume is
created with a specific RAID level to provide data redundancy or to
enhance data storage performance.

Recovery Drive

The hard drive that is the designated target drive in a recovery

volume.

Recovery Volume

A volume utilizing Intel(R) Rapid Recover Technology.

Reference Documents

Document

Document
No./Location

Not Applicable
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2 Intel® Matrix Storage Manager
Features

2.1 Feature Overview

The Intel® Matrix Storage Manager software package provides high-performance
Serial ATA and Serial ATA RAID capabilities for supported operating systems.

Supported operating systems -
http://support.intel.com/support/chipsets/imsm/sb/CS-020648.htm

The key features of the Intel® Matrix Storage Manager are as follows:

e RAIDO
e RAID1
e RAIDS
e RAID 10

e Matrix RAID
e RAID migration and RAID level migration
e Intel® Rapid Recover Technology

e Advanced Host Controller Interface (AHCI) support

2.2 RAID O (Striping)

RAID 0 uses the read/write capabilities of two or more hard drives working in unison
to maximize the storage performance of a computer system.

Table 1 provides an overview of the advantages, the level of fault-tolerance provided,
and the typical usage of RAID 0.
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Table 1. RAID 0 Overview

2.3

Hard Drives 2-6

Required:

Advantage: Highest transfer rates

Fault- None - if one disk fails all data will be lost

tolerance:

Application: Typically used in desktops and workstations for maximum performance for
temporary data and high I/O rate. 2-drive RAID 0 available in specific
mobile configurations.

Refer to the following web site for more information on RAID 0:
http://support.intel.com/support/chipsets/iaa raid/sb/CS-009337.htm

RAID 1 (Mirroring)

A RAID 1 array contains two hard drives where the data between the two is mirrored
in real time to provide good data reliability in the case of a single disk failure; when
one disk drive fails, all data is immediately available on the other without any impact
to the integrity of the data.

Table 2 provides an overview of the advantages, the level of fault-tolerance provided,
and the typical usage of RAID 1.

Table 2. RAID 1 Overview

2.4

10

Hard Drives 2

Required:

Advantage: 100% redundancy of data. One disk may fail, but data will continue to be
accessible. A rebuild to a new disk is recommended to maintain data
redundancy.

Fault- Excellent — disk mirroring means that all data on one disk is duplicated on

tolerance: another disk.

Application: Typically used for smaller systems where capacity of one disk is sufficient
and for any application(s) requiring very high availability. Available in
specific mobile configurations.

Refer to the following web site for more information on RAID 1:
http://support.intel.com/support/chipsets/iaa_raid/sb/CS-009338.htm

RAID 5 (Striping with Parity)

A RAID 5 array contains three or more hard drives where the data and parity are
striped across all the hard drives in the array. Parity is a mathematical method for
recreating data that was lost from a single drive, which increases fault-tolerance.

Table 3 provides an overview of the advantages, the level of fault-tolerance provided,
and the typical usage of RAID 5.
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Table 3. RAID 5 Overview

2.5

Hard Drives 3-6

Required:

Advantage: Higher percentage of usable capacity and high read performance as well as
fault-tolerance.

Fault- Excellent - parity information allows data to be rebuilt after replacing a

tolerance: failed hard drive with a new drive.

Application: Storage of large amounts of critical data. Not available in mobile

configurations.

Refer to the following web site for more information on RAID 5:
http://support.intel.com/support/chipsets/imsm/sb/CS-020653.htm

RAID 10

A RAID 10 array uses four hard drives to create a combination of RAID levels 0 and 1.
It is a striped set whose members are each a mirrored set.

Table 4 provides an overview of the advantages, the level of fault-tolerance provided,
and the typical usage of RAID 10.

Table 4. RAID 10 Overview

2.6

Hard Drives 4

Required:

Advantage: Combines the read performance of RAID 0 with the fault-tolerance of RAID
1.

Fault- Excellent — disk mirroring means that all data on one disk is duplicated on

tolerance: another disk.

Application: High-performance applications requiring data protection, such as video
editing. Not available in mobile configurations.

Refer to the following web site for more information on RAID 10:
http://support.intel.com/support/chipsets/imsm/sb/CS-020655.htm

Matrix RAID

Matrix RAID allows you to create two RAID volumes on a single RAID array.

As an example, on a system with an Intel® 82801GR I/O controller hub (ICH7R),
Intel® Matrix Storage Manager allows you to create both a RAID 0 volume as well as
a RAID 5 volume across four Serial ATA hard drives.

Example: Refer to Figure 1.
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Figure 1. Matrix RAID
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Refer to the following web site for more information on matrix RAID:
http://support.intel.com/support/chipsets/imsm/sb/CS-020681.htm

RAID Migration

The RAID migration feature enables a properly configured PC, known as a RAID-Ready
system, to be converted into a high-performance RAID 0, RAID 1, RAID 5, or RAID 10
configuration by adding one or more Serial ATA hard drives to the system and
invoking the RAID migration process from within Windows.

The following RAID migrations are supported:

All migrations may not be available as each migration is supported on specific
platform configurations.

e RAID-Ready to 2,3,4,5 or 6-drive RAID 0
e RAID-Ready to 2-drive RAID 1

e RAID-Ready to 3,4,5 or 6-drive RAID 5

e RAID-Ready to 4-drive RAID 10

The migrations do not require re-installation of the operating system. All applications
and data remain intact.

See the following web site for more information on migrations and the platforms on
which each migration is supported:
http://support.intel.com/support/chipsets/imsm/sb/CS-020674.htm

RAID Level Migration

The RAID level migration feature enables a user to migrate data from a RAID 0, RAID
1, or RAID 10 volume to RAID 5 by adding any additional Serial ATA hard drives
necessary and invoking the modify volume process from within Windows.
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2.9

Note:

The following RAID level migrations are supported:

All migrations may not be available as each migration is supported on specific
platform configurations.

e 2-drive RAID 0 to 3,4,5 or 6-drive RAID 5
e 3-drive RAID 0 to 4,5 or 6-drive RAID 5

e 4-drive RAID 0 to 5 or 6-drive RAID 5

e 2-drive RAID 1 to 3,4,5 or 6-drive RAID 5
e 4-drive RAID 10 to 4,5 or 6-drive RAID 5

RAID level migrations do not require re-installation of the operating system. All
applications and data remain intact.

See the following web site for more information on RAID level migrations and the
platforms on which each migration is supported:
http://support.intel.com/support/chipsets/imsm/sb/CS-020674.htm

Intel® Rapid Recover Technology

Intel® Rapid Recover Technology utilizes RAID 1 (mirroring) functionality to copy data
from a designated master drive to a designated recovery drive. The master drive data
can be copied to the recovery drive either continuously or on request.

When using the continuous update policy, changes made to the data on the master
drive while the system is not docked are automatically copied to the recovery drive
when the system is re-docked. When using the on request update policy, the master
drive data can be restored to a previous state by copying the data on the recovery
drive back to the master drive.

Table 5 provides an overview of the advantages, the disadvantages, and the typical
usage of Intel® Rapid Recover Technology.

Table 5. Recovery Volume Overview

Hard Drives 2
Required:
Advantage: More control over how data is copied between master and recovery drives;

fast volume updates (only changes to the master drive since the last update
are copied to the recovery drive); member hard drive data can be viewed in
Microsoft Windows Explorer*.

Disadvantage: No increase in volume capacity.

Application: Critical data protection for mobile systems; fast restoration of the master
drive to a previous or default state.

Refer to the following web site for more information on Intel® Rapid Recovery
Technology: http://support.intel.com/support/chipsets/imsm/sb/CS-026142.htm
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Advanced Host Controller Interface

Advanced Host Controller Interface (AHCI) is an interface specification that allows the
storage driver to enable advanced Serial ATA features such as Native Command
Queuing and Native Hot Plug.

Intel chipsets that support AHCI:
http://support.intel.com/support/chipsets/imst/sb/CS-012304.htm

Native Command Queuing

Native Command Queuing (NCQ) is a feature supported by AHCI that allows Serial
ATA hard drives to accept more than one command at a time. NCQ, when used in
conjunction with one or more hard drives that support NCQ, increases storage
performance on random workloads by allowing the drive to internally optimize the
order of commands.

To take advantage of NCQ, you need the following:
e Chipset that supports AHCI
e Intel® Matrix Storage Manager

e One or more Serial ATA (SATA) hard drives that support NCQ

Hot Plug

Hot plug, also referred to as hot swap, is a feature supported by AHCI that allows
Serial ATA hard drives to be removed or inserted while the system is powered on and
running. As an example, hot plug may be used to replace a failed hard drive that is in
an externally-accessible drive enclosure.

To take advantage of hot plug, you need the following:
e Chipset that supports AHCI
e Intel® Matrix Storage Manager

e Hot plug capability correctly enabled in the system BIOS by the OEM/motherboard
manufacturer
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RAID BIOS Configuration

3.1

3.2

Note:

Overview

To install the Intel® Matrix Storage Manager, the system BIOS must include the
Intel® Matrix Storage Manager option ROM.

The Intel® Matrix Storage Manager option ROM is tied to the controller hub. Version
7.0 of the option ROM supports platforms based on the Intel® 82801HEM I/0
controller hub.

Enabling RAID in BIOS

Use the following steps to enable RAID in the system BIOS:

The instructions listed below are specific to motherboards manufactured by Intel with
a supported Intel chipset. The specific BIOS settings on non-Intel manufactured
motherboards may differ. Refer to the motherboard documentation or contact the
motherboard manufacturer or your place of purchase for specific instructions. Always
follow the instructions that are provided with your motherboard.

1. Press the <F2> key after the Power-On-Self-Test (POST) memory test begins.
2. Select the Advanced menu, then the Drive Configuration menu.

3. Switch the Drive Mode option from Legacy to Enhanced.

4. Enable Intel(R) RAID Technology.

5. Press the <F10> key to save the BIOS settings and exit the BIOS Setup program.
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Intel® Matrix Storage Manager
Option ROM

4.1

4.2

Overview

The Intel® Matrix Storage Manager option ROM is a PnP option ROM that provides a
pre-operating system user interface for RAID configurations. It also provides BIOS and
DOS disk services (Int13h).

User Interface

To enter the Intel® Matrix Storage Manager option ROM user interface, press the
<Ctrl> and <i> keys simultaneously when prompted during the Power-On Self Test
(POST).

Example: Refer to Figure 2.

Figure 2. User Prompt

4.3

16

Intel{R> Matrix Storage Manager option ROM v5_B.0.1832 ICHx
Copyright{C> 20A3-B5 Intel Corporation. All Rights Reserved.

RAID Volumes:
Mone defined.

Physical Disks:

Port Drive Model Serial # Size TypesStatus{Uol ID>
5] Maxtor 6YBOLEMB ¥2NGJ4FE 57.3GB

i Maxtor 6YBSOMB ¥Y2R1Z1BE ?6.3GB

2 Maxtor 6Y200MA Y&HMQIRE 1899GB

Presz {HIIRRE to enter Configuration Utility..

NOTE: The hard drive(s) and hard drive information listed for your system can differ from the
following example.

Version Identification

To identify the specific version of the Intel® Matrix Storage Manager option ROM
integrated into the system BIOS, enter the option ROM user interface. The version
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number is located in the top right corner with the following format: vX.Y.W.XXXX,
where X and Y are the major and minor version nhumbers.

4.4 RAID Volume Creation

Use the following steps to create a RAID volume using the Intel® Matrix Storage

Manager user interface:

Note: The following procedure should only be used with a newly-built system or if you are
reinstalling your operating system. The following procedure should not be used to
migrate an existing system to RAID 0. If you wish to create matrix RAID volumes
after the operating system software is loaded, they should be created using the
Intel® Matrix Storage Console in Windows.

1. Press the <Ctrl> and <i> keys simultaneously when the following window appears

during POST:

"1 CTRL—I >R+ -1 1A D

2. Select option 1. Create RAID Volume and press the <Enter> key.

H_H H

Intel(R>» Matrix Storage Manager option ROM v?.B_0.9178 ICHBM-E
Copyright {C> 20A3-A6 Intel Corporation. A1l Rights Reserved.
[ 1

Create RAID Uolume
Delete RAID Uolume

RAID Uolumes:
Mone defined.

Phyzical Dizks:

Port Drive Model Serial #
8T3128@2308 JKABHBKF
ST3168823A% JJSHENDYQ
ST36BA15A8 JKCO1D1E

Exit

[Ti1-Select [ESC1-Exit

3. Reset Disks to Non—-RAID
4. Recovery Uolume Options

Size TypesStatus<lUol ID>
111 .8GB E

147 .1GB

55.9GB

[ENTER1-8elect Menu
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3. Type in a volume name and press the <Enter> key, or press the <Enter> key to
accept the default name.

Intel<{R> Matrix Storage Manager option ROM v5.B_0_.1832 ICHx
Copyright<{C> 280385 Intel Corporation. A1l Rights Heserved.
[ 1

Name :
RAID Level: RAIDACStripel
Disks: Select Disks
Strip Size: 128KB
Capacity: 6.8 GB

Create Volume

Enter a string between 1 and 16 characters in length that can be used
to unigquely identify the RAID volume. This name iz case sensitive and
can not contain special characters.

[T} 1Change [TAB1-Next [ESC]1-Previous Menu [ENTERI-Select

4. Select the RAID level by using the <A> or <¥> keys to scroll through the

available values, then press the <Enter> key.

Intel(R> Matrix Storage Manager option ROM v5_8.8_.1832 ICHx
Copyright<C> 2803-85 Intel Corporation. A1l Rights Reserwved.
[ 1

NHame: RAID Uolume®
RAID Level: OISR
Disks:= Select Disks
Strip Size: 128KB
Capacity: 8.8 GHB

Create Uolume

[ 1
Choose the RAID level best suited to your usage model.

RAIDA Data striped across multiple physical drives for performance.

RAID1 Data mirrored across multiple physical drives for redundancy.

RAID1A Striped volume whose segments are RAID 1 volumes. Reguires
four hard drives. Functionally equivalent to RAID@+1.

RAIDS Data and parity striped across three or more physical drives
for performance and redundancy.

[11]1Change [TAB1-Next [ESC revious Menu [ENTE
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5. Press the <Enter> key to select the physical disks. A dialog similar to the

following will appear:

Intel(R> Application Accelerator RAID Option ROM v4_ B8.8_6874

Copyright<C> Z28A3-A4 Intel Corporation. All Rights Reserved.
L 1

Name: RAID VolumeB
RAID Level: RAIDA<Stripe?

Port Drive Model

B Maxtor S5TB48H4
1 Maxtor 5TB48BH4

Serial #
SN; HaH1
SN; 8086

Size Status
38_1GB Non—RBAID Diczk
38_1GB NHon-RAID Disk

Select a minimum of two dizks to usze for creating the volume.
Select the dizks to usze for creating the volume.
[ENTER]1-5election Complete

[t1]1-Previous- Next [SPACE]l-Selects

[T} 1Change [TAB1-Next [ESCl1-Previous Menu [ENTERI-Select

6. Select the appropriate number of hard drives by using the <A> or <¥'> keys to
scroll through the list of available hard drives. .Press the <Space> key to select a
drive. When you have finished selecting hard drives, press the <Enter> key.

IntelCR> Matrix Storage Manager option ROM v5H.HW.H.10832 ICHx

Copyright{C» 28A3-A5 Intel GCorporation. All Rights Reserved.
[ 1

Name: RAID _Volumed
RAID Level: RAIDAC(Stripel
[

S8ize Status
57.3GB MHon—-RAID Disk
?6.3GE Mon—RAID Disk
189 .9GB Hon—-RAID Disk

Serial #
Y2NGJ4FE
Y2R1Z18E
Y6HBMQ3RE

Port Drive Mo
L B Maxtor b
d 1 MHaxtor &
g 2 Maxtor 6Y200MH

Select 2 to 4 disks to use in creating the volume.

[EMTER1-5election Gomplete

[t1]1-PrevioussNext [SPACEl-Selects

[111Change [TABE1-Next [ESC]1-Previous Menu [ENTER]-Select
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Intel® Matrix Storage Manager Option ROM

7. Unless you have selected RAID 1, select the strip size by using the <> or <>

keys to scroll through the available values, then press the <Enter> key.

Intel<{R> Matrix Storage Manager option ROM v5.B_0_.1832 ICHx

Copyright<{C> 2803-#5 Intel Corporation.

[

All Rights Reserved.
1

RAID _UolumeB

Name :

RAID Level:
Disgks:
Strip Size:
Capacity:

RAIDACStripe
Select Disks
128KB

171.8 GB

Create Uolume

The following are typical values:

RAIDA - 128BKB

[T} 1Change

[TAB 1-Next

RAID1A — 64KB
RAIDS - 64KB

[ESC]1-Previous Menu [ENTERI]-Select

8. Select the volume capacity and press the <Enter> key. Note: The default value
indicates the maximum volume capacity using the selected disks. If less than the
maximum volume capacity is chosen, creation of a second volume is needed to

utilize the remaining space (i.e. a matrix RAID configuration).

Intel(H> Matrix Storage Manager option ROM w5 _H.A_1032 ICHx

Mame =

RAID Lewvel:
Disks:
Strip Size:
Capacity:

[111Change

20

Copyright{C> 2883-85 Intel Corporation. HAll Rights Reserved.
[ 1

Enter the volume capacity.
maximum volume capacity using the selected disks.
than the maximum capacity is chosen. creation of a second
volume is needed to utilize the remaining space.

[TAB1-Next

Uolumed
RAIDACStripe
Belect Disks
128KB

iFiN:] GB

Create Uolume

the

eEs

The default value indicates

[ESC]1-Previous Menu [ENTER]-Select
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9. At the Create Volume prompt, press the <Enter> key to create the volume. The

following prompt will appear:

Intel<R> Matrix Storage Manager option ROM uv5_8_8.10832 ICHx

Copyright<(C> 28A3-A5 Intel Corporation. All Rights Reserved.
L 1

Name: RAID VolumeB
RAID Level: RAIDB<Stripe?
Dizks: Select Dizks
Strip Size: 128KB
Capacity: 171.8 GB

Are you sure pou want to create this volume? (Y-H>:

Press "ENTER" to Create the specified volume.

[1}1Change [TAE]1-Next [ESC]1-Frevious Menu [ENTER]-felect

10. Press the <Y> key to confirm volume creation.

11. To exit the option ROM user interface, select option 5. Exit and press the <Enter>
key.
12. Press the <Y> key again to confirm exit.

Note: To change any of the information before the volume creation has been confirmed, you
must exit the Create Volume process and restart it. Press the <Esc> key to exit the
Create Volume process.
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Loading Driver During OS
Installation

5.1

5.2

5.2.1

Note:

5.2.2

22

Overview

Unless using Microsoft Windows Vista*, the Intel® Matrix Storage Manager driver
must be loaded during operating system installation using the F6 installation method.
This is required in order to install an operating system onto a hard drive or RAID
volume when in RAID mode or onto a hard drive when in AHCI mode.

If using Microsoft Windows Vista, this is not required, as the operating system includes
a driver for the AHCI and RAID controllers. Refer to Intel® Matrix Storage Manager
Installation for instructions on how to installed an updated version of the software
after the operating system is installed.

F6 Installation Method

The F6 installation method requires a floppy with the driver files.

Automatic F6 Floppy Creation

Use the following steps to automatically create a floppy that contains the files needed
during the F6 installation process:

1. Download the latest Floppy Configuration Utility from the Intel download site:
http://downloadfinder.intel.com/scripts-df/Product Filter.asp?ProductID=2101

2. Run the .EXE file.

Use F6flpy32.exe on a 32-bit system. Use F6flpy64.exe on a 64-bit system.

Manual F6 Floppy Creation

Use the following steps to manually create a floppy that contains the files needed
during the F6 installation process:

1. Download the Intel® Matrix Storage Manager and save it to your local drive (or
use the CD shipped with your motherboard which contains the Intel® Matrix
Storage Manager). Note: The Intel® Matrix Storage Manager can be downloaded
from the following website: http://downloadfinder.intel.com/scripts-
df/Product Filter.asp?ProductID=2101

2. Extract the driver files by running 'C:\IATAXX_CD.EXE -A -A -P C:\<path>'. Note:
This is described in the ‘Advanced Installation Instructions’ section of the
README.TXT.
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3. Copy the IAAHCI.CAT, IAACHI.INF, IASTOR.CAT, IASTOR.INF, IASTOR.SYS, and
TXTSETUP.OEM. files to the root directory of a floppy diskette. Note: If the system
has a 32-bit processor, copy the files found in the Drivers folder; if the system has
a 64-bit processor, copy the files found in the Drivers64 folder.

5.2.3 F6 Installation Steps

To install the Intel® Matrix Storage Manager driver using the F6 installation method,
complete the following steps:

1. Press the <F6> key at the beginning of Windows XP setup (during text-mode
phase) when prompted in the status line with the ‘Press F6 if you need to install a
third party SCSI or RAID driver’ message. Note: After pressing F6, nothing will
happen immediately; setup will temporarily continue loading drivers and then you
will be prompted with a screen to load support for mass storage device(s).

2. Press the <S> key to ‘Specify Additional Device'.

3. Insert the floppy disk containing the driver files when you see the following
prompt: ‘Please insert the disk labeled Manufacturer-supplied hardware support
disk into Drive A:" and press the <Enter> key. Refer to Automatic F6 Floppy
Creation for instructions.

4. Select the RAID or AHCI controller entry that corresponds to your BIOS setup and
press the <Enter> key. Note: Not all available selections may appear in the list;
use the <A > or <¥'> to see additional options.

5. Press the <Enter> key to confirm.

At this point, you have successfully F6 installed the Intel® Matrix Storage Manager
driver and Windows XP setup should continue. Leave the floppy disk in the floppy
drive until the system reboots itself because Windows setup will need to copy the files
again from the floppy to the Windows installation folders. After Windows setup has
copied these files again, remove the floppy diskette so that Windows setup can reboot
as needed.

ver7.0 / User's Manual 23



l n tel Intel® Matrix Storage Manager Installation

Intel® Matrix Storage Manager
Installation

6.1

Overview

After installing an operating system onto a RAID volume or on a Serial ATA hard drive
when in RAID or AHCI mode, the Intel® Matrix Storage Manager can be loaded from
within Windows. This installs the user interface (i.e. Intel® Matrix Storage Console),
the tray icon service, and the monitor service onto the system, allowing you to
monitor the health of your RAID volume and/or hard drives.

This method can also be used to upgrade to a newer version of the Intel® Matrix
Storage Manager.

Warning: The Intel® Matrix Storage Manager driver may be used to operate the hard drive from

6.2

6.3

24

which the the system is booting or a hard drive that contains important data. For this reason,
you cannot remove or un-install this driver from the system; however, you will have the
ability to un-install all other non-driver components.

The following non-driver components can be un-installed:
e Intel® Matrix Storage Console
e Help documentation
e Start Menu shortcuts
e System tray icon service

e RAID monitor service

Where to Obtain Software

If a CD-ROM was included with your motherboard or system, it should include the
Intel® Matrix Storage Manager.

The Intel® Matrix Storage Manager can be downloaded from the following Intel
website: http://downloadfinder.intel.com/scripts-
df/Product Filter.asp?ProductID=2101

Installation Steps

Note: The instructions below assume that the BIOS has been configured correctly and the

RAID driver has been installed using the F6 installation method (if applicable).
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1. Run the Intel® Matrix Storage Manager executable.
2. Click Next to continue.

Intel(R) Matrix Storage Manager 7.0.0.1012

YWelcome to the setup for the Intel[R] Matrix Storage
Manager.

Thiz zetup program will inztall [nkel[R] b atris Storage b anager onto your
camputer. [tz stronaly recammended that pou exit all \Windaws programs
befare continuing setup.

Cancel
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YWarning!
Please read the following information:

The driver pou are about to ingtall might be uzed to contral the hard drive
fram which thiz computer is booting or to control a kard drive that contains
important data.

Far thiz reazaon, you cannot remove or uninstall this driver from the compaker
after installation. Howewver, vou can uninstall other, non-critical components.
The fallowing companents can be uninstalled:

Intel[R] M atrix Storage Conzole
Help Documentation

Start kMenu Shorkouts

System Tray lcon Service
Event Monitor Service

Click. Mest to continue the setup. Click Cancel to exit the zetup.

¢Back | MNest> Cancel

.................................
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4. Click Yes to accept the license agreement terms.

ver7.0 / User's Manual

Intel(R) Matrix Storage Manager 7.0.0.1012

License Agreement

Fleaze read the following license agreement carefully, Prezs the Page Down key
ko view the rest af the agreement.

IMTEL SOFTwWARE LICEMSE AGREEMEMT [Alpha # Beta, Organizational
I1ze] =

[MPORTAMNT - READ BEFORE COPYING, IMSTALLING OR USIMG.

Do ot uze or load thiz software and any associated matenals [collactively,
the 'S aftware"] until pou have carefully read the following terms and
cohditionz. By loading or uging the Software, you agree o the terms of thiz
Agreement. |f pou do not wigh to 20 agree, do nat install or uze the Software.

The Saoftware containg pre-release "alpha” or "beta’’ code, which may not be
fully functional and which Intel Corporation [ ntel"] may substantially modify in
praducing any final' version of the Saftware. Intel can provide no assurance »

You must accept all of the terms of the license agreement in order to continue the
zetup program. Do you accept the terms??

¢Back | Yes Mo

.................................
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5.

Intel® Matrix Storage Manager Installation

Review the readme if needed and click Next to continue.

Readme File Information

Refer to the Readme file below to view sypstem requirements and installation
infarmation. Press the Page Dawn key ta wiew the rest of the file,

|nztallation Readme for Intel[R] Matrix Storage Manager.

Refer to the gpstem requirements far the operating
spztemns supported by [ntel(R] Matris Storage Manager.

Thiz document mak.es references to products developed by
Intel There are some restrictions on how these products
may be uszed, and what information may be disclozed to
others. Please read the Disclaimer zection at the bottomn

of thiz document, and contact pour Intel field

reprezentative if pou would like mare infarmation.

®o® XK X ® X K o® X X X X

<Back |} Memt» Cancel

.................................

[0l

W
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6. Click Finish to complete installation and reboot the system.
Intel(R) Matrix Storage Manager 7.0.0.1012

The setup for the Intel[R] Matrix Storage Manager is
complete.

o muzt restart thiz computer for the changes to take effect. Wwould you
[k ta restart the computer now?

* “ex, | want bo restart my cormpuber now,

" Mo, | waill restart my computer later.

Click Finizh, then remowe any ingtallation media from the drives.

6.4 How to Confirm Software Installation

Refer to Figure 3 to confirm that Intel® Matrix Storage Manager has been installed.
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Intel® Matrix Storage Manager Installation

Figure 3. Start Menu Item

@3 Accessories 3

@ Games 4

fﬁ IntelfR Matrix Storage Manager

’@ Startup

& Internet Explorer

Eé a Inkel Matrix Storage

‘g 13N Explarer
@ windows Media Playel
,;3 windows Messenger |
@ Taour Windaws $P

all Programs B 48, windows Messenger

@| Lag O B(G',l | Tuirn OFF Compuker

[ Readmehntel'r\’latrix Starage Console
= Uninstal

w* MsH Explorer
@ Qutlook Exprass
.. Remote Assistance

@ ‘Windows Media Player

If installation was done by have-disk, F6, or an unattended installation method, you
can confirm that the Intel® Matrix Storage Manager has been loaded by completing
the following steps:

Note: The following instructions assume Classic mode in Windows* XP Professional.

1.
2.

©NOU AW

Click on the Start button and then the Control Panel entry.

Double-click the System icon. Note: If using Microsoft Windows Vista, first select
Classic View.

Select the Hardware tab.

Click on the Device Manager button.

Expand the SCSI and RAID Controllers entry.

Right-click on the Intel(R) 82801XX SATA Controller entry.
Select the Driver tab.

Click on the Driver Details button. The iastor.sys file should be listed. Example:
Refer to Figure 4.

Figure 4. Driver Details Example

Driver File Detdils

@=' IntellR] 82801GRAGH SATA RAID Contraller

Diriveer files:

22DRMVERS

NOTE: The controller shown here may differ from the controller displayed for your system.
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6.5 Version Identification

There are two ways to determine which version of the Intel® Matrix Storage Manager
is installed:

1. Use the Intel® Matrix Storage Console
2. Locate the RAID driver (iaStor.sys) file and view the file properties

6.5.1 Version Identification Using Intel® Matrix Storage
Console
1. To access the Intel® Matrix Storage Console, refer to Figure 3.

2. Under the View menu, select System Report.

3. Select the Intel® RAID Technology tab for the driver version information.
Example: Refer to Figure 5.

Figure 5. Driver Version Information

System Report rz

System |nformation | IntellR] RAID Technalogy |

Imtel RAID Contraller: Intel(R) ICHEM-E SATA BAID Controller
Murmnber of Senal ATA ports: 3

i o 7001012
Diriver Wersion: 7.0.0.1012

RaAID Plug-n Wersion: 7.0.0.1012

Language Rezource Werzion of the BAID Plugn: 7.0.0.1012

Create Walume ‘Wizard Version: 7.0.01012

Language Resource Yersion of the Create Yalume wWizard: 7.00.7012

Create Wolume from Ex=isting Hard Drive ‘wWizard Werzion: 7.0.071012

Language Resource Yersion of the Create YWolume from Existing Hard Drive Wizard: 7001072 «

< — |

| *

Print ] [ Save ] [ Cloze

NOTE: Driver version information shown here may differ from the information displayed for
your system.

6.5.2 Version Identification Using Driver File
1. Locate the file iastor.sys in the following path: <System
Root>\Windows\System32\Drivers
2. Right-click on iastor.sys and select Properties.

3. Select the Version tab. The version number should be listed after the File Version
parameter in the following format: x.y.z.aaaa
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RAID-Ready Setup

7.1

7.2

7.3

32

Note:

Overview

A "RAID Ready" system is a specific system configuration that allows a user to
perform a RAID migration at a later date.

For more information on RAID migrations, see RAID Migration.

System Requirements

In order for a system to be considered “"RAID Ready”, it must meet all of the following
requirements:

e Contains a supported Intel chipset

Includes a single Serial ATA (SATA) hard drive

e RAID controller must be enabled in the BIOS

e Motherboard BIOS must include the Intel® Matrix Storage Manager option ROM
¢ Intel® Matrix Storage Manager must be loaded

e A partition that does not take up the entire capacity of the hard drive (4-5MB of
free space is sufficient)

RAID-Ready System Setup Steps

The system must meet all the requirements listed in System Requirements.
1. Enable RAID in system BIOS using the steps listed in Enabling RAID in BIOS.

2. Install Intel® Matrix Storage Manager driver using the steps listed in F6
Installation Steps.

3. Install Intel® Matrix Storage Manager using the steps listed in Installation Steps.
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8 RAID Migration

8.1 Overview
The following sections explain how to migrate from a RAID-Ready system to a RAID
system.

8.2 RAID Migration Steps: RAID-Ready to 2-drive
RAID 0/1

Use the following steps to convert a RAID-Ready system into a system with a 2-drive
RAID 0 or 1 volume:

Note: The steps listed in this section assume that the system is a properly configured RAID-
Ready system. For more information on how to configure a RAID-Ready system, see
RAID-Ready System Setup Steps.

Warning: This operation will delete all existing data from the additional hard drive or drives and
the data cannot be recovered. It is critical to backup all important data on the additional
drives before proceeding. The data on the source hard drive, however, will be preserved.

1. Physically add an additional SATA hard drive to the system.

2. Boot into Windows* and open the Intel® Matrix Storage Console. Example: Refer
to Figure 3.

3. Select Protect data from a hard drive failure with RAID 1 or Improve storage
performance with RAID 0.
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o+ Intel{R) Matrix Storage Console g [E“‘zl

4 View haid deve and volurs 2
E_-j Protect data from a hard diive faiure with RAID 1
& Improve storage perdomance with RAID 0 S5F View hard drive and volume stalus
E__j Protect data using intellF | Flapid Recover Technoloo

All hard drives ae OF.
Drataik
The system is functioning romaly, Ho RAID volumes are present
E Protect data from a hand drive failure with RAID 1

_EJ Improve storage performance with RAID 0

ﬁ:] Protect data using Intel[R] Rapid Recover
Technology

4. Select Yes to confirm volume creation. In the following example, RAID 1 was
selected. Refer to Figure 6, Figure 7, and Figure 8 for examples of volume creation
progress indicators.

Intel(R) Matrix Storage Console

Are vou sure you wank to create a RAID 1 wolume?

| Tes | [ Mo

5. When the migration is complete, reboot the system if needed.

6. If applicable, use a third party application or the Microsoft* Windows* operating
system tools to create and format a new data partition in any unused space or use
a third party application to extend the partition to utilize any remaining space.

Figure 6. Tray Icon Status

j‘,} RAID Migration in Progress |

& RAID migration is in progress.

oF valume 0000 Mi...
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Figure 7. User Interface Status

o iyl 4] ddaen Yo Leeroln ) :'I_"J'i

A Warw Al dnen anl volane slales

B v e e 10 i S oo i D e

2T

R

Ner n el | s b g sy e eyl
el demy i ol kb T B b, Tha vt by unatf s
Ty

Figure 8. Progress Dialog

6% of Yolume_ 0000 Migration Completed

kigration iz in progress.

To reopen thiz dialog at any point during the
rigration, right-click on the migrating volume while in
the Advanced Mode of the Intel[R] Matrix Storage
Conzole and zelect Show Migration Progress.

6% Complete - Time Remaining: 2 br 16 min 54 zec

8.3 RAID Migration Steps: RAID-Ready to 3 or 4-

drive RAID 0/5

Use the following steps to convert a RAID-Ready system into a system with a 3 or 4-

drive RAID 0/5 volume:

Note: The steps listed in this section assume that the system is a properly configured RAID-
Ready system. For more information on how to configure a RAID-Ready system, see

RAID-Ready System Setup Steps.
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Warning: This operation will delete all existing data from the additional hard drive or drives and
the data cannot be recovered. It is critical to backup all important data on the additional
drives before proceeding. The data on the source hard drive, however, will be preserved.

Warning: It is very important to note which disk is the source drive (the one containing all of
the information to be migrated). On a RAID-Ready system, this can be determined by noting
the port the single hard drive is attached to a note during POST. You can also use the Intel®
Matrix Storage Manager before the additional disks are installed to verify the port and serial
number of the drive that contains the data.

1. Physically add two or three additional SATA hard drives to the system.

2. Boot into Windows* and open the Intel® Matrix Storage Console. Example: Refer
to Figure 3.

3. Select Advanced Mode from the View menu.

WS Help

Refresh FS
Swster Report

# Basic Made

4. Select Create RAID Volume from Existing Hard Drive from the Actions menu.
5. Click Next to continue.
Create RAID Volume from Existing Hard Drive Wizard
- L ™ T
Welcome to the Create RAID
Volume from Existing Hard Drive
Wizard

Thiz wizard migrates data from a zingle non-RAID hard drive to
a new BAID valume.

Yalume migration can take up to bwo hours depending on the
gize of the hard drives being uzed.

Y'ou may continue to uze other applications during this time,

Select 'Mest’ o continue.

4 Back Li___ﬂ_e:-:t} | [ Cancel ]

6. Type in a volume name and press the <Enter> key, or press the <Enter> key to
accept the default name.
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7. Select a RAID level.

Create RAID Volume from Existing Hard Drive Wizard

Configure Yolume

Y'ou can configure the new BAID volume by entering a name and by zelecting the
RAID level and strip size below.

Yolurme Mame

RalD 10

The name iz limited ta 16 Englizh alpha-numeric characters.

RalD Level

| EEEXTI——
Strip Size

128 KE v

< Back H Hest » l[ Cancel

8. Select a strip size.
9. Click Next to continue.

10. Select a source hard drive source. Note: The source hard drive can be selected by
double-clicking on the hard drive, or by single-clicking on the hard drive and then
selecting the right arrow key. The data on this hard drive will be preserved and
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migrated to the new RAID volume.

Create RAID Volume from Existing Hard Drive Wizard

Select Source Hard Drive

The data an the hard drive you select will be preserved and migrated across a new
RAID volume.

Aevailable Selected

Port 0: ST3 2002645 - Senald 2T
Port 1: ST 2002645 - Serialft GMS
Port 2: 5T38001345 - Serialf 3ME
Port 3 WDC WDEOLD-32HERO -

[
|1

11. Click Next to continue.

12. Select the member hard drives. Note: The member hard drives can be selected by
double-clicking on the hard drive, or by single-clicking on the hard drive and then
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selecting the right arrow key.

Create RAID Volume from Existing Hard Drive Wizard

Select Member Hard Drivelz]

Once the new BAID volume iz created, it will zpan the zource hard drive as well as
A member hard drive(s].

Aevailable Selected

Port 1: ST31 2002645 - Senallt GMS
Paort 2: ST33001 345 - Serialf 20E
Fart 3 WDC WD 1600JD-32HBEO -

a? *

WARMIMG: Exizting data on the zelected hard drive(z] will be permanently deleted. Back up all
impartant data befare continuing.

Warning: The data on the member hard drives will be deleted. Back up all important data before
continuing.

13. Click Next to continue.

14. Use the field or the slider bar to specify the amount of available array space that
will be used by the volume. Note: Any remaining space can be used to create a
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second volume.

Create RAID Volume from Existing Hard Drive Wizard

Specify Yolume Size
IJze the figlds or the slider belaw to zpecify the amount of available aray zpace to
be uzed by the new BAID volume.

4 axirum Yolume Size [GE]: 2236
Minimum %olume Size [GB): 111.8
FPercentage of Available Space: 00

Yolume Size [GB): 2236

y

The minirmurm required size for the BAID volume iz determined by the size of the zource hard drive. If
you create a volume that uses less than 100% of the hard drive space, you may create a second
BalD volume to uze the remaining space.

< Back H Hest » l[ Cancel
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Completing the Create RAID
Volume from Existing Hard Drive
Wizard

YWalume migration can take up to bwo hours depending on the
zize of the hard drives being uzed.

Yau may continue to uze ather applications during thiz time.
WA RMIMG: Completing thiz action will permanently delete
existing data on the selected hard divelz). Back up all

important data befare continuing.

Select 'Finish' to begin migrating data to the new valume.

[ < Back ]| Finish | [ Cancel ]

16. Once the migration is complete, reboot if needed.

17. If applicable, use a third party application or the Microsoft* Windows* operating
system tools to create and format a new data partition in any unused space or use
a third party application to extend the partition to utilize any remaining space.
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9 Volume Creation

RAID and recovery volumes can be created using the Intel® Matrix Storage Console.

Note: RAID volume creation is only available as an option if you are have two or more SATA
hard drives in addition to another bootable device. If you wish to create a RAID

volume using your boot device, you will need to perform a RAID migration. See RAID
Migration for instructions on how to perform a migration.

9.1 RAID Volume Creation

Warning: Creating a RAID volume will permanently delete any existing data on the selected
hard drives. Back up all important data before beginning these steps. If you wish to preserve
the data, see RAID Migration for instructions on how to perform a RAID migration.

To create a RAID volume, use the following steps:

1. Open the Intel® Matrix Storage Console. (Start >> All Programs >> Intel® Matrix
Storage Manager >> Intel® Matrix Storage Console)

2. Switch to advanced mode by selecting the Advanced Mode option under the View
menu.

3. Select Create RAID Volume under the Actions menu.
i@ Intel(R} Matrix Storage Conscle

File View | Actiens | Help

Create RAID Volume
Create RAID Velume from Existing Hard Drive

Create Recovery Volume

Rescan for Plug and Play Devices
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4. Select Next.
Create RAID Volume Wizard

Welcome to the Create RAID
Volume Wizard

Thiz wizard creates a BAID volume across hard drives or
acrogz available space on an exizting array.

WARMIMG: Creating an initial RAID walume will permatiently
delete exizting data on the zelected hard drives ar array. Back
up all important data before continuing.

In order to preserve the existing data on a hard dive, uze the
'Create BAID Yolume from Existing Hard Drive' action instead.

Select Mest' to continue.

< Back O Mest: J[ Cancel ]
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ntel.

5.

Enter a name for the RAID volume.
Create RAID Volume Wizard

Configure Yolume

RAID level and strip size below.

Yolurme Mame
a0 5

The name iz limited ta 16 Englizh alpha-numeric characters.

RaID Level

\RAID 0 v/
Strip Size

128 KE v

Y'ou can configure the new BAID volume by entering a name and by zelecting the

Volume Creation

3

< Back H

Hest » l[ Cancel
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6. Select a RAID level.
Create RAID Volume Wizard

Configure Yolume
Y'ou can configure the new BAID volume by entering a name and by zelecting the
RAID level and strip size below.

Yolurme Mame

RalD &

The name iz limited ta 16 Englizh alpha-numeric characters.

RaAID Level

RaAID 0 w

A0 0
RAID 1
SR B 10

< Back H Hest » l[ Cancel
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7. Select a strip size.
Create RAID Volume Wizard E'

Configure Yolume

Y'ou can configure the new BAID volume by entering a name and by zelecting the
RAID level and strip size below.

Yolurme Mame

RalD &

The name iz limited ta 16 Englizh alpha-numeric characters.

RAID Level
\RAID 5 v/

Strip Size

< Back H Hest » l[ Cancel

8. Select Next to continue.
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9. Select the hard drives that will be used to create the RAID volume.

Create RAID Volume Wizard

Select Yolume Location

Specify the location for the new BAID walume by selecting 3 ta 4 hard drives ar an

array below.

Aevailable

Port 0 5731 2002545 - Senall AT

< |

)

Selected

ntel.

X]

uJ

Port 1: ST 2002645 - Sernialf GBS
Port 2: ST38001345 - Serialft 2/vEE
Fort 3: W DCwWD1600J0-32HEBED -

L)

WARMIMG: Selecting hard drives will permanently delete the data on the hard drives. Back up all

impartant data befare continuing.

Selecting an exizting array will prezere any volume(z] an the array.

[ < Back H Hest » l[ Cancel

10. When you are finished selecting hard drives, select Next to continue.
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11. Enter a size for the RAID volume.
Create RAID Volume Wizard

Specify Yolume Size

be uzed by the new BAID volume.

4 axirum Yolume Size [GE]:
Minimum %olume Size [GB):
FPercentage of Available Space:

Yolume Size [GE]:

IJze the figlds or the slider belaw to zpecify the amount of available aray zpace to

Volume Creation

3

1431

100

1431

If your zpecify a zize that iz lower than the maximum volume zize, pou will need to create a zecond
RAID wolume in order to utlize the remaining space.

y

< Back H Hest » l[ Cancel

12. Select Next to continue.
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13. Select Finish to create the RAID volume.
Create RAID Volume Wizard

Completing the Create RAID
Volume Wizard

Completing thiz action will permanently delete existing data on
the zelected hard drives. Back up all important data before
continuing.

Select 'Finizh' to create the new BAID valume.

[ < Back ]| Finish | [ Cancel ]

9.2 Recovery Volume Creation

A recovery volume can be created using either Basic mode or Advanced mode in the
Intel® Matrix Storage Console.

9.2.1 Recovery Volume Creation in Basic Mode

Warning: Creating a recovery volume will permanently delete any existing data on the drive
selected as the recovery drive. Back up all important data before beginning these steps.

Note: This option may or may not be available depending on your system configuration. If
you do not see the option listed, refer to Recovery Volume Creation in Advanced
Mode.

To create a recovery volume in Basic mode, use the following steps:

1. Open the Intel® Matrix Storage Console. (Start >> All Programs >> Intel® Matrix
Storage Manager >> Intel® Matrix Storage Console)
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3. Select Yes to confirm volume creation.

Volume Creation

2. Select Protect data using

o s SH b Mhalsie Soee Ao Daasole

Intel® Rapid Recover Technolog

B~ Ptk vk s |

I3 Frotuct clata b bued e Darm baths AT 1
ﬂ Irgersa dosags pafconancs paih ALAD0
E_IF'nIl:I dadi Loy intsliFi] Fimpwd Aeceami Tachnaloss

L= Wew bord denee and walume sialue
£l b s e

& &

Thea sysbeanis Funoborsg rosly HoFRAD vikes s pesient

i Froterd date hom a baed dove Tadum with A0 1

H imgoee tieragn gedzimance wits G8ED 0

u'_l Frotect dais uong Intclff | Bapad Aecosm
T hsofoge

Intel{R) Matrix Storage Console

Creating a recovery valume will delete all data on the recovery drive. Are wou sure wau wank bo continue?

|_ ;es J [ i [u] ]

Recovery Volume Creation in Advanced Mode

Warning: Creating a recovery volume will permanently delete any existing data on the drive
selected as the recovery drive. Back up all important data before beginning these steps.

2.

50

To create a recovery volume in Basic mode, use the following steps:
1.

Open the Intel® Matrix Storage Console. (Start >> All Programs >> Intel® Matrix
Storage Manager >> Intel® Matrix Storage Console)

Select Advanced Mode in the View menu.
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3. 3. Select Create Recovery Volume in the Actions menu.
File  Migw m Help

Create RAID Yolurme
Create RAID Yolume From Existing Hard Drive

e

antraller

Rescan for Plug and Play Devices A00
TS Pat 2 S TIE0RTTAS
= Urnused Ports
oo Part1: Unused

4. Select Next to continue.

Create Recovery Yolume Wizard

Welcome to the Create Recovery
Volume Wizard

This wizard creates a recovery volume using Intel(R) Rapid
Recover Technology, This kechnology copies data from a
master drive to a recovery drive either continuoushky or on
request, The data on the master drive will be preserved,

WARMNIMNG: Creating a recovery wolure will permanently
delete existing data on the selected recovery drive, Back up
all important data before continuing.

Select 'Mext' to continue,

« Back L [ext = ;] [ Cancel ]

5. Modify the recovery volume name if you wish.
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Create Recovery Yolume Wizard

Confirmy ¥Yolume Mame and Select Master Drive

The master drive will be the saurce drive For the recovery wolurme,

Yalume Mame

Recovery_ 0000
|

The name i= limited ko 16 Endlish alpha-numeric characters,

Svvailable Master Drives

Volume Creation

Select a hard drive to be used as the master hard drive for the recovery volume.

{Pork 0: HTSF ISA00 - Serial# MPCD] o7k - 74.5GB
Parameter Value ]
Swstem Hard Drive  Yes
Partition 0z - NTFS =
Size 74.5GE
Device Port 0
Device Port Internal ]
[ « Back ][ Blext = l [ Cancel ]
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7. Select a hard drive to be used as the recovery hard drive for the recovery volume.

Create Recovery Yolume Wizard

Select Recovery Drive

WARMIMNG: Existing data on the selected recovery drive will be permanently deleted. Back
up allimportant daka before conkinuing,

Available Recovery Drives

!F‘l:lrt Z: 5T38081745 - Serial® SMRZDE57 - 74.5 GE W
705 - Serial® SMRE ;

Paramneter Yalue ]
Swstem Hard Drive Mo
Partition Mo Parkition Faund
Size 74.5GE =
Device Pork 2
Device Pork Internal

| Generation 1 =)

[ « Back ][ Blext = l [ Zancel ]
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Create Recovery Yolume Wizard

Select

Select one of the Fallowing update policies. To madify the palicy laker, right-click
on the recovery valume and select Modify Wolume,

IUpdate Policies

®

C

Update Policy

Conkinuous update: daka on the master drive is copied ko the recovery drive

automatically as long as both drives are connected ko the svstem,

Update on request: data an the masker drive is copied ko the recavery drive when
woul request it by right-clicking on the volume and selecting Update Yalume, Only
changes since the last update process are copied.

[ « Back ” Blext = l [ Cancel
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9. Select Finish to beg

Create Recovery Yolume Wizard

in recovery volume creation.

Completing the Create Recovery
Volume Wizard

Completing this action will create a new recavery valume,
To view volume creation progress, right-click on the wolume
in the Intel(R) Matrix Storage Console and select Show
Yolume Creation Progress.,

Yo may conkinue bo use other applications during the
creakion process,

Select 'Finish' ko creake the volume,

[ = Back ]L Finish | [ Cancel ]
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Appendix A Error Messages

A.1 Incompatible Hardware

Issue: The following error message appears during installation:

P Incompatible hardware, This software is nok supparted on this chipset, Please select
\:/ “es' to view the Readme file For a list of supported products, Refer to section 2 titled
‘Syskem Requirements',

Solution: This issue can be resolved by installing the Intel® Matrix Storage Manager
on a system with a supported Intel chipset, or by ensuring that AHCI or RAID is
enabled in the system BIOS. See
http://support.intel.com/support/chipsets/imst/sb/CS-020644.htm for more
information.

A.2 Operating System Not Supported

Issue: The following error message appears during installation:

Information |

@ Thiz operating system is not cumently supported by thiz install package.

Inztaller will now exit.

Solution: This issue can be resolved by installing the Intel® Matrix Storage Manager
on a supported operating system. See
http://support.intel.com/support/chipsets/imsm/sb/CS-020648.htm for more
information.

A.3 Source Hard Drive Cannot Be Larger

Issue: When attempting to migrate from a single hard drive (or a RAID-Ready
configuration) to a RAID configuration, the following error message appears and the
migration process will not begin:
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Create RAID Volume from Existing Hard Drive Wizard

6 The source hard drive cannot be larger than the selected hard drive memberi(s),

Do one af the Following to carrect the problem:
- If already inserted, select larger hard drive member(s),
- Insert larger hard driveds) into the system, and re-launch the Create RAID Volume From Existing Hard Drive Wizard,

Solution: Follow the steps listed in the error message to resolve the problem.

A.4 Hard Drive Has System Files

Issue: The following error message appears after selecting a hard drive as a member
hard drive during the Create RAID Volume process:

Create RAID Volume Wizard

Select Yolume Location

Specify the location for the new RAID volume by zelecting 3 to 4 hard dives or an
array beslow.

fay ailable Selected

WARMIMNG: Selecting hard diives will permanently delete the data on the hard drives. Back up all
impartant data befors continuing,

Selecting an existing aray will preserve any volume(z] on the amay.

Cancel

Solution: Select a new hard drive.

A.5 Source Hard Drive is Dynamic Disk

Issue: When attempting to migrate from a RAID-Ready configuration to a RAID
configuration, an error message is received that says the migration cannot continue
because the source drive is a dynamic disk. However, Microsoft* Windows* Disk
Management shows the disk as basic, not dynamic.
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Solution: Reduce the size of the partition by a few MBs and see if that resolves the
issue. See http://support.intel.com/support/chipsets/imsm/sb/CS-021322.htm for
more information.
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