— —— — —
— — — S—
-_— o e ———
-— — ———
- —— . — -
- o E. ..
— — —w —
— — — Y —

UM Server Extensions

User’s Guide






— —  — —
— — — S—
-— -— o ——
- — ———
- — o —
- -— . .-
— —— — W —
— —— — Y —

UM Server Extensions
User’'s Guide



Second Edition (April 2000)

INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION "ASIS' WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Somejurisdictions
do not allow disclaimer of express or implied warranties in certain transactions, therefore, this
statement may not apply to you.

This publication could include technical inaccuracies or typographical errors. Changes are
periodically madeto theinformation herein; these changeswill beincorporated in new editions
of the publication. IBM may make improvements and/or changes in the product(s) and/or the
program(s) described in this publication at any time. This publication was developed for
products and services offered in the United States of America and the United Kingdom. It is
possible that this publication may contain referencesto, or information about, IBM products
(machines and programs), programming, or services that are not announced in your country.
Such references or information must not be construed to mean that IBM intends to announce
such IBM products, programming, or servicesin your country.

Requests for technical information about IBM products should be made to your IBM reseller
or IBM marketing representative. No part of this publication may be reproduced or distributed
in any form or by any means without prior permission in writing from the International
Business Machines Corporation.

©Copyright International Business M achines Cor poration 1999, 2000. All rights
reserved.

Noteto U.S. Government UsersC] Documentation related to restricted rightsC] Use, duplication
or disclosureis subject to restrictions set forth in GSA ADP Schedule Contract with IBM
Corporation.

Trademarks

Alerton LAN, IBM, IntelliStation, Netfinity, Netfinity Manager, ThinkPad, and Wakeon LAN
are trademarks of IBM Corporation in the United States, other countries, or both.

Microsoft, Windows, WindowsNT, Win32, and the Windows|ogo are trademarks of Microsoft
Corporation in the United States, other countries, or both.

Javaand all Java-based trademarks and logos are trademarks or registeredtrademarks of Sun
Microsystems, Inc. in the United States, other countries, or both.

Intel, Pentium, and LANDesk are trademarks of Intel Corporation in the United States, other
countries, or both.

Other company, product, and service names may be trademarks or service marks of others.




Notices




References in this publication to IBM products, programs, or services do not imply that IBM
intends to make these availablein all countriesin which IBM operates. Any referenceto an
IBM product, program, or serviceis not intended to state or imply that only that IBM product,
program, or service may be used. Subject to IBM’svalid intellectual property or other legally
protectable rights, any functionally equivalent product, program, or service may be used
instead of the IBM product, program, or service. The evaluation and verification of operation
in conjunction with other products, except those expressly designated by IBM, are the
responsibility of the user.




IBM may have patents or pending patent applications covering subject matter in this document.
The furnishing of this document does not give you any license to these patents. You can send
license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

N. Castle Drive

Armonk, NY 10504-1785
U.SA.

Licensees of this program who wish to have information about it for the purpose of enabling:
(2) the exchange of information between independently created programs and other programs
(including this one) and (ii) the mutual use of the information which has been exchanged,
should contact IBM Corporation, Department 80D, PO. Box 12195, 3039 Cornwallis,
Research Triangle Park, NC 27709, U.S.A. Such information may be available, subject to
appropriate terms and conditions, including in some cases, payment of afee.

Any referencesin thispublicationto non-IBM Web sitesare provided for convenience only and
do not in any manner serve as an endorsement of those Web sites. The materials at those Web
sitesare not part of the materialsfor thisIBM product and use of those Web sitesisat your own
risk.







Contents

Chapter 1—Installing UM Server Extension Tools.. 15

BEfOre YOU BEGIN ...ttt s 15
Supported Systems by COMPONEN ........cccecieeiieiieree e 16
Hardware REQUIFEMENTS...........coeiiiieceece et s 17

Installing UM Server Extension Tools on a Windows System...........ccccceeeveneeee. 17
Step-by-Step Instructions for a Windows System..........ccccoeveevieeeciecieeninnns 18

Installing the UM Server Extension ToolSON OS/2.........ccccceeeevevevceesieeceee e 19
Mapping the Drive for aRemote Installation...........c.ccccevvveeeeiecinieseenen, 20
Step-by-Step Instructions for an OS/2 System.......ccocceeveevieevieeviee e 20

Installing the UM Server Extension Tools on aNetWare System...............c....... 22
Step-by-Step Instructions for a NetWare System ........cccceeevvveeeeveceecienene, 23

Uninstalling the UM Server EXtension TOOIS..........cccovceeveevienen e 26
Uninstalling the Extension Tools from a Local WindowsNT System........ 26
Uninstalling the Extension Tools from a Remote System. ..........cccccceveeeeee. 26

Chapter 2—Introducing UM Server Extension Tools 29

IBM Netfinity SP Switch AdMIiNiStrator.........cccvveeieeiiee e 29
IBM ClIUSEEN TOOIS ...c.viiiiiiiiiesieie ettt st 29
Cluster Systems ManagemMeENt .........cccoieeieeiieerieeseeseeseesee e e e e ses e e sreesneens 30
SOftware REUVENALION .......cecciecieccee et e te e ste et be e e e sreens 30
Advanced Systems Management ..........ccceevieereieseene et 30
SEVERAID MaANAOEY ....oeieee et se e e et e et e e aee e nna e e se e e snne e e 31
CapacCity ManagemMENT .........cocuiiiee e ee e ee e e e ere s e s e e sre e saaesre e sree s 31
Accessing the UM Server EXtENSION TOOIS ......cccccvveiieeieriiiiree e 32
IBM SP Switch AAMINISIrator ..........coeeieiiieeese e 32
IBM CIUSEEr TOOIS......eeiieeeeeeeesie ettt s eeeeseeene s 32
Advanced System Management ..........ccccceveieeieeneneeiee e evesee e saeae e 33
SEVERAID MaNBOEY .....coiivieiiieeiiie ettt et es 33
(0= 107 01 V| = 0 L= SR 33

UM Server Extensions

Vii



UM Server Extensions and the Event Builder in Director ........cccccoeeeeeunnnee. 34

Chapter 3—Using the Netfinity SP Switch task. . ... 35
Starting SP Switch AdMINISIIator.........coeveieirireere e 36
BT 110 = o= TS 38
Configuration: 8 Adapters/ Single switch card...........ccocvieeiiiniieieneeeeee 39
Configuration: 12 Adapters/ Dual SwitCh Cards...........cccovrerireneniecnenisesieen, 41
Configuration: 14 Adapters/ Dual switch cards..........cccocvveeioeniicerieneeereceee 43
Managing the IBM Netfinity Switch fabric..........ccooveoeniii i 46
Chapter 4—IBM Netfinity Cluster Tools........... 51
Using IBM Cluster Systems Management ..........ccccceeeereneeieneseeseseseeseesve e 52
Starting IBM Cluster Systems Management...........cceeceeveeveevieeneeseeseee e, 52
Viewing the TIIE@ Bar ........cccvcoeeveiiee e 53

Viewing the MenU Bar ..........cccevivieeeie e 54

Viewing the TOOIDar ... e 56

Viewing the StatUS Bar..........ccceevevieieeieeieceeeee st 57

MaNaging CIUSIES .....c.eeiiiieciese et e et 57
ReNaMING @ CIUSLES .......cccvecieiie ettt e 57

Changing the Description of @ CIUSLEY .........ccccviveveveciee e, 57

Managing NodeSin @ ClIUSLEN ..........ccvvviieveie e 58
StArting @NOUE.......cceceece e e e 58

StOPPING ANOAE ..o 59

PausiNg @aNOE.........coeeiiiecee e e e 59

ReSUMING @NOAE ......cccueiircie e 59

Entering Node DESCIPtioNS .......ccccceeieiesecciece e s 59

Managing Resource Groupsin a CIUSLES ..........ccccveveecieveseciee e, 60
Creating aNEW GrOUD........cooveiiieeieereeree e esteesreesre e e sreeseenreeseeeseee s 61

Deleting @GrOUD .......coveeeiieeitieie ettt sttt r e sre s 62

RENAMING @ GIOUP.....ccvieeeitecieeee ettt ne 63

Bringing a Group ONlINE........cceiiveiee e 63

Taking aGroup OffliNE......cccoue e 63

viii Version 1



Changing Group Description Properties.........ccccocvveviecceeneeseesen e, 63

Changing Group Preferred OWNErS.........ccccoveeeveveceesese e 64
Setting Group Faillover POLICY .......cccoevviiece e 65
Setting Group Failback PoliCy........cccccceveicieice e 67
Moving a Group to Another NOdE.........cccovvveeriiieiiesecese e 67
MaNaging RESOUICES .......ccccueiuiereeieestisieeitesesteeaestesteeaesesaeeaeee e s e eaesreees 68
Creating aNEW RESOUICE .....ccuvceecieerie et see e eeste e s ee e snee e 68
Deleting @RESOUICE........cceiveeiesee e 70
RENAMING @ RESOUICE.......eeveitieeeie ettt 70
Bringing a Resource Online or Taking a Resource Offline................. 71
Initiating a ReSOUrce FallUre...........cccoceeieiiieee e 71
Changing Resource DesCriptions...........ccceeveievecieesesisiee e 71
Modifying Resource DependenCi€s..........ccvcveveceeveeieeseeseeseesiee e 72
Specifying which Nodes can Own a RESOUICe. ........cccoveevevveeveriesneenen. 74
Setting Advanced Resource Parameters.........oooveveveecieceieeseseesneenn, 76
Changing Resource Parameters..........ccocevveveeiiennieesien e see e e 77
MOVING @RESOUICE........eecieieiieseesie ettt 78
Managing Networks and Network Interfaces.........cccovevvevviecieseciseeseeen, 79
Changing a Network and Network Interface Description ................... 79
Enabling a Network for Usein aCIUStEr........cccevvvicve v 79
Disabling a Network for Usein aCIUSEr.........ccocvevieviece s 80
Using the Cluster EXpert Wizard ..........cccccoveevceciincie e 80
File-share RESOUIrCE GrOUPS.........ceeieiieiierierieceesesiesee e stesreeseesse s 81
Internet Information Server Resource Group ........cceeveeeceeseeereeneennnn 83
Print-spooler RESOUICE GIOUPS......cccuvrierereeireesieesteessessneesssessesssesssenns 85
Resetting IP Address RANQES..........ccoveveieveviece e 87
Closing IBM Cluster Systems Management ...........ccceevveeneeieeeeneereeseesnenns 88
Using IBM Cluster Software RGUVENALION .........ccccccveveeveeveesee e 88
Starting the Software Regjuvenation Program...........ccccceeveeeevieseeceeseeseenenns 88
THHE BA . 89
Rejuvenation Enabled Radio BULLONS...........cccccceeveeciecveccecseeniee e 90

UM Server Extensions



CAlONUA ... 90
Command BULLONS.........ccorreririnie e 90
SEBIUS B ...t 91
Managing Software REUVENGLIONS..........ccccveveiieeiee e 91
Scheduling Nodes for Software Rgjuvenation ............cccccevveienennenn, 91
Enabling RGUVENGLION ......ccooveiiieie e e 98
Setting ClUSLEr OPLIONS .....cvciveeiiceeceecece e 99
Editing Scheduled RGUVENELIONS...........cceeveieriieiee e 100
Removing a Node from the Rejuvenation Schedule.......................... 104
Using IBM Netfinity Cluster Software Rejuvenation Keyboard Commands
105
Closing the IBM Netfinity Cluster Software Rejuvenation Program105
Creating Action Plans for Cluster Events in Netfinity Director ............cccccve...... 105
ICSM and Software Rejuvenation Event TYPES.......cccvcvveeevciecveesieeseeennn, 106
Chapter 5—Advanced System Management. ... .. 109
Using the Advanced System Management PCI Adapter as a Network Gateway110
Starting Advanced System Management..........cceecvereeveeneeseesesses e see e 111
Remote Management Using a TCP/IP or ASM Interconnect Connection.......... 113
Configuring and Establishing a TCP/IP Connection ...........cccceveveiesnenne 114
Establishing an ASM Interconnect CoNNECLioN............cccceveeeevercieeseenveenn 116
SEleCting an EVENE SOUMCE ......cc.ocvieieiecieeee ettt 117
Operational ParamELErS.........cccocuiiuieie e sne s 118
Configuration INfOrmMation.........ccceeceeie e 118
Configuration SEHINGS......cccevveiieieecere e 119
GENEal SELINGS ....vecieie et 120
The System Identification Group ........cccceeveeveeriesiee s 121
The Dial-in SEttiNgS GIrOUP ......cccveveiiieeeee ettt 121
The System Management Processor Clock Group..........ccceeeveeeeneee. 124
POST TiME-0UL .....ooiiieeeeeese et 124
LOader TIME-OUL........coeeieieeeeeeie et 125

X Version 1



OFS TIME-OUL ..eeeeeee ettt et ee e ettt e e e e e tee et e e essasearaeeesssasassereeesenaansneees 125

PoWer Off DEI@Y ......coeeieeece sttt s 126

Other Configuration Settings FUNCLIONS..........ccccoveieeviecie e, 127

Remote EVENt SEtiNGS ..ottt 127

Remote Event Entry Information Group ........cccevevevceeveeseeceesee e 129

Remote Event Strategy GroUP .......ccevvveverieenieesieesiee e sreesves e 130

Enabled EVENS GIOUD .....cceccveeieeie e e iteesteeteesteeseeeste e te e e sre e e 131

MOAEM SEHINGS.....cceiieceeeee et ne e beereas 137

The Port Configuration GroUP........ccccveeereieiie e see s see e 138

The Dialing SEttings GrOUPD .....c.ccceerieeieeseeseeseesreeseeeseeseeesseseesnnens 142

Initialization String GUIAEINES. ........ccovevieiiieece e 145

NEWOIK SEHINGS.....eeveiiececesie e s 146

S LY S = ] o 149

Y7 o o o PP 150

SySteM POWEE CONLIOL .....c.coiviiviieiecie ettt sre e 152

ReMOLE POST CONSOIE ...ttt 153
Updating Netfinity Advanced System Management PCl Adapter or Processor Microcode

154

Updating System POST/BIOS MiCrOCOE. .........cceiueeverieeieiesie e 155

Chapter 6—ServeRAID Manager Program ....... 157

Using the ServeRAID Manager Program Interface..........cocvovevieevieveccciiecns 157

Viewing the MEeNU Bar ..o e 157

Viewing the TOOIDA........cccciiierece e e 158

Viewing the EXpandable Tree.......covier et 158

Viewing the Main Pan€l ..o 159

Viewing the EVENt VIEBWEN .......cccocuviueeieie et 159

Viewing the StatUS Bar ..o 159

Using the ServeRAID Manager Program ..........cccceceeveeeseesiesieseeseesessesee e 160

Using the Configuration MOdE...........cccceceeveiieieeie e 160

Learning about Express Configuration...........ccccceeeeeeeeceesensieesinnn 160

Using Express Configuration...........ccccecvevenceececciesseeseenee e 161

UM Server Extensions

Xi



Learning about Custom Configuration...........cccecveevieeviericensieeeinsineens 162
Using Custom Configuration...........ccccvveieereneneesessseeseeseeseseeenens 163
Using the Information Mode to View Device and Configuration Information165

Modifying the ServeRAID Controller Configuration............ccccceveverieeecveereeennen. 166
Modifying a Configuration ..........c.ccecvieieerese e 166
Considerations while Modifying aLogical Drive ........ccccccevvenenen. 167

Changing RAID LEVEIS......ccue ettt 167
INCreasing FreE SPACE ......ccvecve ettt e 169
Increasing Logical Drive SPaCe........cccveiiveeieesiesee e 170
Setting USEr PreferenCeS.......cccviiie et es st e st st 171
INItialiZation SEINGS ......ccviveee e 171
AlBIM SEIINGS....cviceeceeece et a e nre s 172
Silencing the RePeating Alarm .........cooceecie e 172
Understanding DrivVe SEAES.......ccecveeeeiiieere et 172
Physical Drive State DesCriptions..........cccccvveeeeseiecieeseese e 173
Logical Drive State DeSCIiPtioNnS........cccceeieireesiensee e see e see e s 173
SerVERAID EVENtS N DITECLON ......ccvviviieieeee ettt 175
Chapter 7—Capacity Management.............. 177
Components of CapaCity Manager .......ccccveveecieerieeie et eee et eee s 178
(0210 1[0 1] oo [ D - VO 180
Starting the Monitor ACHVELOL ..........cccvceeeererieie e 181
Using the Monitor ACHVALON ........ccccveceier et 181
Activating or deactivating MONItOrS..........cccoeeveeeiiesieeereeie e 182
Monitoring for Performance ANalYSiS........ccccvveeceneseeseese e 183
Creating a Status Table in the System Pane..........cccccovoeveevricn e, 183
V1= T o [ D - S 184
Creating a Report DefiNitioN...........ccocviieciniiiee e 184
Generating the Report to aFile .......cooe e 185
Generating the Report to the VIeWEr .........ccvecveveeveeven e 185
ANAYZING DAA......c.eceeciiciciese et et ns 186
Performance Analysis Monitor ReQUIrEMENLS...........ccceeeeeveveeeesieseeeee 187

Xii

Version 1



Performance Analysis Report Terminology .........cceeeeeveeceevveneennnens 188

BOMIENECKS ... 188
Recommendations and DELails..........cocoeveinininineiereeeseese e 189
Performance ANAlYSIS .....cov i 190
Saving and Printing a Performance AnalysiS........cccccevevveeveveveeceseseeen, 191
FOreCasting Dalal.........ccviieeerieieiieresie st ettt sae e naeseesreenes 191
About the CalCUIaLioNS...........ceiieireeeeee e 192
Viewing a Performance Forcast for a Selected System ........ccceevveieenee 192
About the FOrecast Display .........ccceovieieeiiiecee e 193
About Warning Messages on the Forecast Graph.........cccccceveevievieiincnnene 193
Index. ... . 195

UM Server Extensions Xiii



Xiv Version 1



Installing UM Server Extension

Tools

This section contains instructions for installing UM Server Extensions
tools on your client, server, or console. The Extension tools work with
Netfinity Director or IT Director to enhance your system-management
capabilities.

Before You Begin

Thefilesthat the Extensions|nstaller program installs are determined by
the configuration of the resident Netfinity Director or IT Director
program. Depending on whether you are using your system as a server,
console, agent, or any combination of the three, Extensions Installer
detects your current configuration and automatically installs the
appropriate files.

Although the installation program automatically detects your
configuration, you must install the UM Server Extension Tools on your
console system, server system, and each of your client systems,

separately.
Before you install UM Server Extensions, consider the following:
m  Supported Systems by Component

m  Hardware Requirements
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Supported Systems by Component

UM Server Extensions Server, which installsall components (Server,
Console, and Client), is supported on the following operating systems:

m  Windows® 2000—Server or Advanced Server
B Windows NT® Server 4.0 (with Service Pack 4 or later)

The UM Server Extensions Console component supports the same
operating systems as UM Server Extensions Server, including:

Windows 2000 Professional

Windows NT Workstation 4 (with Service Pack 4 or later)
Windows 98®

Windows 95® (with OEM Service Release 2 (OSR2) or later)
NetWare 4.x or higher

Notes:

. ServeRAID Manager console does not run in a NetWare 4.x
environment. The Java console runs only in a NetWare 5.x
environment. For more information on ServeRAID Manager,
see “Chapter 6. ServeRAID Manager Program,” on page 157.

. The Netfinity SP Switch console is not supported on the
Windows 95 or 98 platforms. For more information about the
Netfinity SP Switch, see “ Chapter 3. Using the Netfinity SP
Switch task,” on page 35.

The UM Server Extensions Client component is supported on the
following operating systems:

m  Windows 2000—Server or Advanced Server

Windows 2000 Professional

Windows NT Server 4.0 (with Service Pack 4 or later)
Windows NT Workstation 4.0 (with Service Pack 4 or later)
OS2 Warp 4.0

OS2 Warp 5.0

NetWare 4.x or higher
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Hardware Requirements

UM Server Extension tools require that you have Netfinity Director or
IT Director installed and operational on your system. In addition, the
following is required for the Server or Console systems.

n Intel® Pentium® class processor, 200 MHz or faster
64 MB of random access memory (RAM)

150 MB of virtual storage

75 MB of free disk space

A network adapter that supports the TCP/IP protocol. The adapter
must support also NetBIOS, IPX, or SNA, depending on which
transport is needed to communicate with the managed systems.

The UM Server Extension Client requires at least:
m  AnlIBM PC or server with an Intel Pentium processor
m 16 MB of RAM

m A network adapter that supportsthe TCP/IP protocol. The adapter
must support also NetBIOS, IPX, or SNA, depending on which
transport is needed to communicate with the managed systems.

The stepsfor each installation depend on the operating system to which
you are installing. UM Server Extension Tools support console and
server systems running a Windows® operating system only. For steps
on instaling on a Windows system, refer to “Installing UM Server
Extension Tools on a Windows System”.

UM Server Extension Tools support client systems on Windows NT,
0S/2®, and NetWare®. If you need to install on an OS/2 or NetWare
agent, refer to stepsunder “Installing the UM Server Extension Toolson
0S/2” on page 19, or “Installing the UM Server Extension Toolson a
NetWare System” on page 22, respectively.

Installing UM Server Extension Tools on a
Windows System

This section details the attended installation of UM Server Extension
toolsin aMicrosoft Windows operating system environment. Follow the

UM Server Extensions User’s Guide 17



supported operating system guidelines for installing the various UM
Server extensions components.

Step-by-Step Instructions for a Windows System

Take the following steps to ingtall the UM Server Extension tools on a
Windows system:

1
2.

From the Windows Start M enu, click Run.
In the Run field, type:

drive_letter:\directory\Win\setup.exe

where drive_|etter and directory are the drive and the temporary
directory wherethe decompressed UM Server Extensiontoolsfiles
arelocated. The Win directory indicatesthe installation files for a
Windows installation.

Click OK.

The installation program displays two Welcome windows.
Click Next through both Welcome windows.

The Confirm Selection window opens.
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Confirm Selection

The following toollz] will be installed on your system after you
click an the Mext button.

Current Settings:

Setup Type: ﬂ
Agent
Target Directony:
C:4Tivoliwigh
Tools bo be installed:
1Bt SP Switch Administrator.
Cluster Systems Management.
Advanced System Management,
ServeRalD Manager,
Capacity M anagement.

i o

£ Back Mest > | Cancel |

5. Click Next.

The UM Server Extensions Installer installs the following UM
Server extension tools:

IBM SP Switch Administrator
Cluster Systems Management
Advanced Systems Management
ServeRAID Manager

Capacity Management.

6. Whentheingallationiscomplete, open Netfinity Director toview
the extension tool icons.

Installing the UM Server Extension Tools on OS/2

Toinstall the UM Server Extension toolson an OS/2 platform, you must
run UM Server Extensions|nstaller remotely from aWindows NT
system. Windows 95 and Windows 98 systems do not work.

Y ou must map the drive from the OS/2 system to the Windows NT
system. The best method of mapping the driveisto use the Net Use
command in aDOS window. Theinstallation program displays
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windows that are intended to allow you to map the drive, but using the
window method does not work in all remote install situations.

Mapping the Drive for a Remote Installation

Y ou can map adrive using a DOS window and enter the Net Use
command as follows:

Net Use[driveletter [*][\\computername\sharename]

Wheredriveletter | * represents any available drive on the Windows NT
system, and computername\sharename are the system name and
sharename of the OS/2 system.

Step-by-Step Instructions for an OS/2 System

Takethefollowing stepsto install the UM Server Extension tools on an
0S/2 system.

1. Fromthe Windows NT Start Menu, click Run.
2. IntheRun field, type:

drive_letter:\directory\os2netw\setup.exe

where drive_|etter and directory are the drive and the temporary
directory wherethe decompressed UM Server Extension toolsfiles
are located. The os2netw directory indicates the installation files
for an OS/2 or NetWare installation.

3. Click OK.

The installation program displays two Welcome windows.
4.  Click Next through both Welcome windows.

The system displays the Select Platform window.

5.  Select the radio button that corresponds to the platform you are
using: OS/2.

6. Click Next.




Theinstallation program displays the Choose Destination
L ocation screen, which reminds you that you must first map a
drive for the OS/2 installation.

Choose Destination Location

Y'ou need to have the destination drive being mapped to the local
machire.

hiATivoliw'g Browse... |

" D estination Directory

< Back | Mewut » I Cancel |

7. Click Next if you are using the default destination directory. Skip
down to step 10 on page 22.

Click Browse if you want to change the destination directory.
Theinstallation program displays the Choose Dir ectory window.

Choose Directory
Please choose the directory for installation.

Path:
[h:ATivoliveg

Directories:

= hy * 0K |
T3 acrobat

g .éaglgead Cancel |

1 Diskkeeper

£ Distiller

3 FlowChart

1 Fonts |

Drives:

[ h: YRalfss22vapps <] Netwurk...l
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8. Click thearrow under the Drivesfield, and select thedrivethat you
mapped for the OS/2 installation.

Y ou can use the Networ k button to find an available drive to map;
however, for thisinstallation it is best to map the drive before you
start the Extension Installer program.

Refer to “Mapping the Drive for a Remote Installation” on page
20.

9. Fromthe Directorieslist, select the directory where Netfinity
Director isinstalled. The default isx:\Tivoliwg\

Where:
x isthe mapped drive and TivoliWg isthe default directory.
10. Click OK.

UM Server Extensions Installer installs the following extension
tools:

m  Capacity Manager
m  Advanced Systems Management.

11. Whentheinstallation is complete, you must enter the following
commands from the console of the OS/2 system to shut down and
restart Netfinity Director on the OS/2 system:

a.  Typetwgipc shutdown to shut down Netfinty Director.
b. Typetwgipc to restart Netfinity Director.

Installing the UM Server Extension Tools on a
NetWare System

Toinstall the UM Server Extension tools on a NetWare system, you
must run UM Server Extensions I nstaller remotely from a Windows
NT system. Windows 95 or Windows 98 systems will not work.

With NetWare, you must map adrive between the NetWare system and
the Windows NT system before you start the Extension Installer
program.

The best method of mapping the driveisto usethe Net Use command in
aDOS window. The installation program displays windows that are
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intended to allow you to map the drive, but using the window method
will not work for you in al remote install situations.

For instructions on using the Net Use command to map adrive, refer to
“Mapping the Drive for a Remote Installation” on page 20.

Step-by-Step Instructions for a NetWare System

Take the following stepsto install UM Services Extension toolson a
NetWare system.

1. From the Windows Start M enu, click Run.
2.  IntheRun field, type:

drive_ letter:\directory\os2netw\setup.exe

where drive_letter and directory are the drive and the temporary
directory where the decompressed UM Server Extensiontoolsfiles
are located. The os2netw directory indicates the installation files
for an OS/2 or NetWare installation.

3. Click OK.

Theinstallation program displays two Welcome windows.
4.  Click Next through both Welcome windows.

The system displays the Select Platform window.

5.  Select theradio button that corresponds to the platform you are
using: NetWare.
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Select Platform

< Back I Mest > I Cancel

6. Click Next.

The installation program displays the Choose Destination
L ocation window, which reminds you that you must first map a
drive for the NetWare installation.

Choose Destination Location

‘rou need to have the destination drive being mapped to the local
machine.

" Destination Directony

heh Tivalivd g Browse... |

< Back | et > | Cancel |

7.  Click Next if you are using the default destination directory. Skip
down to step 10 on page 25.
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Click Browse if you want to change the default destination
directory.

Theinstallation program displays the Choose Dir ectory window.

Please choose the directory for installation.

Path:
h:ATivolivg

Directories:

= hiy - 114 |
1 acrobat
g gaz‘gead Cancel |

£ Diskkeeper
£ Distiller
3 FlowChart

£ Fonts |

Drives:

[E2 h: wRalfss22yapps  ~| Netwurk...l

8. Click thearrow under the Drivesfield, and select the drivethat you
mapped for the NetWare installation.

Y ou cannot use the Networ k button to find an available drive to
map, because with aNetWareinstallation, you must map thedrive
before you start the Extension Installer program.

9. Fromthe Directorieslist, select the directory where Netfinity
Director isinstalled. The default isx:\Tivoliwg\

Where:
X isthe mapped drive and TivoliWg isthe default directory.
10. Click OK.

UM Server Extensions Installer installs the following extension
tools:

m  Capacity Manager
m  Advanced Systems Management.

11. When the UM Server Extension tools for NetWare are installed,
you must enter the following commands at the NetWare system
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consoleto shut down and restart Netfinity Director onthe NetWare
system:

a. Typeunload twgipc to shut down Netfinty Director.
b. Typeunloc SecMod01.sec
c. Typeload twgipc to restart Netfinity Director.

Uninstalling the UM Server Extension Tools

The procedure for uninstalling the extension tools depend on whether
you installed the extension tools locally or remotely.

Uninstalling the Extension Tools from a Local
Windows NT System

To removethe UM Server Extension tools from the local Windows NT
system, take the following steps.

1

Click Start — Programs — UM Server Extensions— Uninstall
IBM UM Server Extensions.

The uninstall routine displays the message:

Areyou sureyou want to removethe application and its
components?

Click Yes.

When the system is finished removing the files, it displays the
message:

Y ou need to reboot the machine to complete the uninstallation.
Click OK.

Y ou must manually shut down and restart the system.

Uninstalling the Extension Tools from a Remote

System

Regardless of which operating system is running on the remote system:
Windows NT, OS/2, or NetWareNetWare, the uninstallation procedure
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is the same. To remove the UM Server Extension tools from a remote
system, take the following steps:

1. FromaDOSwindow onthe WindowsNT system, map adrivefor
the remote target system. For steps on mapping the drive, refer to
“Mapping the Drive for a Remote Installation” on page 20.

Change the directory to the target Netfinity Director directory.
Type uninstex nddirectory

where nddirectory isthe target ND directory (including drive and
full path).

Note: If you fail to enter the correct target directory, the system
displays a message that the uninstall routine cannot find
the appropriate log file.

The Remove Programs from your Computer window opens,
confirming which files will be deleted.

Click OK.

5. The system displays the message: Y ou need to reboot your
machine to complete the installation.

Click OK.
Y ou must manually shut down and restart the system.
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Introducing UM Server Extension
Tools

Y ou can usethe UM Server Extension toolsto further manage your IBM
systems. These system management tools are provided free-of-charge
with IBM Netfinity Director, and if you choose to upgrade to Tivoli IT
Director, the Extension tools remain intact.

Thefollowing is a description of each UM Server Extension tool.

IBM Netfinity SP Switch Administrator

The IBM Netfinity SP Switch is ascalable and parallel switch that
provides high-performance communication between servers. The SP
Switch Administrator monitors the operating status of various switch
components, by providing proactive alert notification if acomponent
fails.

IBM Cluster Tools

IBM Cluster Systems Management (ICSM) and IBM Software
Rejuvenation are the main program components of the IBM Netfinity
Cluster Tools. These server programs are used to administer high-
availability cluster environments and to increase reliability of cluster
nodes.
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Cluster Systems Management

Theinterface for IBM Netfinity Availability Extensions for Microsoft
Cluster Service (MSCS). Y ou can manage all cluster-related operations
and manage cluster resources in an MSCS-based Availahility
Extensions cluster from one interface. With this tool you can provide
cluster operationsfor asinglecluster, or you can group components onto
anode using the drag-and-drop method. System administrators can be
alerted to any event in acluster, reducing downtime by immediately
sending an e-mail, sending an electronic page, or starting other
programs.

Software Rejuvenation

With this IBM Cluster tool, a system administrator can have precise
control over the scheduling of a node restart for a specific cluster. The
Software Rejuvenation interface resembles the I T Director Tasks
Scheduling interface, and offers drag-and-drop capability. Y ou can
schedule node restarts by dragging a node icon onto the calendar and
specifying schedul e parameters.

Advanced Systems Management

With Advanced Systems Management, you can monitor critical
subsystems, restart logs, and troubleshoot Netfinity Servers, even when
the targeted system is not turned on.

Y ou can configure this tool to send alertsto changes in events such as
POST, loader, and operating system timeouts. If any of these events
occur, thistool automatically forwards a Netfinity alert in one of the
following ways:

m  To another Netfinity system through a modem
m  Toanumeric or aphanumeric pager

m  ToaNetfinity Manager system using a TCP/IP network
connection, or to an SNMP Manager.
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ServeRAID Manager

Thisis amanagement tool that reduces the time needed to configure,
administer, and monitor ServeRAID controllersthat areinstalled locally
or remotely on Netfinity servers. The following are features of the
ServeRAID Manager:

m  Hot spares are reduced, reserving space on existing drives for
rebuilds.

m  Data scrubbing and auto synchronization of the parity drive can
start automatically.

m  Migration from previous RAID levelsis possible to increase free
space and logical drive space.

Capacity Management

Thisis aresource management planning tool that tracks resource
utilization, identifies potential network bottlenecks, and recommends
waysto improve performance. It can generate areport, which allowsfor
effective planning of future capacity, such as microprocessor, disk, or
memory upgrades.

Capacity Manager’s Report Generator tasks can be scheduled through
the Director Scheduler.

Thefollowing are Capacity Manager tasks:

Using Capacity Manager
Thisis documentation on Capacity Manager.

Monitor Activator
This specifieswhich monitorsareincluded in the report, such as
CPU Utilization or Disk Drive Capacity.

Report Generator
This specifies when and how often the report is generated. Y ou
can create new definitions, edit existing report definitions, and
schedul e reportsthrough your Director Event Scheduler service.

Report Viewer
This displays the data that the report collected.
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Accessing the UM Server Extension Tools

Each task islaunched from the Director console. Except for theIBM SP
Switch Administrator, which islocated on the icon menu bar, each
Extension is accessed by dragging the appropriate icon from the Tasks
panel of the Director console and dropped onto a system that supports
that Extension in the Group Contents panel. Or, you right-click on a
system that supports the Extension in the Group Contents panel and
select the appropriate Extension from the system context menu.

Sometasks contain multiplefeatures. Thetask that hasaplussymbol (+)
beside the corresponding icon denotes a collapsed selection tree. Click
on the + to expand the multiple features of that task. The following
sections describe each Extension service icon (or icons) and the
placement of the icon within the Director console.

IBM SP Switch Administrator

Icon Location
1'?5 ThelBM SP Switch Administrator icon isdisplayed intheicon
B menu of the Director console.

IBM Cluster Tools

Icon Location

IBM Cluster Toolsis merely an Extension service description
¥ ﬁ and not atask. The supported tasks are located within this
heading in the Tasks section of the Director console.

Cluster Systems Management resides within the IBM Cluster
& Tools parent description in the Tasks section of the Director
console.
@, Software Rejuvenation resides within the IBM Cluster Tools
4 parent description in the Tasks section of the Director console.
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Advanced System Management

Icon

Location

5

Advanced Systems Management residesin the Task s section of
the Director console.

ServeRAID Manager

Icon

Location

ServeRAID Manager resides in the Tasks section of the
Director console.

Capacity Manager

Icon

Location

...%

Capacity Manager isan Extension service description and not a
task. The supported tasks are located within this heading in the
Tasks section of the Director console.

B

*Using Capacity Manager is hot system-enabled task but a set
of on-linetutorials for using Capacity Manager. Click on this

description to expand the tutorial choices. Click on one of the
tutorial tasksto open the Capacity Manager on-line help.

Monitor Activator resides within the Capacity Manager parent
description in the Tasks section of the Director console.

Report Generator resides within the Capacity Manager parent
description but is an Extension service description and not a
task. Click on this description to expand the type of report
selections.

Report Viewer resides within the Capacity Manager parent
description in the Tasks section of the Director console.
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UM Server Extensions and the Event Builder in
Director
Some of the UM Server Extensions programs add event filters to the
Event Builder of Director. These filters were added for additional
systems management capabilities. An event such as a battery failurein
aServeRAID controller isnow channeled through the Event Action Plan

in Director. The Event Action Plan creates asingle monitoring interface
for UM Server Extensions events.

Descriptions of event filters can be found in:

m  “Creating Action Plans for Cluster Eventsin Netfinity Director”
on page 105

m  Advanced Systems Management events on page 132
m “ServeRAID Eventsin Director” on page 175
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Using the Netfinity SP Switch
task

This section describes the configuration and management of the IBM
Netfinity SP Switch Administrator task. The combination of the IBM
Netfinity SP Switch, configured and clustered servers (nodes), and
cabled hardware topology makes up an IBM Netfinity SP Switch fabric.
The IBM Netfinity SP Switch fabric servers (nodes) consist of:

®  One primary node:

Manages the status of all servers (nodes) on the switch fabric. The
primary node controls the online and offline status of all servers
(nodes) on the switch fabric.

m  One backup node:
Provides functional failover support for the primary node.
m  Secondary node:

All other servers (nodes) attached to the IBM Netfinity SP Switch
fabric.

Before you run the IBM Netfinity SP Switch Administrator task, you
must install the original IBM Netfinity SP switch software on every
node within the fabrics you want to create. Each node must have the
following services and processes running:

m  DeviceDriver:
1. Click Start - Settings — Control Panel.
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2. Double-click Devices.

Scroll through the list of device drivers and make sure that
IBMTB3N and IBMTB3 are started. If these drivers are not
started as Automatic, manually start them.

m  Switch Services:
1. Click Start - Settings — Control Pandl.
2. Double-click Services.

3. Scroll through the list of processes and make sure that IBM
TB3 Switch Manager Service is started. If thisservice is not
started as Automatic, manually start it.

m  Switch Manager:

1. Usingtheright mouse button, click the Windows NT task
bar.

Sdlect Task Manager.

Click Processes. Scroll through the list of processes and
make surethat SwitchMgr isstarted. Therewill beone switch
manager service started for each IBM Netfinity SP Host
adapter installed. If this processis not started, manually start
itasanew task. If you have 2 IBM Netfinity SPHost adapters
installed, and only one switch manager serviceisstarted, stop
the switch manager service and manually restart both switch
manager services as new tasks.

Starting SP Switch Administrator

To start the SP Switch Administrator program, click on the IBM SP
Switch Administrator icon from the icon menu bar of the Netfinity
Director console. Please remember, this console is not supported on
Windows 95 or 98 operating systems.

Note: If the Administrator does not find a switch fabric or available
nodes with which to build afabric, an error in the designated
port assignment may have occured. To verify an accurate
connection to an SP switch:
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m  Widenthediscovery scope. From the SP switch menu bar,
click View - Options. The Optionswindow opens. Click
on either Add by Node name or Add by IP address. In
the appropriate field, add either the Node name or the |IP
address of anode that residesin the same subnet as the SP
Switch you want to discover. Click OK and press F5 on
your keyboard to refresh the discovery process.

m  Configure the switch port mapper. If you configured the
SP switch using another port number other than the default
port, you have to change the port settings on the
Administrator console aswell. Take the following steps:

1.  From aDOS window type the following:
x:\nfd_directory\fsd\portmapper .exe
where:

x:\nfd_directory is the drive and directory where
Netfinity Director and the UM Server Extension
tools are installed.

fsd isthe directory where the portmapper executable
fileisinstalled.

portmapper .exe is the portmapper executable file.
2. PressEnter.

The system opens the IBM Netfinity SP Switch
Port Reservation Utility window.
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SwitchService UDP part number 6745 Cancel

Click OF. ta ingtall this port number.  Thiz port number enables network,
communication between the [Bk Netfinity SP Switch Administrator and all
nodes attached to an |BM Metfinity SP Switch. Do nat change this port
number unless there iz a conflict on another node. You must assign the
zame port number on &l nodes running the 1BR MNetfinity 5P Switch
Adrinistratar software as well a5 all nodes attached to an IBM Metfinity SP
Switch,

3.  Enter the port number that you used when you
previoudly installed the SP Switch Port
Administrator. The same port numbers must be used
in both places.

4. Click OK.

The Interface

The IBM Netfinity SP Switch Administrator window is composed of
three major components or internal windows:

Fabric view - The fabric view window graphically displays all
IBM Netfinity SP Switch fabrics, fabric components and
unassigned nodes. This window isin the upper left corner of the
IBM Netfinity SP Switch Administrator window. Component
properties and actions are called from thisview. Placing the cursor
over aswitch fabric, or one of the switch fabric components, will
display the component status in a text pop-up window. Right-
clicking afabric icon or other component icon brings-up menu
command options.

Node view - The Node view window displays nodes within the
selected IBM Netfinity SP Switch fabric. Thiswindow isin the
upper right portion of the IBM Netfinity SP Switch Administrator
window. The node information displayed shows:
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* Node nameand IBM Netfinity SP Host adapter occurrence
*  Node number

* Typeof node

* IBM Netfinity SP Switch IP address

» External network |P address (if an external network adapter is
installed)

* Node PCI dlot number where the IBM Netfinity SP Host
adapter isinstalled

»  Port number where the IBM Netfinity SP Host adapter is
attached to the IBM Netfinity SP Switch

Message window - The Message window contains the detailed
communication output from the IBM Netfinity SP Switch fabrics.
Thiswindow isin the bottom portion of the IBM Netfinity SP
Switch Administrator window.

Configuration: 8 Adapters / Single switch card

Notes:

The selected node is used as the primary node.

Assign one node to the switch fabric. All other unassigned
nodes that are members of the cabled hardware topology are
assigned to the switch fabric when it is started.

The switch fabric name must be unique.

From the IBM Netfinity SP Switch Administrator window:

1.

Using theright mouse button, click anodein the Unassigned nodes
list to assign the node to the switch fabric.

Click Assign fabric name. The Assign fabric name window opens.

Type the name of the IBM Netfinity SP Switch fabric that you
want to use. The node that you selected is assigned to this switch
fabric.

Click OK. The IBM Netfinity SP Switch Administrator window
displays the switch fabric.
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10.

11.

12.

13.
14.
15.

16.

Using the right mouse button, click your fabric hame under the
Fabricsfolder.

Click Configure. The Configure Topology window opens.

Sdlect the eight-node configuration from the topology pull-down
list.

Type the switch board name that correctly represents your IBM
Netfinity SP Switch and IBM Netfinity SP Host adapter wiring
configuration. The name can be atotal of 18 characters. The last
two characters must be /A. The A corresponds to the side of the
IBM Netfinity SP Switch wherethe switch card and interposersare
installed. Al through A8 is stamped above the interposers.

Click OK. The Wiring Instructions window opens.

Usethe cabling instructionsin thiswindow as aguide for the IBM
Netfinity SP Host adapter connections from your nodes to the
switch card connections (interposers) on your IBM Netfinity SP
Switch.

L oosen the two thumbscrews holding the two cable-retaining bars
on the cable-management tray on the IBM Netfinity SP Switch
(one thumbscrew on each cable-retaining bar) and remove the
cable-retaining bars. Y ouwill replace the cable-retaining bars after
you have cabled each node to the IBM Netfinity SP Switch.

Using an IBM Netfinity SP Switch cable, attach one end of the
cable to the IBM Netfinity SP Host adapter.

Lay the other end of the IBM Netfinity SP Switch cable acrossthe
cable-retaining block and attach the 50-pin connector to an
available interposer card on the rear of the IBM Netfinity SP
Switch.

Repeat steps 14 and 15 for each cable that you want to attach.
Replace the cable-retaining bars.

Click OK. You arereturned to the IBM Netfinity SP Switch
Administrator window. The switch fabric is configured and is
ready to be brought online.

Using the right mouse button, click your switch fabric name and
click On-line. The Start Fabric window opens.
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17.

18.

19.

20.
21.

22.

In the Fabric Namefield, type the fabric namethat you assigned in
step 2.

In the Primary field, choose the node that you selected in step 1. If
you want to assign another primary node, you must assign another
node to your switch fabric.

Select the switch board from the Primary’s Switch Board pull-
down list.

Select the jack label from the Primary’s Jack Label pull-down list.

Select anew backup node name from the Backup pull-down list (or
keep the default name).

Click OK.

The IBM Netfinity SP Switch is now configured and started. The IBM
Netfinity SP Switch Administrator window displays the nodes attached
to the switch fabric

Configuration: 12 Adapters / Dual switch cards

Notes:

The IBM Netfinity SP Switch Card Option isrequired to
support this configuration.

The selected node is used as the primary node.

Assign one node to the switch fabric. All other unassigned
nodes that are members of the cabled hardware topology are
assigned to the switch fabric when it is started.

The switch fabric name must be unique.

From the IBM Netfinity SP Switch Administrator window:

1.

Using theright mouse button, click anodein the Unassigned nodes
list to assign the node to the switch fabric.

Click Assign fabric name. The Assign fabric name window
opens.

Type the name of the IBM Netfinity SP Switch fabric that you
want to use. The node that you selected is assigned to this switch
fabric.
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10.

11.

12.

13.

14.

Click OK. The IBM Netfinity SP Switch Administrator window
displays the switch fabric.

Using the right mouse button, click your fabric hame under the
Fabricsfolder.

Click Configure. The Configure Topology window opens.
Select the 12-node configuration from the topology pull-down list.

Type the switch board name that correctly represents your IBM
Netfinity SP Switch and IBM Netfinity SP Host adapter wiring
configuration. The name can be atotal of 18 characters. The last
two charactersmust be/A or /B. The A or B correspondsto theside
of the IBM Netfinity SP Switch where the switch cards and
interposers are installed. Al through A8 and B1 through B8 is
stamped above the interposers.

Cableoneend of thefirst 0.53 M cableto port A7 and the other end
of the cableto port B2. Cable one end of the second 0.53 M cable
to port A8 and the other end of the cable to port B1 as specified in
the wiring diagram window.

Click OK. The Wiring Instructions window opens.

Usethe cabling instructionsin thiswindow as aguide for the IBM
Netfinity SP Host adapter connections from your nodes to the
switch card connections (interposers) on your IBM Netfinity SP
Switch.

L oosen the two thumbscrews holding the two cable-retaining bars
on the cable-management tray on the IBM Netfinity SP Switch
(one thumbscrew on each cable-retaining bar) and remove the
cable-retaining bars. Y ouwill replace the cable-retaining bars after
you have cabled each node to the IBM Netfinity SP Switch.

Using an IBM Netfinity SP Switch cable, attach one end of the
cable to the IBM Netfinity SP Host adapter.

Lay the other end of the IBM Netfinity SP Switch cable acrossthe
cable-retaining block and attach the 50-pin connector to an
available interposer card on the rear of the IBM Netfinity SP
Switch.

Repeat steps 12 and 13 for each cable that you want to attach.
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15. Replace the cable-retaining bars.

16. Click OK. You arereturned to the IBM Netfinity SP Switch
Administrator window. The switch fabric is configured and is
ready to be brought online. Power-off and then power-on the IBM
Netfinity SP Switch to reset the internal switch clock and
synchronize the two switch cards.

17. Using the right mouse button, click your switch fabric name and
click On-line. The Start Fabric window opens.

18. IntheFabric Namefield, typethe fabric name that you assigned in
step 2.

19. InthePrimary field, choose the node that you selected in step 1. If
you want to assign another primary node, you must assign another
node to your switch fabric.

20. Select the switch board from the Primary’s Switch Board pull-
down list.

21. Select thejack label from the Primary’s Jack Label pull-down list.

22. Select anew backup node namefrom the Backup pull-down list (or
keep the default name). The primary and backup nodes must not
be the same.

23. Click OK.

The IBM Netfinity SP Switch is now configured and started. The IBM
Netfinity SP Switch Administrator window displays the nodes attached
to the switch fabric.

Configuration: 14 Adapters / Dual switch cards

Notes:

. The IBM Netfinity SP Switch Card Option isrequired to
support this configuration.

. The selected node is used as the primary node.

. Assign one node to the switch fabric. All other unassigned
nodes that are members of the cabled hardware topology are
assigned to the switch fabric when it is started.

. The switch fabric name must be unique.
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From the IBM Netfinity SP Switch Administrator window:

1

10.

11.

Using theright mouse button, click anodein the Unassigned nodes
list to assign the node to the switch fabric.

Click Assign fabric name. The Assign fabric name window
opens.

Type the name of the IBM Netfinity SP Switch fabric that you
want to use. The node that you selected is assigned to this switch
fabric.

Click OK. The IBM Netfinity SP Switch Administrator window
displays the switch fabric.

Using the right mouse button, click your fabric hame under the
Fabricsfolder.

Click Configure. The Configure Topology window opens.
Sdlect the 14-node configuration from the topology pull-down list.

Type the switch board name that correctly represents your IBM
Netfinity SP Switch and IBM Netfinity SP Host adapter wiring
configuration. The name can be atotal of 18 characters. The last
two charactersmust be/A or /B. The A or B correspondsto theside
of the IBM Netfinity SP Switch where the switch cards and
interposers are installed. A1l through A8 and B1 through B8 is
stamped above the interposers.

Cableone end of thefirst 0.53 M cableto port A8 and the other end
of the cableto port B1 as specified in the wiring diagram window.

Click OK. The Wiring Instructions window opens.

Usethe cabling instructionsin thiswindow asaguide for the IBM
Netfinity SP Host adapter connections from your nodes to the
switch card connections (interposers) on your IBM Netfinity SP
Switch.

L oosen the two thumbscrews holding the two cable-retaining bars
on the cable-management tray on the IBM Netfinity SP Switch
(one thumbscrew on each cable-retaining bar) and remove the
cable-retaining bars. Y ouwill replace the cable-retaining bars after
you have cabled each node to the IBM Netfinity SP Switch.
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12.

13.

14.
15.
16.

17.

18.

19.

20.

21.
22.

23.

Using an IBM Netfinity SP Switch cable, attach one end of the
cableto the IBM Netfinity SP Host adapter.

Lay the other end of the IBM Netfinity SP Switch cable acrossthe
cable-retaining block and attach the 50-pin connector to an
available interposer card on the rear of the IBM Netfinity SP
Switch.

Repeat steps 12 and 13 for each cable that you want to attach.
Replace the cable-retaining bars.

Click OK. You are returned to the IBM Netfinity SP Switch
Administrator window. The switch fabric is configured and is
ready to be brought online. Power-off and then power-on the IBM
Netfinity SP Switch to reset the internal switch clock and
synchronize the two switch cards.

Using the right mouse button, click your switch fabric name and
click On-line. The Start Fabric window opens.

In the Fabric Namefield, type the fabric namethat you assigned in
step 2.

In the Primary field, choose the node that you selected in step 1. If
you want to assign another primary node, you must assign another
node to your switch fabric.

Select the switch board from the Primary’s Switch Board pull-
down list.

Select the jack label from the Primary’s Jack Label pull-down list.

Select anew backup node name from the Backup pull-down list (or
keep the default name). The primary and backup nodes must not
be the same.

Click OK.

The IBM Netfinity SP Switch is now configured and started. The IBM
Netfinity SP Switch Administrator window displays the nodes attached
to the switch fabric.
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Managing the IBM Netfinity Switch fabric

Note:

Do not run the IBM Netfinity SP Switch Administrator task
from a secondary node if the secondary node does not have an
external network adapter.

The following commands are available through the IBM Netfinity SP
Switch Administrator task to manage your IBM Netfinity SP Switch.
These switch fabric commands are run from the IBM Netfinity SP
Switch Administrator menu bar, or by right-clicking your switch fabric
or node in the IBM Netfinity SP Switch Administrator window.

n Command

Off-line: Thiscommand can beissued on aswitch fabric or on
an individual server (node). Y ou can use the Off-line
command to take a switch fabric offline. The servers (nodes)
attached to this switch fabric cannot be accessed through the
IBM Netfinity SP Switch while the switch fabric is offline.

Using theright mouse button, click anodeto perform the same
command on a node instead of a switch fabric:

— Off-Line: This command will bring a node offline and
stop network IP traffic from flowing through this node

On-line: Thiscommand can beissued on aswitch fabric or on
an individua server (node). The On-line command brings the
switch fabric onlineand alowsthe servers (nodes) to send data
across the network.

Using theright mouse button, click anodeto perform the same
command on a node instead of a switch fabric:

— On-Line: This command will bring a node online and
alow network P traffic to flow through this node

Configure: Thiscommand can beissued on a switch fabric or
on aswitch card. This command cannot be issued on an
individual server (node). The Configure command opens the
Configure Topology window. Y ou can configure the IBM
Netfinity SP Switch fabric by following the hardware cabling
shown in the window.
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» Properties: Thiscommand can be issued only on a switch
fabric and cannot beissued on anindividual server (node). The
Properties command opens the Fabric Properties Discovery
window and lists al of the servers (nodes) attached to the
switch fabric and the status of the nodes.

e Assign Fabric: Thiscommand isissued from a server (node)
in the Unassigned Node list. This command opens the Assign
Fabric Name window. Servers (nodes) are assigned to this
switch fabric and can be used after configuration. Theassigned
fabric name must be unique (unigue to other switch fabrics)
and cannot exceed 16 charactersin length. All unassigned
nodes that are members of the cabled hardware topology are
assigned to the switch fabric when the switch fabric is started.

e Exit: Thiscommand closesthe IBM Netfinity SP Switch
Administrator window. Communication through the IBM
Netfinity SP Switch is not interrupted.

m  View

* Toolbar: You can use this command to toggle the toolbar on

or off.

By clicking the icons (located below the menu bar), you can
select adirect path or shortcut to the following commands:

— View Largelcons

— View Small Icons

— View Node List

— View Node Details

— View Current Messages
—  View All Messages

e StatusBar: This command shows or hides the switch fabric
status bar located at the bottom of the|BM Netfinity SP Switch
Administrator window. The status bar displays the definition
of the Menu Bar commandswhen the mouse pointer highlights
the command.

* Refresh: Thiscommand activates aquery on the switch fabric
and updates the contents of the IBM Netfinity SP Switch
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Administrator windows with the latest status of the switch
fabric.

Large I cons: This command displays the servers (nodes) in
the IBM Netfinity SP Switch Administrator window as large
icons.

Small | cons: Thiscommand displaysthe servers(nodes) inthe
IBMNetfinity SP Switch Administrator window as small
icons.

List: This command displays the server (node) namesin the
IBM Netfinity SP Switch Administrator window.

Details: Thiscommand displaysthe server (node) namesinthe
IBM Netfinity SP Switch Administrator window and displays
the server (node):

— Node number

—  Persondity

— External IP address

— SPswitch IP address
— Node PCI slot number
- Jack label

All Messages: This command displays any messages
generated from all of the switch fabrics with network
connectivity to the node where the IBM Netfinity SP Switch
Administrator is running.

Current Messages. This command displays the messages
generated from the selected switch fabric that is managed by
the IBM Netfinity SP Switch Administrator.

Options: This command opens the Options window so that
you can add or remove network | P addresses or host names.
These | P addresses or host names are resolved to a subnet
mask and expand the search capability for the IBM Netfinity
SP Switch Administrator in relation to other switch fabricsand
unassigned nodes. The Default language selection on the
Options window selects the language conforming to the code
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page loaded by the Windows NT operating system. The
current supported languages are:

— English
— French

— German
— Itaian

— Spanish
— Japanese

Click OK to save your selections or click Cancel to closethis
window and keep the default selections.

m  Help
* Help Contents: This displays a help index.

» About: The version/release of the IBM Netfinity SP Switch
Administrator.

UM Server Extensions User’s Guide 49



50



IBM Netfinity Cluster Tools

The IBM Netfinity Cluster Tools are installed during the UM Server
Extensions installation and are seamlessly integrated into the Netfinity
Director Console. IBM Cluster Systems Management (ICSM) and IBM
Software Rejuvenation are the main program components of the IBM
Netfinity Cluster Tools. These server programs are used to administer
high-availability cluster environments, for example IBM Netfinity
Availability for MSCS or MSCS clusters, and to increase reliability of
cluster nodes.

Y ou must be logged on to the IBM Netfinity Director Console as a user
with general access, group access, and task access privileges before you
can use IBM Netfinity Cluster Tools.
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Using IBM Cluster Systems Management

IBM Cluster Systems Management isagraphical user interface (GUI)
client program that you can useto initiate cluster-related operations and
manage cluster resourcesin aMicrosoft Cluster Service (M SCS)-based
cluster. The program displays al cluster components, including nodes,
groups, resources, networks, and network interfaces. Y ou can provide
cluster operationsfor asingle cluster, or you can group components onto
anode.

ICSM includes a Cluster Configuration Expert Wizard, which you can
use to create predefined resource groups for frequently used resources,
such asFile Share, Internet Information Service (11S), and Print Spooler.

Starting IBM Cluster Systems Management

To start the IBM Cluster Systems Management program from the
Netfinity Director main window, you must do one of the following:

m  Drag-and-drop the IBM Cluster Systems Management task icon onto a
cluster (IBM Netfinity Availability Extensions for MSCS or
MSCS cluster).

m  Drag-and-drop acluster onto the IBM Cluster Systems Management
task icon.
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m  Right-click acluster namein the Netfinity Director console, and
then click IBM Cluster Systems Management from the menu.

Themain IBM Cluster Systems Management window opens.

[E]Cluster Systems Management - CMDR-CLUSTER20 [-[O]x]
File Yiew Ulility
Group State Owiner Description
Cluster Group Online COMMODOREZ
Cluster Group IPSHADIsk Graup 2 Online COMMODOREZ
TSH“‘QD‘S" Group 2 Local Quorum online COMMODORE2
“‘; i o2 ofine GOMMODOREZ
e s PartialOnline  COMMODORE2
& printarp printgrp Online COMMODOREZ
- Resources Resource State Owner Group Resource Type |
() Resource Typss Cluster IP Address Online COMMODORE?2 Cluster Group 1P Address 4]
a hetwork Cluster Name onling COMMODOREZ Cluster Group Network Name
g4 newori? File Shara foris of IS Online COMMODORE2 is File Share
) ﬁémmms BM ServeRAID Logical Online COMMODORE? iis |BM ServeRAID Logical Die
COMHODORE! 7 |BM ServeRAID Logical Online COMMODOREZ printarp |BM ServeRAID Logical [jj
COMMODOREZ | b
{5 Cluster Group Netwark | Siate Role Mask | Destrigtion
PSHADiskGroup 2B netynrl U Interral and Client Access 2652652400
L””;‘ Quorum 53 networka up Internal and Client Access 255255 240.0
o
lis
@ printarm | | j
f
Nm ‘ Ready |

TheIBM Cluster Systems M anagement window includes the following

components:

m  Titlebar
m Menubar
m  Toolbar

m  Statusbar

The ICSM window is divided into four panes and is populated with the
cluster data. The left pane displaysthe IBM Cluster Systems
Management cluster tree structure (the cluster name at the highest level,
followed by the Groups, Resources, Resource Types, Nodes, Networks,
and Network Interfaces). The panes on the right display the Group,
Resource, and Network views.

Viewing the Title Bar

Thetitle bar islocated at the top of the window and displays the name
of the program and the name of the cluster, IBM Cluster Systems
Management - CMDR-CLUSTER?20.
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Viewing the Menu Bar

Themenu bar isaset of menu nameslocated directly below thetitle bar.
The menu bar contains the following options.

File Menu

The File menu provides commands that you can use to perform basic
cluster tasks. The commands of this menu can vary, depending on the
selected cluster entity.

Command Use this command to:

New Create a new cluster group or cluster resource.
Properties Change the properties for a cluster entity.
Rename Rename a cluster entity.

Bring Online Bring acluster group or cluster resource online.
Take Offline Take acluster group or cluster resource offline.
Initiate Failure Initiate a resource failure.

Move Group Move acluster group or cluster resource to

another location.

Change Group Change the group for the selected resources.

View Resource Types | Inspect the various cluster resources types.

Pause Node Pause the operations of the server (node) in a
cluster.

Resume Node Resume the operations of the server (node) ina
cluster.

Start Cluster Service Start the ICSM or M SCS service.

Stop Cluster Service Stop the ICSM or MSCS service.

Delete Permanently remove aresource or group from
acluster.

Exit Close the ICSM program.




Note: These commands can also be accessed from a menu by right-
clicking an entity.
View Menu

Y ou can use the View menu to change the appearance of itemsthat are
displayed in the IBM Cluster Systems Management main window.

This menu contains the following commands.

Command Use this command to:

Toolbar Show or hide the toolbar in the main window.

Large Icons Display the cluster entity in the main window.

Small Icons Display the cluster entities as small icon in the
main window.

List List the cluster entities in the main window.

Details List and display details (for example, state
owner and description) about the cluster
entities in the main window.

Refresh Refresh the main window.

Utility Menu

The Utility menu provides commands that you can use to manage and
administer the ICSM clusters.

This menu contains the following options.

Command Use this command to:

Cluster Expert Wizard | Create File-share, 1S, and Print Spooler
resource groups. (11Sisfor MSCS clusters

only.)
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Help Menu

TheHelp menu provides online information about IBM Cluster Systems
Management.

Viewing the Toolbar

Thetoolbar isa set of buttons that are located directly below the menu
bar. These buttons serve as shortcuts for many frequently used
commands. When you first view the IBM Cluster Systems Management
window, some commands are disabled and are enabled only after you
access certain menu commands.

Thetoolbar contains the following commands.

Icon Command Use this command to:

E Refresh Refresh the main window.

View Large Icons Display the cluster entity.

Display the cluster entities as small

View Small Icons icon in the main window.

List the cluster entitiesin the main

View List window.

List and display details (for example,
View Details state owner and description) about the
cluster entities in the main window.

Invoke online information about
ICSM.

Eﬁ? About




Viewing the Status Bar

The status bar at the bottom of the window displays a message line that
provides information about a selected menu command.

Managing Clusters

A cluster name represents the top component in the IBM Cluster
Systems Management tree structure and owns al of the entities, such as
resources, resource groups, hodes, networks, and network interfaces.

Y ou can create, delete, or move cluster entities, as well as change the
properties of cluster entities.

Renaming a Cluster
To change the name of acluster, do the following:

1.  Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the cluster name you want to change.

Click Rename.
Type the new name.
Press Enter.

Changing the Description of a Cluster
To change the description of a cluster, do the following:

1. Intheleft pane of the IBM Cluster Systems Management main
view, click the name of the cluster whose properties you want to
change.

2. Click Filed Properties.
The Properties window opens for the selected cluster.
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CHMDR-CLUSTERZ20 Properties

Seneral I
Q CMOR-CLUSTERZO
Marme: ICMDR—CLUSTERQD
Information Development,l
Description:
Qiuorum resource: I vI
D I Cancel I Apply I Help I

3. Typeadescription of the cluster in the Description field.
Click Apply.
5. Click oK.

Managing Nodes in a Cluster

A node in the MSCS environment represents an IBM Netfinity 7000
M10 or IBM Netfinity 5500 M 20 server. Nodes own resource groups,
and aresource group can be owned by only one node at time. When a
node starts, the cluster service starts automatically.

The following sections describe the various operations you can apply to
anodein acluster.

Starting a Node
To start a node, do the following:

1.  Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node you want to start.

2. Click Start Cluster Service.
3. Click Refresh.
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Stopping a Node
To stop anode, do the following:

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node you want to stop.

Click Stop Cluster Service.
Click Refresh.

Pausing a Node
To pause a hode, do the following:

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node you want to pause.

2. Click Pause Node.

Resuming a Node
To resume anode, do the following:

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node you want to resume.

Click Resume Node.
Click Refresh.

Entering Node Descriptions

To add comments or a description of anode to its General properties
information, do the following:

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node whose description you
want to change.

2. Click Properties.
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Properties E3

General I
l 5| I INCHZ2
Harne: |ERCGE
D escription: Information Dewveloprent [1D3]
State: Up
ak. I Cancel I Lpply I Help I

3. Typeadescription of the node in the Description field.
Click Apply.
5. Click oK.

Managing Resource Groups in a Cluster

A resource group is a collection of resources. Y ou can change the state
of resources by changing the state of the resource group itisin.

Y ou can manage groups in a cluster by:
Creating a new group

Deleting agroup

Renaming a group

Bringing a group online

Taking a group offline

Changing group description properties
Changing group preferred owners
Setting group failover policy

Setting group failback policy




m  Moving agroup to another node

Creating a New Group

After defining the resources you want to group together, you can create
groups. To create agroup in acluster, do the following:

1. Click Filed New O Group.
The New Group window opens.

Mame: I
Description: |
=Elack| et = I Cancell Help I

2. Typethe name and the description of the group. Group names
greater than 255 characters in length are not supported.

3. Click Next.
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@ ID Group

Specify the nodes in the cluster in the order in which
they should be considered when determining which node
on which to run them.

All Modes in the Cluster Preferred Owners
Marme Mame

COMMODORE
COMMODOREZ

Add -= |

== Remo\-’el

2| | | o 000000 | |
<Elack| Finish | Cancell Help I

4. Inthe Preferred Owners window, do the following:

a. Fromthe All Nodesin the Cluster menu, click the name of the
node that you want to be the preferred owner.

b. Click Add.

C. Repeat stepsaand b for each node that you want to be
considered for use in the event of failure.

Note: Toremove anode from the preferred owner list, click the
name and then click Remove.

5. Click Finish.

Deleting a Group

Y ou can delete a group that is online only if it does not contain
resources. To delete a cluster group, do the following:

1.  FromtheIBM Cluster Systems Management main view, click a
group name.

2. Click Filed Delete.
3. Click Yesto confirm the deletion.
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Renaming a Group

Y ou can assign a different name to each group in a cluster. Use the
following instructions to rename a group in a cluster.

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the node you want to change.

Click Rename.
Type the new name.
Press Enter.

Bringing a Group Online
To bring agroup online in a cluster, do the following:

1. FromthelBM Cluster Systems Management main view, right-
click agroup name.

2. Click Bring Online.

Taking a Group Offline
To take agroup offline in acluster, do the following:

1.  FromtheIBM Cluster Systems Management main view, right-
click agroup name.

2.  Click Take Offline.

Changing Group Description Properties
To change the description of a cluster group, do the following:

1. FromthelBM Cluster Systems Management main view, select the
group name.

2. Click File O Properties.
The following window opens.

UM Server Extensions User’s Guide 63



ID Group Properties | ><|

General | Failover | Failback]
@ ID Group
Mame: |ID Sroup
Information Dewvelopment
Description: iI | o
COMMODORE1
Preferred Cwhners:
Modify |
State: Offline
Mode: COMMODORE1
(=154 I Zancel I Ay I Help I

3.  Inthe Description field, type a description of the group.
4. Do one of the following:

m  Click the General tab, if you want to change the name,
description, or preferred owners of the group.

m  Click theFailover tab, if youwant to changethegroup failover
Threshold or Period information.

m  Click the Failback tab, if you want to prevent, alow, or
schedule an immediate or predefined time for failback.

5.  Click Apply.
6. Click oK.

Changing Group Preferred Owners
To add, remove, or change group preferred owners, do the following:
1.  Click agroup.
2. Click Filed Properties.
3. Click Modify.
The Modify Owners window opens.
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ID Group Propertics

Seneral | Failover| Failback|

Marme: D Grour

<] | »

Information Dewvelopment

COMMODORED
FPreferred Owhners:

odify I

State Dffline
Mode COMMODOREN

ok I Cancel I Apply I Help

In the Modify Owners window, do the following:

a From the All Nodesin the Cluster list box, click the name of the

node you want to be the preferred owner.

b. Click the right arrow button to add the name to the Preferred
owners box and to specify the preferred order in the event of

failure.

C. Repeat stepsaand b for each node that you want to be

considered for use in the event of failure.
Click ok.
Click Apply.
Click ok.

Setting Group Failover Policy

Click agroup name.
Click Filed Properties.
The following window opens.

Thefailover policy for IBM Cluster Systems Management isto rotateto
the next node listed in the Preferred owners list. Use the following
instructions to set the failover policy for agroup in acluster.
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3.

4.

General | Failower | Failback |

Properties [=]

SHCH P adify I
State: Online
Mode: IMCHZ

oK | Cancel | S | Hele |

Click the Failover tab.
The following window opens.

General Failover | Failback |
Threshold: [1o
FPeriod: |5 hours
oK 1 Cancel | Apphe | Help |

Do the following:

Set the Threshold field to the maximum number of timesthe
group isto failover.

Set the Period field to the maximum number of hours before
the group is taken offline.

For example, if the group failover Threshold is 10 and the
Period is 6, the cluster software will be taken offline after the
tenth attempt that occurs within six hours.
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5. Click Apply.
6. Click oK.

Setting Group Failback Policy

When a node comes back online, the group will failback to that node
only if itisthefirst node in the Preferred owners list. To enable or
disable the group failback policy, use the following instructions.

Click the group name.

N

Click Filed Propeties.

w

In the Properties window, click the Failback tab.

>

Do one of the following:
m  Toinitiate the Failback, click Prevent Failback.

m  Toschedule aFailback, click Allow Failback and click either
Immediately Or Failback Between

Note: The Failback Between beginning and ending values
must be 0-23. If the beginning value is greater than
the ending value, the failback will occur the
following day.

Click Apply.

6. Click oK.

Moving a Group to Another Node
To move agroup to a different node, do the following:

1. Inthe upper-left pane of the IBM Cluster Systems Management
main view, right-click the name of the group you want to move.

2. Click Move Group.

3.  Click the name of the node to which the group is to be moved.

Note:  You can also use the drag-and-drop method to accomplish this
task.
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Managing Resources

Y ou can manage resources by:

Creating a new resource

Deleting aresource

Renaming a resource

Bringing aresource online

Taking aresource offline

Initiating a resource failure

Changing resource descriptions
Modifying resource dependencies
Specifying which nodes can own a resource
Setting advanced resource parameters
Changing resource parameters
Moving aresource

Note: Changes madeto IBM Cluster Systems Management cluster

resources will not take effect until the resource is taken offline
and then brought back online.

Creating a New Resource

To create acluster resource, do the following:

1

Click Filed New [0 Resource.
The New Resource window opens.
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Hew Hesource

@ 1D tirne service

Mame IID time servicel

LDescription: I

Resource Type: [Tirme serice

KINKI

Sroup IID Group

[~ Run this resource in @ separate Resource Manitor

<Elack| Mext = I Cancell Help I

2.  Dothefollowing:
a.  Typethe name for the new resource.
b. Type adescription of the resource.
c. Select the resource type.

d. Select the group.

e

Select the Run thisresourcein a separate resour ce monitor check
box to debug or to resolve a conflict with other resources.

3. Click Next.
The Possible Owners window opens.

Possible Owners

@ ID time service

Zpecify nodes in the cluster on which this resource can
be brought online.

Awvailable Owners Fossible Owners
Hame Hame
COMMODORE
COMMODOREZ
Add == I
== Removel
JEN P | |
= Back I Mext = Cancel I Help I
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4.  Click the node name, and then click Add to specify the possible
owners.

5. Click Next.
The Dependencies window opens.

5 pecify which resources the cluster services must bring online before this resource
can be brought online.
Axailable Resources: Besource Dependencies:
Hesource | Reszour Hesource | Resour
elel |
S emnoveE I
I I = [N | =
<Back | Firish || Cancel | Help |

6. Click the name of the available resource you want to add as a
resource dependency, and then click Add. Repeat this step for each
resource.

Note: Depending on the selected resource, additional windows
might open.

7. Click Finish.

Deleting a Resource
To delete or rename aresource, do the following:

1. InthelBM Cluster Systems Management main view, right-click
the name of the resource you want to change.

Click Delete.
3. Inthe message box, click oK to confirm the deletion.

Renaming a Resource
To change the name of aresource, do the following:
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1. InthelIBM Cluster Systems Management main view, right-click
the name of the resource you want to change.

Click Rename.

Type the new name. Resource names greater than 255 characters
are not supported.

4. PressEnter.

Bringing a Resource Online or Taking a Resource
Offline

To bring aresource online or take a resource offline, do the following:

1. InthelIBM Cluster Systems Management main view, right-click
the name of the resource you want to change.

2. Click Bring Online or Take Offline.

Initiating a Resource Failure

Initiate a resource failure to test Failover and Failback functions. To
initiate a resource failure, do the following:

1. InthelBM Cluster Systems Management main view, right-click
the resource name you want to change.

2. Click Initiate Failure.

Changing Resource Descriptions

The General tab contains the same information for each resource type.
To view the resource name or to change the resource description, do the
following:

1. Click the resource name.

2. Click Filed Properties.
The Properties window opens.
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Cluster Hame Properties

Zeneral | Dependencies | Advanced | Parameters |

@ Cluster Mame

Mame | Sluster rarmel

E— | |

Fossible Owners: CoMMoDORET :i
Moadify I

'_ Runthis resource in a separate Resource Monitor

Resource tvpe: Metwork Mame

State: online

rMode: COMMODORE

Froup: Cluster Group

=]y I Cancel I Apply I Help I

Type the name (this step is optional).
Type the description.

Click Apply.

Click oK.

o o &~ w

Modifying Resource Dependencies

IBM Cluster Systems Management uses a list of dependencieswhen
bringing resources online or offline. The following table identifies
resources and their dependencies.

Resources Dependencies
File Share Physical Disk (files location)
Generic Service None
I1S Virtual Root TCP/IP Address (required)
(MSCS only)
Physical Disk or Fault Tolerant Disk Set
Network Name TCP/IP Address (required)
Physical Disk None
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Resources Dependencies

Print Spooler Physical Disk (required)

Network Name (required)

TCP/IP Address None

To add or to remove resource dependenciesin acluster, refer to thetable
and do the following:

Click the resource name.

2. Click File O Properties.
3. Inthe Properties window, click the Dependencies tab.
4,  Click Modify.

The Modify Dependencies window opens.

Cluster Name Properties

General Dependencies | Advanced | Parameters |

@ Cluster Mame

Specify which resources the cluster serwices must bring
online before This resSource cam be brought online.

Resource dependencies

rMame | Resource Type |
T+ Cluster IP Address IP Address

Modify I Eropenies I

=] I Cancel I ARply I Help I

Use thiswindow to select the resources that you want brought
online before the resource you selected in step 1. For example, a
network name is dependent on an | P address, so the | P name must
be brought online before the network name.
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Modify Dependencies

All resources: Dependencies:

Resource | Resc Resource | Resc
h Time Service Time Se f Cluster |P Add IP Addre

A== |
= Remavel

i i

Ok | Cancel | Eraperies |

5. Click the name of the available resource you want to add as a
resource dependency, and then click the right arrow button.

Click oK.
Click Apply.
8. Click oK.

Specifying which Nodes can Own a Resource
To specify which nodes can own resources, do the following:
1.  Click the resource name.
2. Click Filed Properties.
The following window opens.

74



Properties

General | Dependencies | advanced | Parameters |

@ CHClusterMN ame

Hame: ICHCIusterName

Description: |"‘:"'3F"3‘:l

I Bun this resources in a separats Resource Monitor

Resource bwpe: Metwork Mame

Group: CHClusterGioup

State: Online

Mode SMCH1

[ o ] Cancel | Apply | Help |
3. Click Modify.
The following window opens.
All Modes in the Cluster: Paossihle Owners:
MName
Add = | @ COMMODOREZ
== Remuvel
1 I B o
QK | Cancel | Properties |
Note: Theresource must have at least one possible owner for
failover.

4. Do one of thefollowing:

m  Seect anode name from the All Nodesin the Cluster list box,
and then click the right arrow button to add it as a possible
owner.

m  Sdlect anode name from the Possible Ownerslist box, and then

click the left arrow button to remove it from thelist.

UM Server Extensions User’s Guide

75



5. Click oK.
6. Click Apply.
7. Click oK.

Setting Advanced Resource Parameters

Y ou can specify whether the IBM Cluster Systems Management restarts
theresourceor allowsit to fail, or how often it checksthe resource state.
The default is to not restart the cluster after failure.

1. Click the resource name.
2. Click Filed Properties.

Properties

General || Dependencies  Advanced | Parame ters |

@ CHClusterlPaddress

 Da not restart
o+ iHestark

I~ Affect the group

Threshold: |3 [Biorfizek 900 | secon ds
— Look Alive’ Poll Interval ———————— Ul Alive' Poll Interval:

 Use resource ype walue £ Use resource ype walue

¥ Specify walus: i+ Specify walus:

[5000 RETE [50000 S
Pending tireout: 180 | secon ds
Ok ] Cancel | Apply | Help |

3. Click the Advanced tab.
Click Restart.

5. Select the Affect thegroup check box, if you want the group to move
when the resource fails.

Type the values you want in the Threshold and Period fields.

In the Look alive poll interval box, click Specify value and then type a
value to indicate how often you want to check the state of the
resource activity.

Note: Click Useresourcetypevalue to use the default number for
the resource type.
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8. Inthelsalivepoll interval box, click Specify value, and type avalue to
indicate how often you want to check the resource online state.

9. Inthe Pending timeout field, type a value to indicate the amount of
time aresource in a pending state has to resolve its status before
being put in offline or online status.

10. Click Apply.
11. Click oK.

Changing Resource Parameters

Inthe IBM Cluster Systems Management program, the Parameters tab
in the Properties window is specific to the resource type. To change
parameters, use the table as a guide, and do the following:

Resource Type Configurable Parameters

File Share Set the specific image of the application.

Set the command line that you want sent to the
application.

Set the directory location for the image.

Generic Service Set the name of the service.
1S Virtual Root Set the service that is to use the virtua root.
(MSCS only)

Enter the path to the directory on shared disk.
Set the dlias for the virtual root.

Set the user name and password used to access
the share.

Set thetype of permissions (for example, Read,

Execute).

Network Name Set the universal naming convention (UNC)
name.

Physical Disk None.
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Resource Type

Configurable Parameters

Print Spooler

Set the path to the print spooler folder.

IP Address

Set the | P address, subnet mask, and the

network for the TCP/IP resource.

1.  FromthelBM Cluster Systems Management main view, click the

resource name.

Click Filed Properties.
3. Click the Parameters tab.

Cluster IP Address Properties

General | Dependencies | Advanced F'arametersl

@ Cluster IFP Address

Address:

Subnet mask:

|2.5795.354]

[r55.255.240.0

Metwork to use: Inemgrkz

¥ Enable MetBIOS for this address

) = I cancel I Ay

Heip |

4. Makethe necessary changes. (Refer to the table above or to your

MSCS Administrator’s Guide for more information.)

Click Apply.
6. Click oK.

Moving a Resource

To move aresource to a different group, do the following:

1. FromtheIBM Cluster Systems Management main view, right-
click the resource name.

2.  Click changegroup.

3. From the menu, click a group.
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4. Click Yes.
Note: All dependent resources are moved with the resource.

Managing Networks and Network Interfaces
Y ou can manage a hetwork by:

m  Changing the network and network interface description (MSCS
clusters only)

m  Enabling the network for use in a cluster
m  Disabling the network for use in a cluster

Changing a Network and Network Interface Description
To change the network description for MSCS clusters, do the following:
Click the network name.
Click File 0 Properties.
Type the new network name.
Type the new description.

Click ok.
Click Apply.
Click ok.
Click Finish.

© N o g~ w DR

Enabling a Network for Use in a Cluster
To enable anetwork for use in a cluster, do the following:
1.  Click the name of the network you want to enable.

2. Click File O Properties.
The following window opens.
3.  Select Enablefor cluster use check box.

Select one of the radio buttons to specify how you want to use the
network in the cluster.

5. Click Apply.
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6. Click oK.

Disabling a Network for Use in a Cluster
Use the following instructions to enable a network for use in a cluster.
1.  Click the network name you want to disable.
2. Click Filed Properties.
The following window opens.

network?2 Propertics
Seneral I

B+
== networkz
MNMame: |neh~ork2
Ciescri ption:
I Enable for Cluster Use

£ (s o it ) 0 e e 0 e tiors

) LU ) oy T LD | G 00 5 e 0t Lt G = T

= =g anly far client access

State: g

Subnet mask: 255 255 2400

ok | cancel | zpew | Hew |

3.  Clear the Enablefor cluster use check box.

Select on of the radio buttons to specify how you want to use the
network in the cluster.

Click Apply.
Click oK.

Using the Cluster Expert Wizard

In the M SCS environment, you must define high-availability resource
groups. MSCS must have information about which resources make up
the resource groups and what their dependencies on each other are.

Every resource group must contain avirtual |P addressfor the clientsto
use when communi cating with resource groups. MSCS makesvirtual |P
addresses and other resources highly available, to reduce the likelihood
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of failure. For example, if a server fails, another node will take
ownership of the IP address and resources of that resource group.

For cluster groupsto failover correctly, cluster resource groups must
have the correct resources and dependencies.

The Cluster Expert Wizard isatool you can useto support file-share and
print-spooler resource groups. Y ou can use it to create and define new
resource groups in existing resource groups. Thisis especially useful
when you have alimited number of physical disks that need to serve
multiple purposesin your environment. For example, asingle physical
disk can be used to store data for multiple file shares.

During startup of the server, ICSM promptsyou for arange of virtual 1P
addresses. A sequential range of 1P addressesis created for use in the
server.

Note:  When you specify the |P address range, do not include an
address that is currently assigned. For example, if the address
9.9.9.10 isaready assigned, use arange of 9.9.9.11-9.9.9.100.

If an IP addressis deleted, the Cluster Expert Wizard adds the address
tothelist of available IP addresses.

File-share Resource Groups

File-share resource groups share the directory on one of the shared disks
in the configuration. This file-share resource group is highly available,
so that if one nodefails, another node takes ownership of the failed node
resources.

Y ou can create a new file-share resource group or change an existing
file-share resource group.

Creating a New File-share Resource Group

Before creating a new file-share resource, make certain that a physical
disk driveisavailable and that adirectory has been created on the drive.
To create a new file-share resource group, do the following:

1. Click Utility O Cluster Expert Wizard [ File Share.
The Expert Wizard window opens.
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ICSHM Expernt Wizard

File St
Share Name: [
% Create anew gioup
£ Change an existing group Fath [
Name Metwork Marme: [
Hetwark Interface: Subrnet Mask: IP Address: Disk Drive:
[erpub =1 [z55285 0.0 [ [s- =l

< Back Finish Cancel Help

Select Create a new group.

Type the group name in the Name field.

Type the share name, path, and network name for the file share.
Select the network interface from the menu.

Select the physical disk drive letter from the menu.

Click Finish.

The group name displaysin the main view.

N o gk~ wDd

Changing a File-share Resource Group
To change afile-share resource group, do the following.
1. Click Utility O Cluster Expert Wizard [J File Share.
A file-share resource group window opens.

82



ICSM Expert Wizard

File St

Share Name:
" Create a new group
= Change an existing group Path
MName Network Name:
1D Group =1

Metwork Interface: Subnet Mask: IP Address: Disk Drriwe:

[=hpub =1 [z5525500 I [ =1

S BRck Finish Cancel | Helw |

Click Changean existing group.

Select the group Name from the menu.

Select the physical disk drive letter from the menu.
Click Finish.

o~ 0N

Internet Information Server Resource Group

An Internet Information Server (11S) resource group provides high-
availability for the World Wide Web server, FTP, and Gopher
components of the Microsoft Internet Information Server. [1S
functionality is only available to MSCS clusters.

Creating an 1IS Resource Group

To create an Internet Information Server resource group in an MSCS
cluster, do the following.

1. Click Utility O Cluster Expert Wizard O 11S.

The IS resource group window opens.
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ICSM Expert Wizard

115 Virtual Root
Directony: T
% Create a new group
" Change an existing group Alias .
HName Metwvork Name .
irfoDer
Network Interface: Subret Mask: IF &scldress: Disk Drive:
) =1 [255 25500 I [= =1

CEBRch Finish Cancel |

Click Createanew group.

For thellSvirtual root, typethedirectory, aias, and network name.
Select the network interface for the l1S.

Select the physical disk drive letter from the menu.

Click Finish.

© g &~ w D

Changing an IIS Resource Group

To change an Internet information server resource group in an MSCS
cluster, do the following:

1.  Click Utility O Cluster Expert Wizard O 11S.
The 1S resource group window opens.
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ICSM Expert Wizard

IS irtual Fook
Ditecton: I
" Creste a new group
€ Change an existing aroup liss I |
Hame Netwark Marne: I |
CEET N |
Metwork Interface: Subnet Mask: IP Addiess: Disk Drive:
[ chpub =1 [z55.255.00 I [ =1

2iEaen Finish Cancel | Help

Click Change an existing group.

Typethedirectory, aias, and network namefor the lISvirtua root.
Select the network interface for the I1S.

Select the physical disk drive letter from the menu.

Click Finish.

© 0~ w D

Print-spooler Resource Groups

When aserver functionsasaprint spooler, the server must specify where
the print spooler storesitsdata. In asingle-server environment wherethe
server functions as the print spooler, the server must specify a spool
directory for data storage.

Creating a Print-spooler Resource Group
To create a print spooler resource group, do the following:

1.  Click Utility 0 Cluster Expert Wizard [0 Print Spooler.

The Print Spooler resource group window opens.
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ICSM Expert Wizard

Print Spocler
Spool Foler [

* Create a new group

€ Change an existing group DD B Tinee v I

Mame MNetwork Mame: I

[info Dev

Hetwork Interface: Subnet Mask: IP Address: Disk Drive:

[cheub =1 [z55255 00 [ B =l

CBao Firish Cancsl Help

Click Createanew group.

3. Typethe spool folder, job completion, and network name
information for the print spooler.

Select the network interface for the print spooler.
Select the physical disk drive letter from the menu.
Click Finish.
Changing an Existing Print Spooler Resource
Group
To change an existing print spooler resource group, do the following:
1.  Click Utility O Cluster Expert Wizard (I Print Spooler.
The Print Spooler resource group window opens.




ICSM Expert Wizard

Print Spocler

Speol Foler 7
" Create a new group
€% Change an existing group. Job Completion Timeout;
b= me) Network Name:
[lDGow =]
Network Interface: Subret Mask: 1P dcldress: Disk Drive:
[=hpub =1 [z5525500 I [ =1

S BRck Finish Cancel | Helw |

Click Change an existing group.

Type the spool folder, job completion timeout, and network name
for the print spooler.

Sdlect the network interface for the print spooler from the menu.
Select the physical disk drive from the menu.
Click Finish.

Resetting IP Address Ranges

Network adapters require proper |P address ranges to be able to
initialize. To reset the virtual 1P address range for the Cluster Expert
Wizard, do the following:

1. Click Tools [0 Reset Expert Wizard IP Address Range.
The following window opens.
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Dialog 1]

The following network. adapters need to be initialized with proper IP addrezs
ranges. TCP/IP addreszes will be automatically generated bazed on the
range you specify. Cancel
Starting Address: Ending Address: Subnet Magk:
chpub

|1D.1.| 101. 256.255.0.0

2.  Typethe preferred |P address range in the Starting Address and the
Ending Address fields.

3. Click oK.

Closing IBM Cluster Systems Management

ToclosetheBM Cluster Systems Management program, from the IBM
Cluster Systems Management main window click File [0 Exit.

Using IBM Cluster Software Rejuvenation

The IBM Netfinity Cluster Software Rejuvenation program is used to
increase the reliability of nodesin a cluster by scheduling periodic
software restarts (rejuvenations) on each node.When anode isrestarted,
software resources on the node are refreshed or rejuvenated. Y ou can
restart anode in a selected cluster and you can also schedule restarts on
multiple nodes on various dates.

Starting the Software Rejuvenation Program

To start the Software Rejuvenation program from the Netfinity Director
main window, you must do one of the following:

m  Drag-and-drop the Software Rejuvenation task icon on to a cluster
(IBM Netfinity Availability Extensions for MSCS or MSCS).
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m  Drag-and-drop acluster onto the Software Rejuvenation task icon.

m  Right-click acluster namein the Netfinity Director console, then
click Software Rejuvenation from the menu.

The Software Rejuvenation window opens.

%5 S oftware Rejuvenation - CHDR-CLUSTER20

COMMODORET COMMODOREZ

Neit Ready. |

The Software Rejuvenation window contains the following
components:

Title bar

Rejuvenation Enabled radio buttons

Node in Cluster list

Calendar

Command buttons

Status bar

These components are described in more detail in the following sections.

Title Bar

Thetitle bar islocated at the top of the window and displays the name
of the program and the name of the selected cluster, for example,
Software Rejuvenation - CMDR2-CLUSTERZ20.
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Rejuvenation Enabled Radio Buttons

These buttons enable or disable cluster rejuvenation logic. By defaullt,
softwarerejuvenationisdisabled (False). Though you can configure and
save software rejuvenation settings for a cluster that isin the disabled
state, you must enable (True) the software rejuvenation function for the
cluster before the nodes can restart.

Nodes in Cluster List

Thislist displays each node (icon and name recognized by the Netfinity
Cluster Software Rejuvenation program) of the selected cluster that you
can drag-and-drop onto the calendar. Nodesthat are offline are avail able
and cannot be scheduled for rejuvenation.

Calendar

The calendar is used to schedule and edit node rejuvenations and
provides a monthly view of the scheduled node rejuvenations.

The calendar opensto the current month and year, with the current date
highlighted. The lower corners of the calendar display tabs. Clicking the
minussign (-) revertsthe calendar to the previous month and clicking the
plus sign (+) advances the calendar a month.

When a node is scheduled for rejuvenation, a node icon displays on
every day for which the node is scheduled. If multiple nodes are
scheduled for rejuvenation on the same day, the node icons are shown
cascaded on the specified date.

Command Buttons

Following are IBM Netfinity Cluster Software Rejuvenation program
command:

Options Use this command to set the parameters for rejuvenation
operations on acluster level; for example, failover check,
cluster error, and minimum reboot interval.

Auto Thiscommand isdisabled and is not functional in this product
release.

Accept Use this command to save your settings and to place the node
scheduling into program memory. If the programisrestarted, all




scheduled rejuvenations that have been accepted will appear on
the calendar.

Note: Nodes are not rejuvenated until the Rejuvenation
Enabled switch has been set to True.

Cancel Usethis command to discard your unsaved settings or to shut
down the program.

Close Usethis command to shut down the Netfinity Cluster Software
Rejuvenation program.

Help  Usethis command to access online information to assist you in
using the IBM Netfinity Cluster Software Rejuvenation
program.

Status Bar

The status bar, at the bottom of the window, displays amessage line that
provides information or status of a command.

Managing Software Rejuvenations

Y ou can use the IBM Netfinity Cluster Software Rejuvenation program
to selectively restart nodesin acluster. In restarting a node, you
rejuvenate or refresh software resources. This program not only restarts
anode in a selected cluster, but also alows you to schedul e restarts,
which includes scheduling multiple nodes on various dates.

The IBM Netfinity Cluster Software Rejuvenation program recognizes
and can rejuvenate single MSCS clusters and single IBM Netfinity
Availability Extensions for MSCS clusters only.

Scheduling Nodes for Software Rejuvenation

Using the IBM Netfinity Cluster Software Rejuvenation program you
can schedule nodes for rejuvenation in several modes. The following
sections describe these ways.

Note: The Software Rejuvenation program usesthe Netfinity Director
console time to validate and duplicate rejuvenation schedules,
and uses the server’s system clock to execute schedul es.
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The Software rejuvenation must be enabled in order to schedule
arejuvenation.

Scheduling a Rejuvenation for a Single Node

To schedule rejuvenation for a single node, do the following:

1

Sdlect the node (icon) from the Nodesin cluster list in the Software
Rejuvenation window.

Drag-and-drop the node onto the calendar date of the scheduled
rejuvenation.

The Repeat Schedule window opens.

Repeat: Starting date:

[once =] [rorzariass =
Reboot tirme:
[rovooam ]

Cancel |

From the Repeat menu, select the preferred schedule type for the
node.

Inthe starting Date field, specify the date you want the rejuvenation
to start.

Specify the time you want to start the rejuvenation in the Reboot
Time field.

Note: Thenumber of daysset inthe Min. Reboot Interval field will
override any repeat scheduling made through the calendar.

Click oK.
Click True to enable the rejuvenation process.
Click Accept to save your settings.
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For more information on setting software rejuvenation parameters, see
Setting cluster options.

Scheduling a Single Rejuvenation
To rejuvenate a node as a single instance, do the following:

1.  Select the node (icon) from the Nodein cluster list in the Software
Rejuvenation window.

2. Drag-and-drop the node onto the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat: Starting date:

[orce =1 [rorzrass =]
Reboot time:
[rioomooam =]

Cancel I

3. From the Repeat menu, select the schedule type for the node.

In the starting date field, specify the date you want the rejuvenation
to start.

5. IntheReboot time field, specify the time you want the rejuvenation
to start. Time values are in 15-minute intervals.

6. Click ok to schedule the rejuvenation for this node.
7.  Click Trueto enable the rejuvenation process.
8.  Click Accept to save your settings.

Scheduling a Daily Rejuvenation
To rejuvenate anode daily, do the following:
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Sdlect the node (icon) from the Nodesin cluster list in the Software
Rejuvenation window.

Drag-and drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - COMMODORE1 I
Repeat: Starting date:
[roczzrass &
Ewvery day LI Reboaoot time:

I‘12:DD:Dme =]

Ok I Cancel I

From the Repeat menu, click Daily.

Repeat Schedulo - COMMODORET |
Repeat: Starting date:
IE\,Br-S,.da\‘f ;I Reboot time:

[iz:00:00pm =

Every 2nd day
Every 3rd day
Every 4th day
Every 5th day
Every 6th day
Every 7th day
Ewvery Sth day -

Ok I Cancel I

A new field appears in the window. From the new field, select the
frequency during each week that you want the rejuvenation to
occur for the node.
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If you select Every day, the node is rejuvenated each day; while if
you select Every 2nd day, the node is rejuvenated every other day,
and so on.

5. Specify the Reboot time for the rejuvenation. Timeisincremented
in 15-minute intervals.

6. Click ok to schedule the rejuvenation for this node.

Note: Theregjuvenation processwill not take place unlessthe schedule
has been accepted and the Rejuvenation Enabled switch has
been set to True.

Scheduling a Weekly Rejuvenation
To rejuvenate a node as a weekly occurrence, do the following:

1.  Select the node (icon) from the Nodesin cluster list in the Software
Rejuvenation window.

2. Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

3.  From the Repeat menu, click Weekly.
New fields appear in the current window.

Repeat Schedule - COMMODORE1 Ea
Repeat: Starting date:
[rorz7i199a =l
IE\"EW vI Reboot time:
Sunday [rz:00:00pm =i
Monday
Tuesday
Yednesday
Thursday
Friday
Saturday
Ok I Cancel I

4.  Select the number of days during the week that you want the node
to be rejuvenated.
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9.

10.

From the menu, select the frequency that you want the
rejuvenation to occur for this node.

Sdlecting Every will rejuvenate the node each selected day of the
week, while selecting Every 2nd will rejuvenate the node every
other selected week of the month, and so on.

From the menu, select the day of the week when you want the node
to be rgjuvenated.

Specify the time you want to start the rejuvenation in the Reboot
time field. Timeisincremented in 15-minute intervals.

Click ok to schedule the rejuvenation for the node.
Click True to enable the rejuvenation process.
Click Accept to save your settings.

Scheduling a Monthly Rejuvenation by Date

To rejuvenate anode as on a specific date each month, do the following:

1.

Select the node (icon) from the Nodesin Cluster list in the Software
Rejuvenation window.

Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.
From the Repeat menu, click Monthly by date.
New fields appear in the current window.
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Repeat Schedule - COMMODORE1 Ed

Repeat: Starting date:

|Montw by date || |1 051501999 =]
IEvenr month on the V| Rehoot time:

1 Dth day - [rz:00:00pm =
11th day

12th day

13th day

14th day

16th day

Ok I Cancel I

4.  From the menu, select the frequency that you want the
rejuvenation to repeat for the selected node.

5. From the menu, select the day of the month you want the node to
be rejuvenated.

6.  Specify the date you want to start the rejuvenation in the Starting
date field.

7. Specify the time you want to start the rejuvenation in the Reboot
time field. Timeisincremented in 15-minute intervals.

Click oK to schedule the rejuvenation for the node.
Click True to enable the rejuvenation process.
10. Click Accept to save your settings.

Note: Therejuvenation processwill not take place unlessthe schedule
has been accepted and the Rejuvenation Enabled switch has
been set to True.

Scheduling a Monthly Rejuvenation by Day
To rejuvenate a node on specific days each month, do the following:

1.  Select the node (icon) from the Nodesin cluster list in the Software
Rejuvenation window.

2. Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.
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The Repeat Schedule window opens.
3. From the Repeat menu, click Monthly by day.
New fields appear in the current window.

4.  From the menu, select the frequency that you want the
rejuvenation to occur for the selected node.

5.  Select the day of the month when you want the node to be
rejuvenated.

6.  Specify the date when you want to start the regjuvenation in the
Starting date field.

7. Specify thetime you want to start the rejuvenation in the Reboot
timefield. Timeisincremented in 15-minute intervals.

Click ok to schedule the rejuvenation for the node.
9.  Click Trueto enable the rejuvenation process.
10. Click Accept to save your settings.

Enabling Rejuvenation

The Rejuvenation Enabled switch states are True (enabled) and False
(disabled). When you start the IBM Netfinity Cluster Software
Rejuvenation program, the switch isin the False position. Using this
switch, you can schedul e rejuvenation of nodes at various times without
the program actually starting the rejuvenation process. While the switch
isinthe False position, all schedule processes are recorded but not acted
on at the designated time.

To enable rejuvenation, do the following:
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%5 S oftware Rejuvenation - CHDR-CLUSTER20

Rejuvenation Enabled.
’7 &~ Trog T False

MNodes in Cluster

d (4]

COMMODORE1  COMMODOREZ

e 5 7 &} E]
0 T T2 g T2 5 6
17 12 1a |20 21 2z 22
24 25 26 27 EE] 29 30

options_| | o | Accept | Cancel | Help |

Ne|| Press Accept button to accept changes.

1.  From the Software Rejuvenation window, select Trueto enable all

processes.
2. Click Accept.

Setting Cluster Options

Use the Cluster Options window to set parameters for rejuvenation
operations on a cluster level. Y ou can set parameters for a cluster
failover check, cluster rejuvenation logic (errors), and aminimum restart

interval.

1.  From the Software Rejuvenation window, click Options.

The Cluster Options window opens.

Cluster Options - CMDR-CLUSTERZ2D

—izluster Failaver Thecl:

= Skip Check

* Checkfor One

= Check for All

—Rejuvenation Logic

[+ Disahle on Error

—Min. Reboot Interval

I1 u] ::I Days

=]

cCancel I Help |
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The Cluster Failover Check option defines the failover rulesfor a
node in the selected cluster. Rejuvenation occurs if the selected
value matches the state of the cluster. To set the Cluster Failover
Check option, do the following:

m  Click skip check if you do not want the rejuvenation program
to check for other nodes in the cluster. Selecting this value
alows arejuvenation to always occur.

m  Click Check for one if you want the rejuvenation program to
check for another node in the cluster. If the program cannot
find another node in the selected cluster, the selected node
will not be rejuvenated.

m  Click Check for all if you want the rejuvenation program to
check the availability of al nodesin the cluster. If asingle
node in the cluster does not respond to the cluster, the
selected node will not be rejuvenated.

To set the rejuvenation logic for the cluster, do the following:

m  Sdect the Disableon error check box to enable error checking
on the cluster.

n Clear the Disable on error check box to terminate a restart.

In the Min. Reboot Interval menu, set the number of days that must
elapse anode in the selected cluster can be rejuvenated.

For example, if 3 daysis sdected, anode in the cluster will not be
rejuvenated again in a period of lessthan 3 days after the previous
rejuvenation. Selecting 0 days allows a node to be rejuvenated at

any time without checking for the date of a previous rejuvenation.

Click oK.
Click Accept.

Editing Scheduled Rejuvenations

Use the Netfinity Cluster Software Rejuvenation program to edit
scheduled node rejuvenations at the cluster and node level.
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Editing a Scheduled Rejuvenation at the Node
Level

To changethe date, time, or frequency of scheduled node rejuvenations,
do the following:

1.  Fromthe|BM Netfinity Director Console, drag-and-drop the
Cluster (the owner of the nodes you want to reschedul€) onto the
IBM Cluster Software Rejuvenation task icon.

The Netfinity Cluster Software Rejuvenation window opens.

The calendar displays the current month and year, with the current
date highlighted. A nodeicon is displayed on every day for which
the node is scheduled for rejuvenation. If multiple nodes are
scheduled for rejuvenation on the same day, the node icons are
shown cascaded on the specified date.

2. Inthe Cdendar, right-click the node you want to edit.

@2 Software Rejuvenation - CMDR-CLUS TER20

Rejuvenation Enabled
’7 & True © False ]

Modes in Cluster.
é é K] & 5 7 & E]
COMMODORE!  COMMODOREZ i i 2 fra B fid 5 i i
Schedule COMMODORET 1 22
Delete Node b  Schedule GCOMMODOREZ 2 &
g
Highliaht Al » [ = — = =
=
P ————————————— |
Options com | ascept | cancel | men |

Ne1| Press Accept button to aceept changes. |

3.  Click Edit schedule 0 Scheudule<node name>.

Note: Click the plus sign (+) to advance the calendar a month,
and click the minus sign (-) to revert the calendar to the
previous month.

The Repeat Schedule window opens.
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Repeat Schedule - COMMODORE 2 E3

Repeat: Starting date:

[onee =] [rozziass =]
Reboot tirme:
[riooooam =]

Cancel |

4.  From the Repeat menu, edit the rejuvenation schedule settings (for
example, repeat, starting date, and reboot time) for the node

5. Click ok to accept the schedul e parameters.
6. Inthe Software Rejuvenation window, click Accept.

Editing a Rejuvenation at the Cluster Level

To change the failover check, cluster rejuvenation logic (error), and
minimum reboot interval for rejuvenation operationsfor acluster, dothe
following:

1. From the Netfinity Director Console, drag-and-drop the cluster
you want to edit onto the IBM Cluster Softwar e Rejuvenation task icon.

The Software Rejuvenation window opens. The calendar displays
the current month and year, with the current date highlighted.

2.  Click Options.
The Cluster Options window opens.
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Cluster Options - CMDR-CLUSTER 20 =]

—Zluster Failover Check —Rejuvenation Logic
¢ Skip Check [+ Disahkle an Errar
* Checkfor One —Min. Reboat Interal
 Checkfor Al |1'3' = pays
Cancel | Help |

3. Do oneof thefollowing to set the Cluster Failover Check option.

The Cluster Failover Check option defines the failover rules for a
node in the selected cluster. Rejuvenation occursiif the selected
value matches the state of the cluster. To set the Cluster Failover
option, do one of the following:

m  Click skip check if you do not want the rejuvenation program
to check for other nodes in the cluster. Selecting this value
allows aregjuvenation to always occur.

m  Click Check for one if you want the rejuvenation program to
check for another node in the cluster. If the program cannot
find another node in the selected cluster, the selected node
will not be rejuvenated.

m  Click Check for all if you want the rejuvenation program to
check the availability for al nodesin the cluster. If asingle
node in the cluster does not respond to the cluster, the
selected node will not be rejuvenated.

4. Do oneof thefollowing to set the rejuvenation logic for the cluster:

m  Select Disableon error check box to enable error checking on
the cluster.

m  Clear Disableonerror check box to stop arejuvenation or if the
program detects errors within the cluster.
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In the Min. Reboot Interval list box, set the number of daysthat a
node in the selected cluster can be rejuvenated.

For example, if 3 daysisseected, anodein this cluster will not be
rejuvenated again in a period of lessthan 3 days after the previous
rejuvenation. Selecting 0 dayswill allow anode to be rejuvenated
a any time without checking for the date of a previous
rejuvenation.

Click oK.
Click Accept.

Removing a Node from the Rejuvenation Schedule

If anodeis scheduled for rejuvenation on more than one date, removing
the node from one date on the calendar removesit from all other dates
and times on the calendar. To remove a hode from the rejuvenation
schedule, do the following:

1.

4,

From the Netfinity Director Console, drag-and-drop the cluster
(the owner of the node you want to remove) onto the IBM Cluster
Softwar e Rejuvenation task icon.

The Software Rejuvenation window opens.

The calendar displaysthe current month and year, with the current
date highlighted. A nodeicon is displayed on every day that it is
scheduled for rejuvenation. If multiple nodes are scheduled for
rejuvenation on the same day, the node icons are shown cascaded
on the specified date.

In the Calendar, right-click the node you want to remove, and then
click Delete node.

Click Yes.

If the node that you are removing from the calendar is scheduled to
occur only once, you will not get this message window.

Click Accept.
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Using IBM Netfinity Cluster Software Rejuvenation
Keyboard Commands

Thefollowing table describes the keyboard commands that you can use
to perform basic tasks. These keyboard shortcuts are:

Keyboard command | Use this shortcut to:

TAB / SHIFT-TAB Move a selected node forward or backwards
through the calendar interface.

CTRL+C Copy anode.

CTRL+V Paste a copied node on asel ected calendar date.

CTRL+E Accessthe Repeat Schedulewindow and to edit
the schedule.

CTRL+D Delete a scheduled rejuvenation on a selected
date.

CTRL+H Select (highlight) a schedule.

Closing the IBM Netfinity Cluster Software
Rejuvenation Program

To closethe IBM Netfinity Cluster Software Rejuvenation program, do
the following:

1. From the Software Rejuvenation window, click Close.
2. Inthe Verify Application Close window, click Yes.

Creating Action Plans for Cluster Events in
Netfinity Director

ThelCSM and Software Rejuvenation toolsadd new cluster event filters
to the Netfinity Director console. Using the Events Action Plan Builder
you can create filters for specific cluster events, and further qualify the
events using the Extended Attributes option.

Do the following to create an event action:
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1. Fromthe Netfinity Director console, click Event Action Plan
Builder.

2. Right-click in the Event Filter pane to display a menu.
3. Click New O Simple Event Filter.

Inthe Simple Event Filter Builder window, click theEvent Type
tab.

Clear the Any checkbox.
Click Cluster to expand the directory tree.
Do one of the following:

m  Click NT Cluster Server and select an action to create an
event filter for the listed ICSM cluster objects.

m  Click Software Rejuvenation and select an action to create
an event filter for the listed objects.

Click Save.

9. Inthe Event Filter box, type in a descriptive name for the event,
and then click OK.

The new filter listsin the Event Filters pane of the Event Action Plan
Builder window.

ICSM and Software Rejuvenation Event Types

The following table lists the ICSM cluster objects and the Software
Rejuvenation events:

Cluster Object Event Type
Group Added, Deleted, Property Change, and State
(Failed, Offling, Online, Partial Online, and
Unknown)
Network Added, Deleted, Property Change, and State
(Down, Partitioned, Unavailable, Unknown,
and Up)
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Cluster Object

Event Type

Network Interface

Added, Deleted, Property Change, and State
(Failed, Unavailable, Unknown,
Unreachable, and Up)

Node

Added, Deleted, Property Change, and State
(Down, Joining, Paused, Unknown, and Up)

Property Change

Quorum Change

Resource Added, Deleted, Property Change, and State
(Failed, Inherited, Initializing, Offline,
Offline Pending, Online, Online Pending,
Pending, and Unknown)

Resource Type Added and Deleted

Software Rejuvenation

Cancelled (Debug, Minimum Reboot
Interval, Missed, Node State, No Peers, and
Peer State), Failed, and Succeeded

State

Down, Unknown, and Up
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Advanced System Management

This chapter describes how to use the Advanced System Management
service for Netfinity Director to change the configuration, modem,
network, and automatic dialout settings of your Netfinity Advanced
System Management PCI Adapter or Netfinity Advanced System
Management Processor.

With the Advanced System Management service, you can configure
system management events (such asPOST, loader, and operating system
time-outs or critical temperature, voltage, and tamper events). If any of
these events occurs, the Advanced System Management service can be
configured to automatically forward a Netfinity event in one of four
ways:

m  Toastandard numeric pager

m  Toan aphanumeric pager

m  ToaNetfinity Director system using aTCP/IP network connection
(available only when using Advanced System Management with a
Netfinity Advanced System Management PCI Adapter)

®  Toan SNMP-based system management system in SNMP format
(available only when using Advanced System Management with a
Netfinity Advanced System Management PCI Adapter)

With this service, you can manage the Advanced System Management
hardwareinstalled in your own system or you can use Advanced System
Management to connect with the Advanced System Management PCI
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Adapter or Processor installed in aremote server. Y ou can connect with
remote Advanced System Management hardware in one of two ways.

m  If the remote system has a Netfinity Advanced System
Management PCl Adapter installed and the adapter isconnected to
a Transmission Control Protocol/Internet Protocol (TCP/IP)
network, you can open a TCP/IP link with the Netfinity Advanced
System Management PCI Adapter from your Netfinity Manager
system.

m  If your Netfinity Advanced System Management PCI Adapter or
Processor is connected to an Advanced System Management
(ASM) Interconnect network, or if the remote Netfinity Advanced
System Management PCI Adapter or Processor to which you have
connected using TCP/IP connection is connected to an ASM
Interconnect network, you can use this connection to access and
manage the Advanced System Management PCI Adapter or
Processor of any other system that is connected to the ASM
I nterconnect network.

In addition, with Advanced System Management, you can remotely
monitor, record, and replay all text generated during power-on self-test
(POST) on aremote system that includes a Advanced System
Management Adapter or Processor. While monitoring a remote system
during POST, you can enter commands from your keyboard that will
then be relayed to the remote system.

Using the Advanced System Management PCI
Adapter as a Network Gateway

In systems that contain both an Advanced System Management
Processor and an Advanced System Management PCI Adapter, the
adapter acts as an Ethernet or Token Ring network gateway (or as a
shared modem resource). In this configuration, the Advanced System
Management Processor generatesall events, time-outs, and other system
management information. This datais relayed to the Advanced System
Management PCI Adapter using the ASM Interconnect connection
between the processor and the adapter. The adapter then forwards this
information to other systems on the Ethernet or Token Ring network (or
uses its modem to forward this data using a serial connection).
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When configuring systems that have both the Advanced System
Management PCl Adapter and the Advanced System Management
Processor, all system management settings (such as remote events
settings and time-out settings) must be configured on the Advanced
System Management Processor. However, before using TCP/IP to
communicate with your Advanced System Management PCI Adapter,
you must first establish an ASM Interconnect connection with the
adapter and configure the network settings.

Starting Advanced System Management

To start the Advanced System Management service, drag the Advanced
System M anagement icon from the Tasks panel of the Netfinity
Director console and drop it on asystem that supports Advanced System
Management in the Group Contents panel or right-click on asystem that
supports Advanced System Management in the Group Contents panel
and select Advanced System Management from the system context
menu. Then double-click any of the selections available in the
Advanced System M anagement window to access the function or
configuration information that you need.

Note: This starts Advanced System Management on this system and
will enable you to configure and manage the Advanced System
Management PCI Adapter or Advanced System Management
Processor installed in your own system only. To access,
configure, and manage and Advanced System Management PCI
Adapter or Processor in aremote system, you must first use
Advanced System Management to establish a connection with
the remote system.
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m  Double-click Operational Parameter sto expand the Operational
Parameterstree and then double-click on acomponentsto view the
current values or status of many system components monitored by
the Netfinity Advanced System Management PCI Adapter. For
more information, see “ Operationa Parameters’ on page 118.

m  Double-click Configuration I nformation to expand the
Configuration Information tree and then double-click on a
components to view detailed information about the Netfinity
Advanced System Management PCI Adapter or Processor,
including random-access memory (RAM) microcode, read-only
memory (ROM) microcode, and device-driver information. For
more information, see “ Configuration Information” on page 118.

m  Double-click Configuration Settingsto expand the Configuration
Settings tree and then double-click on a components to configure
the Netfinity Advanced System Management PCI Adapter or
Processor. These featuresinclude genera settings (such as system
identification data, dial-in security settings, the time and date
reported by the system management processor clock, time-out and
delay values), modem settings, network settings (Netfinity
Advanced System Management PCI Adapter only), SNMP
settings (Netfinity Advanced System Management PCI Adapter
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only), and Remote Event Settings. For more information, see
“Configuration Settings’ on page 119.

m  Double-click Event L og to view the contents of the Netfinity
Advanced System Management PCI Adapter Event Log.
Information about all remote access attempts and dialout events
that have occurred is recorded in the Event Log. For more
information, see “Event Log” on page 150.

m  Double-click System Power Control to instruct the Netfinity
Advanced System Management PCI Adapter to power off the
system, restart the system, or power on the system. For more
information, see “ System Power Control” on page 152.

m  Double-click Remote POST Consoleto remotely monitor, record,
and replay all textual output generated during POST on aremote
system that has a Netfinity Advanced System Management PCI
Adapter. For more information, see “Remote POST Console” on
page 153.

m  To update the microcode on your Netfinity Advanced System
Management PCI Adapter, from the Options pull-down menu,
select Update Microcode... and then select System M anagement
Subsystem. For more information, see “Updating Netfinity
Advanced System Management PCI Adapter or Processor
Microcode’ on page 154.

m  To update the System POST/BIOS microcode on a system that
includes an Advanced System Management PCl Adapter or
Processor, from the Options pull-down menu, select Update
Microcode... and then select System POST/BIOS. For more
information, see “Updating System POST/BIOS Microcode” on
page 155.

Remote Management Using a TCP/IP or ASM
Interconnect Connection

If you want to use your system’s TCP/IP or ASM Interconnect network
connection to access and manage the Advanced System Management
adapter or processor on aremote system you can use Advanced System
Management to:
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m  Establisha TCP/IP or ASM Interconnect link with the Netfinity
Advanced System Management PCI Adapter installed in the
remote server

m  Establish an ASM Interconnect link with the Advanced System
Management Processor installed in the remote server

Y ou can also establish a TCP/IP connection with a remote Netfinity
Advanced System Management PCI Adapter and then “ pass through”
that Netfinity Advanced System Management PCI Adapter and
remotely access and manage any Advanced System Management
adapter or processor that is connected to the remote Netfinity Advanced
System Management PCI Adapter using an ASM Interconnect network.

Notes:

. TCP/IP linking over a network connection is available only
when you are using Advanced System Management to directly
access aNetfinity Advanced System Management PCI Adapter
that is connected to your network.

. ASM Interconnect connections are available only when:

B you are using Advanced System Management to directly
access the Netfinity Advanced System Management PCI
Adapter installed in your own system (Netfinity 7000 M 10

only).

m  youareusing Advanced System Management to access an
Advanced System Management adapter or processor that
is connected to the same ASM Interconnect network that
your Advanced System Management adapter or processor
is connected to OR

m  you havefirst established a TCP/IP link with aremote
Netfinity Advanced System Management PCl Adapter
that is connected to other Advanced System Management
adapters or processors on an ASM Interconnect network.

Configuring and Establishing a TCP/IP Connection

To configure and establish a TCP/IP connection with the Advanced
System Management PCI Adapter in aremote server:
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Start the Advanced System Management service.

Click onthe TCP/IP Connection buttonin the Advanced System
Management button bar or from the Options pull-down menu
click Change Connection and then click TCP/IP.

The Establish TCP/IP Connection window opens.

E stablish TCFP/IF Connection - Dept. 5Server

— Entrp Mame: —————————— Host name or

IF &ddress: I
Uszer 10 I
Faszzword: I

LCancel I
Save I
Delete I
Help I

3. Select a TCP/IP connection entry from the Entry Name selection
list or create anew entry and then select the new entry. To createa
new entry:

a. Typeinthe Entry Name field aname for the entry.

b. TypeintheHost Nameor |P Addressfield the TCP/IP
address or hosthame used by the remote Advanced System
Management PCI Adapter.

c. TypeintheUser ID and Password fieldsaUser ID and
Password combination that will enable you to access the
remote Advanced System Management PCI Adapter.

Typein aUser ID and Password that will allow access to the

remote Advanced System Management adapter or processor.

Thismust match aUser ID and Password combination that has
been configured, using the Advanced System Management
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service, to allow accessto the Advanced System Management
adapter or processor.

d. Click on Save to add this entry to the Entry Name selection
list.

Click on L ogin to establish the TCP/IP connection with the remote

Advanced System Management PCI A dapter. Once the connection

is established, use the Advanced System Management serviceto
manage the remote Advanced System Management PCI Adapter.

Establishing an ASM Interconnect Connection

Unlike the TCP/IP connection, ASM Interconnect connections require
no additional configuration prior to attempting to connect with other
Advanced System Management adapters or processors on the ASM

I nterconnect network. To establish an ASM Interconnect connection:

1
2.

Start the Advanced System Management service.

Click onthe ASM Interconnect Connection button in the
Advanced System Management button bar or from the Options
pull-down menu click Change Connection and then click

I nter connect.

The Establish I nter connect window opens.

E ztablizh Interconnect - Dept. Server I

zer |0 I—
Pazgwoaord: I—
g |

Refrezh |

LCancel |

Help |
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3.  Select asystem from the Establish I nterconnect selection list.

Enter aUser ID and Password for logging on to the remote
Advanced System Management adapter or processor.

Typein aUser ID and Password that will allow access to the
remote Advanced System Management adapter or processor. This
must match a User ID and Password combination that has been
configured, using the Advanced System Management service, to
allow access to the Advanced System Management adapter or
processor.

5. Click onLogin to establish an ASM Interconnect connection with
the selected system. Once the connection is established, use the
Advanced System Management service to manage the Advanced
System Management PCI Adapter or Processor in the remote
system.

Selecting an Event Source

Use the selections available from the Select Event Sour ces menu
(located in the Options pull-down menu) to select the sources of
Advanced System Management events that will be received and
managed by the Advanced System Management service. There are two
selections available, one for each method by which the Advanced
System Management PCI Adapter or Processor can report events:

m  Driver (viadriver)

EnablesDirector to receive Advanced System Management events
generated by the Advanced System Management device drivers.
The Driver (viadriver) selection is aways enabled.

m  TCP/IP (viaserver)

Select TCP/IP (via server) to enable Director to receive
Advanced System Management events generated by the Advanced
System Management PCI Adapter which are forwarded using the
adapter network connection.

Note: Thisselection is available only on systems that are using
an Advanced System Management PCI Adapter.
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If you do not enable an event source, eventsgenerated by this source will
not be received and handled as Director events generated by this source
will not be received and handled as Director events.

Operational Parameters

Click on the plus sign beside Oper ational Parameters or double-click
on Oper ational Par ameter sto expand the Operational Parameterstree,
showing the Operational Parameters components. Use the Operational
Parameters components to view current status of system components,
including:

m  Temperatures

Includes current temperatures and threshold levels for system
components such as far-end adapter, center adapter,
microprocessors, system board, and hard disk drive backplane.

Notes:

. Monitored system components vary by Advanced System
Management adapter or processor.

. VRM voltages are monitored, but not displayed.
m  Voltages
Includes +5.9, +3.3, +12.0, and -12.0 Volt power supply voltages.
m  System Status

Includes system state (including O/S started, O/S running, POST
started, POST stopped (error detected), and system turned of f/state
unknown), system power status (on or off), and power on hours
(thetotal number of hoursthat the system has been turned on. This
isacumulative count of all running hours, not a count of hours
since the last system restart).

Configuration Information

Click on the plus sign beside Configuration Information or
double-click on Configuration I nfor mation to expand the
Configuration Information tree, showing the Configuration Information
components. To view Configuration Information, double-click on a
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Configuration Information component. Configuration Information is
available for three Advanced System Management subsystems.

m  System Management Processor Information

Provides information about the Advanced System Management
PCI Adapter or Processor, including System Management
Processor microcode build ID, revision number, file name, and
date; device driver version number; and System Management
Processor hardware revision number.

m  System Vital Product Data

Providesinformation about the system that contains the Advanced
System Management PCI Adapter or Processor, including build
ID, unique number, system board identifier, machine type/model,
power controller microcode revision level, and front panel
microcode revision level.

m  System Card Vital Product Data

Provides information (such asfield replaceable unit [FRU])
number, unique number, manufacturing 1D, and slot number)
about a variety of individual components installed in the remote
system, including processor card, central processing units (CPU),
memory cards, power supplies, power backplane, front panel, 1/0
backplane, 1/0 card, DASD backplane, and system management
subsystem.

Configuration Settings

Click ontheplussign beside Configur ation Settingsor double-click on
Configuration Settings to expand the Configuration Settings tree,
showing the Configuration Settings components. Use the Configuration
Settings components to configure:

General Settings
Remote Event Settings
Network Settings
SNMP Settings
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Double-click on one of the Configuration Settings componentsto view
or change the configuration of the selected component. For more
information, refer to the Configuration Settings component-specific
sections that follow.

General Settings

Double-click on General Settingsto open the Configuration Settings
window. The Configuration Settings window contains the following
groups or fields:

System |dentification

Dial-in settings

System Management Processor Clock
POST time-out

Loader time-out

O/S time-out

Power off delay
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The System Identification Group

The System I dentification group contains two fields to help you
identify the system that contains the Netfinity Advanced System
Management PCI Adapter or Processor.

Field Description

Name Use thisfield to provide a name for the system, the name
of the system user, or the name of acontact. This
information isincluded with forwarded Netfinity events
and with messages that are sent to al phanumeric pagersto
help you identify the system that generated the event

Number Use thisfield to identify the system with a specific serid
or identification number, to record the phone number used
to dial into the system, or to provide the phone number of
acontact. Thisinformation is included with forwarded
Netfinity events and with messages that are sent to
numeric pagersto help you identify the system that
generated the event.

To change the information that is provided by these fields:

1. Inthe Name or Number field, type the system information you
want to record.

2. Click Apply to save thisinformation.

The Dial-in Settings Group

Usethefieldsavailablein the Dial-In settings group to enable or disable
dial-in support, and to enable usersto dial in and access the Netfinity
Advanced System Management PCI Adapter. TheDial-1n settingsgroup
contains the following items.

Item Description

User Profileto Configure Use the spin buttons to select the
user profile that you want to
configure. This service supports up
to 12 separate profiles.
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Item

Description

LoginID

Typeinthisfield thelogin ID that
will be used by the remote user. Up
to 12 Login IDs can be configured.
(Thisfield is case sensitive.)

Note: A LoginID must be
specified to remotely
access the Netfinity
Advanced System
Management PCI
Adapter.

Set Password

A password must be provided along
withtheLogin ID to allow aremote
user to access the Netfinity
Advanced System Management
PCI Adapter or Processor. After
providing aLogin ID, click Set
Passwor d to open the Set
Password window. (Thefieldsin
the Set Passwor d window are case
sensitive.)

Note:  Thispassword must be5-8
charactersin length and
must contain at least one
non-al phanumeric
character.

Last Login

Shows the date and time of the last
successful login by aremote user.

Read only access

If the Read Only Access check box
ischecked, theuser whose profileis
selected will not be ableto alter any
of the Netfinity Advanced System
Management PCI Adapter or
Processor settings when accessis
granted. The user will, however, be
ableto see adl currently configured
settings and val ues except
passwords.
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Item Description

Dial Back Enable If the Dial Back Enabled check
box is checked, the Netfinity
Advanced System Management
PCI Adapter will automatically
terminate the connection as soon as
the user whose profile is selected
logsin, and will then use the
telephone number that isentered in
the Number field to dial out and
attempt to connect with aremote
system.

To create anew login ID for aremote user:

1. IntheLogin ID field, typethe ID that the remote user will use.
This D can be up to 8 characters.

2. Remote users must provide a password along with alogin ID in
order to access the Netfinity Advanced System Management PCI
Adapter. Click Set Password to open the Set Password window.

3. From the Set Password window:
a Inthe Enter Password field, type a password.

Note: This password must be 5-8 charactersin length and
must contain at |east one non-al phanumeric character.

b. Inthe Re-enter Password field, type the same password that
you typed in the Enter Password field.

c. Click OK to save this password and close the Set Password
window.

4. Click Apply to save the new user ID.
To delete the currently selected login ID:

1. Usethe spin buttons beside the User 1D to Configurefield to
select apreviously configured User profile.

Click the Login ID field.

Using the Backspace or Delete key, delete the currently displayed
login ID.
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4, Click Apply to remove the user ID.

The System Management Processor Clock Group

Use the selections avail able in the System M anagement Processor
Clock group to set the time and date that is reported by your Netfinity
Advanced System Management PCI Adapter or Processor.

Note: The System Management Processor clock is separate from and
independent of the system clock. Changes made to this setting
will have no effect on the system clock.

To change the time or date:

1. Veify that thereisacheck in the Set Clock check box. Y ou must
check thischeck box to enable the Advanced System Management
service to change the currently stored time and date values.

2. Usethe spin buttons beside each field to set the time or date.

m  TheTimefields represent, when viewed from left to right,
hours, minutes, and seconds.

m  TheDatefields represent, when viewed from |eft to right,
month, date, and year.

3. Click Apply to save the new time and date.

POST Time-out

The POST Time-out field shows the number of seconds that the
Netfinity Advanced System Management PCI Adapter or Processor will
wait for the system power-on self-test (POST) to complete before
generating a POST Time-out event. If POST takes longer than the
configured amount of time to complete and the POST Time-out check
box (found in the Enabled Eventsgroup of the Remote Event Settings
window) is checked, the Netfinity Advanced System Management PCI
Adapter or Processor will automatically restart the system one time and
will attempt to forward an event to all enabled Remote Event Entries.
Once the system restarts, POST Time-out is automatically disabled
until the system is properly shutdown and restarted.

Note: If aPOST time-out occurs and you have not checked this check
box, the system will restart, but no event will be forwarded.
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To set the POST time-out value, use the spin buttons beside the POST
Time-out field to set the number of secondsthat the Netfinity Advanced
System Management PCI Adapter or Processor will wait for POST to
complete. Then, click Apply to save this vaue. The maximum POST
time-out value you can set is 7650 seconds. Set thisvalueto 0 to disable
POST time-out detection.

Loader Time-out

The Loader Time-out field shows the number of seconds that the
Netfinity Advanced System Management PCI Adapter or Processor will
wait for the system loading process to compl ete before generating a
Loader Time-out event. The Loader Time-out measures the amount of
time that passes between the completion of POST and the end of
operating system (O/S) startup. If this takes longer than the configured
amount of timeto complete and the L oader Time-out check box (found
inthe Enabled Eventsgroup of the Remote Event Settingswindow) is
checked, the Netfinity Advanced System Management PCI Adapter will
automatically restart the system onetime and will attempt to forward an
event to all enabled Remote Event Entries. Once the system isrestarted,
Loader Time-out isautomatically disabled until the system isproperly
shutdown and restarted.

Note: If you do not check this check box and a L oader time-out is
detected, the system will restart but no event will be forwarded.

To set the Loader time-out value, usethe spin buttons beside the L oader
Time-out field to set the number of secondsthat the Netfinity Advanced
System Management PCI Adapter or Processor will wait between POST
completion and O/S startup before generating a time-out event. Then,
click Apply to savethisvalue. The maximum L oader time-out valueyou
can set is 7650 seconds. Set this value to O to disable Loader time-out
detection.

O/S Time-out

A periodic signal is sent from the Netfinity Advanced System
Management PCI Adapter or Processor to the O/S to confirm that the
O/Sisrunning properly. The O/S Time-out event occurs when the O/S
does not respond to the signal within 6 seconds. The O/STime-out field
shows the number of seconds that the Netfinity Advanced System
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Management PCI Adapter or Processor will wait between O/S time-out
checks. If the O/S fails to respond within 6 seconds, the Netfinity
Advanced System Management PCl Adapter or Processor will attempt
to restart the system, and if the O/S Time-out check box (found in the
Enabled Events group of the Remote Event Settings window) is
checked, the Netfinity Advanced System Management PCl Adapter will
automatically restart the system one time and will attempt to forward an
event to all enabled Remote Event Entries.

Note: If you do not check this check box and a O/Stime-out is
detected, the system will restart but no event will be forwarded.

To set the O/S time-out value, use the spin buttons beside the O/S
Time-out field to set the number of secondsthat the Netfinity Advanced
System Management PCI Adapter will wait between O/S time-out
checks. Then, click Apply to save this value. The maximum O/S
time-out value you can set is 255 seconds. Set this valueto 0 to disable
O/S time-out detection.

Power Off Delay

The Power Off Delay field shows the number of seconds that the
Netfinity Advanced System Management PCI Adapter or Processor will
wait for the operating system shutdown process to complete before
turning off the system.

When the Netfinity Advanced System Management PCI Adapter or
Processor initiates a shutdown procedure and the Power Off check box
(found in the Enabled Events group of the Remote Event Settings
window) is checked, the Netfinity Advanced System Management PCI
Adapter will automatically attempt to forward an event to all enabled
Remote Event Entries. Thisevent isforwarded after the system isturned
off and the Power Off Delay time has passed.

To set the power off delay value, use the spin buttons beside the Power
Off Delay field to set the number of secondsthat the Netfinity Advanced
System Management PCI Adapter or Processor will wait for the
system’ s operating system shutdown to compl ete before turning off the
system. Then, click Apply to save this value. The maximum Power off
delay value you can set is 9999 seconds. Set thisvalueto 0to disablethe
Power Off Delay.
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Other Configuration Settings Functions
The Configur ations Settings window also includes these three buttons:

Button Description
Refresh Click Refresh to update all data that is shown on the
Configuration Settingswindow, including date, time, and
last login.
Reset Click Reset to set al Advanced System Management

settings back to their default values, including
configuration settings, dialout settings, and advanced
diaout settings.

Note:  All previously configured Advanced System
Management settings will be permanently lost.

Cancel Click Cancel to close this window without saving any
changes.

Remote Event Settings

Double-click on Remote Event Settings to open the Remote Event
Settingswindow. Usethe Remote Event Settingswindow to configure
the Advanced System Management Adapter or Processor event
forwarding functions. If you configure a Remote Event Entry, the
Advanced System Management Adapter or Processor will attempt to
forward an event to a remote Netfinity system through a network
connection, a numeric pager, an alphanumeric pager, or an SNMP
community when any of the events selected from the Enabled Events
group occur. Thisevent will contain information about the nature of the
event that occurred, the time and date at which the event occurred, and
the name of the system that generated the event.
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Before Advanced System Management can forward eventsto SNMP
communities, you must configure the Advanced System Management
SNMP settings. To configure SNMP settings, double-click the SNM P
Settings component of the Configuration Settings tree. Thiswill open
the SNM P Settings window.

Y ou can configure the Advanced System Management PCI Adapter or
Processor to forward events to multiple pagers or Netfinity Director
systemsin responseto individual critical and non-critical dialout events.
Therefore, the Event Statustext will read SENDING as soon asthefirst
event forwarding operation begins, change to NONE when the event
forwarding operation iscompleted, changeto SENDING again when the
second event forwarding operation begins, change to NONE when the
second event forwarding operation is completed, and so on. If you click
Stop Sending, the Netfinity Advanced System Management PCI
Adapter or Processor abandons the currently active event forwarding
operation, and moves to the next one.

Y our Netfinity Advanced System Management PCI Adapter or
Processor can be configured with up to twelve separate Remote Event
Entries.
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Remote Event Entry Information Group
To edit or create a Remote Event Entry:

1. IntheNamefield, type the name of the person or system to which
the event will be forwarded. The information in the Namefield is
strictly for your use in identifying the Remote Event Entry. If you
are editing a previously configured Remote Event Entry, select the
entry that you want to edit from the Name selection list.

2. Inthe Number field, type atelephone number (if you are
forwarding the event to a pager) or an |P address (if you are
forwarding the event to a system using the network adapter; this
feature is supported only with a Netfinity Advanced System
Management PCI Adapter) that will be used to forward an event.

Note: Depending on your paging service, you might need to
increase the amount of time that this event action waits
after dialing the telephone number before it transmits the
numeric data. To increase the amount of timethat will pass
before the numeric data is transmitted, add one or more
commeas (,) to the end of the telephone number. Each
commawill cause the modem to wait two seconds before
transmitting the numeric data.

3. InthePIN fied, type the personal identification number required
by your alphanumeric pager provider. Thisfield will beactiveonly
if you select Alpha-numericin the Typefield.

4.  From the Type selection list, select the type of connection the
Netfinity Advanced System Management PCI Adapter or
Processor will attempt to make in order to forward the event
notification. Y ou can select Numeric (for standard pagers),
Alpha-numeric (for aphanumeric pagers), or Netfinity |P (for
using a TCP/IP link to connect to aremote Netfinity system;
available only on systemswith a Netfinity Advanced System
Management PCI Adapter),

5. Check the Entry Enabled check box to activate this Remote Event
Entry. If the Entry Enabled check box is not checked, no events
will be forwarded to this entry.
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6. Sdectdiaout eventsfromthe Enabled Eventsgroup. If any of the
checked events occur, the Netfinity Advanced System
Management PCI Adapter or Processor will use the telephone
number or |P address specified in the Number field to forward an
event describing the event using the method selected in the Type

field.

7. Click Apply/Add to save these settings.

Toremoveaprevioudy configured Remote Event Entry, select thename
of the entry from the Name selection list and then select Delete.

Remote Event Strategy Group

Use the selections avail able in the Remove Event Strategy group to
specify the number of times Advanced System Management will
attempt to forward an event if an attempt fails, the amount of time that
Advanced System Management will allow between event generation
attempts, and the amount of time Advanced System Management will
wait between successive event forwarding operations. The Remote
Event Strategy group contains the following items.

Item

Description

Retry limit

Use the spin buttons to select the number of
additional timesthat Advanced System
Management will attempt to forward an event.
The Dialout retry limit applies only to attemptsto
forward the event information to an al phanumeric
pager. If you are forwarding the event
information to a numeric pager, only one attempt
will be made to forward thisinformation. The
maximum value for thisfield is 8.
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Item Description

Entry spacing If you have configured more than one Remote
Event Entry to forward events, the Netfinity
Advanced System Management PCI Adapter will
attempt to contact each of these entries
sequentially. Use the spin buttons to specify the
number of seconds for the Netfinity Advanced
System Management PCI Adapter or Processor to
wait between dial out attempts for separate
Remote Event Entries. The minimum value for
thisfield is 15 seconds, and the maximum value
is 120 seconds.

Retry delay Usethe spin buttonsto specify the Delay number
of seconds that Advanced System Management
will wait before retrying adialout attempt. The
minimum value for thisfield is 30 seconds, and
the maximum value is 240 seconds.

Enabled Events Group

Use the selections available in the Enabled Events group to specify
which eventswill result in all currently configured Entries being
contacted by the Advanced System Management PCI Adapter or
Processor. Any selected itemswill, if detected, result in an event
describing the event being forwarded, using the method selected in the
Typefield, to the recipient specified by the Name field in the Remote
Event Entry window.

If the event is being forwarded to a pager, Advanced System
Management will include information about the event that triggered the
event. If the event is forwarded to a numeric (or standard), pager, the
page will include acode number that correspondsto the triggering event.
If the event isforwarded to an a phanumeric pager, the pagewill include
both a code number and a text string that describe the triggering event.
For more information on the numeric codes and text strings that are
transmitted to pagers, refer to the following tables.

All numeric codes and text strings are included in forwarded Netfinity
Manager events, regardless of whether they are forwarded using aserial
or TCP/IPlink. All information is also included in forwarded SNMP
events.
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The Enabled Events group is divided into the Critical, Non-critical, and
System groups. The Critical Enabled Events group contains the
following items.

Item

Description (if
checked)

Numeric
Code

Text String

Temperature

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event
and then automatically
initiate a system
shutdown if any
monitored
temperatures exceed
their threshold values.

00

SYSTEM
SHUTDOWN DUE
TO TEMPERATURE

Voltage

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
the voltages of any
monitored power
sources fall outside
their specified
operational ranges.

01

SYSTEM
SHUTDOWN DUE
TO VOLTAGE

Tamper

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
the voltages of any
monitored power
sources fall outside
their specified
operational ranges.

02

SYSTEM TAMPER
EVENT
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Item

Description (if
checked)

Numeric
Code

Text String

Voltage regulator
module failure

Advanced System
Management PCI
Adapter or Processor
will forward an event
and then automatically
initiate a system
shutdownif thevoltage
regulator module
(VRM) fails.

06

VRM FAILURE

Multiple fan failure

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
two (or more) of the
systems cooling fans
fail and will
automatically initiate a
system shutdown.

03

MULTIPLE SYSTEM
FAN FAILURES

Power failure

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward anevent if
the systems power
supply fails.

04

POWER SUPPLY
FAILURE

Hard disk drive

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
oneor more of thehard
disk drivesin the
system fail.

05

DASD FAULT

The Non-critical Enabled Events group contains the following items.
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Item

Description

Numeric
Code

Text String

Temperature

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
any monitored
temperatureexceedsits
threshold value.
However, unlike the
Critical Temperature
event, this Event will
not initiate a system
shutdown
automatically.

12

NON-CRITICAL
TEMPERATURE
THRESHOLD
EXCEEDED

Voltage

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
any monitored voltage
exceeds its threshold
value.

13

VOLTAGE

Single fan failure

The Netfinity
Advanced System
Management PCI
Adapter or Processor
will forward an event if
one of the systems
cooling fansfails.

11

SINGLE FAN
FAILURE
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Numeric

Item Description Code Text String
Redundant Power The Netfinity 10 POWER

Advanced System REDUNDANCY HAS

Management PCI BEEN

Adapter or Processor COMPROMISED.

will forward aneventif PLEASE CHECK

the redundant power THE SYSTEM

system fails. MANAGEMENT
PROCESSORERROR
LOG FOR MORE
INFORMATION.

The System Enabled Events group contains the following items.

will forward an event if
the time-out value
(specified in the
Configuration
Settings window) is
exceeded.

Description (if Numeric ]
Iltem checked) Code Text String
Boot Failure The Netfinity 25 REQUIRES POST
Advanced System INTERACTION.
Management PCI POST DETECTED
Adapter or Processor ERROR WHICH
will forward aneventif PREVENTS THE
thesystemfailsto start. SYSTEM FROM
BOOTING.
POST time-out The Netfinity 20 POST/BIOS
Advanced System WATCHDOG
Management PCI EXPIRED. SY STEM
Adapter or Processor RESTARTED.
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Adapter or Processor
will forward an Event
if the system isturned
on.

Description (if Numeric '
Item checked) Code Text String

O/Stime-out The Netfinity 21 OPERATING
Advanced System SYSTEM
Management PCI WATCHDOG
Adapter or Processor EXPIRED. SYSTEM
will forward an event if RESTARTED.
the O/S System
time-out value
(specified in the
Configuration
Settings window) is
exceeded.

L oader time-out Advanced System 26 LOADER
Management PCI WATCHDOG
Adapter or Processor EXPIRED. SYSTEM
will forward an Event RESTARTED.
if the Loader time-out
value (specified in the
Configuration
Settings window) is
exceeded.

Power off The Netfinity 23 SYSTEM COMPLEX
Advanced System POWERED OFF
Management PCI
Adapter or Processor
will forward OFF an
Event if the system is
powered off.

Power on The Netfinity 24 SYSTEM COMPLEX
Advanced System POWERED ON
Management PCI
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Description (if Numeric

iz checked) Code

Text String

Application The Netfinity 22 APPLICATION
Advanced System LOGGED EVENT
Management PCI
Adapter or Processor
will forward aneventif
it receives a Netfinity
event.

PFA Advanced System 27 PFA
Management PCI
Adapter will forward
aneventif it receivesa
Predictive Failure
Analysis (PFA(R))
Event from the system.

Modem Settings

Double-click on M odem Settings to open the M odem Settings
window. Use the M odem Settings window to specify modem and
dialing settings. The M odem Settings window contains the following
groups or fields:

m  Port Configuration
m  Dialing Settings
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Modem Sethings - Dept. Server I

— Port Configuration

[ Bort selected

Part to configure : I__EE Baud rate - 57600 g
Initialization =tning : I.-'l‘«TZ
Hangup ztiing : I.-'l'-.THEI

Adyvanced |

— Dhaling Settings
[T Dialin enabled

Chal-in delap

EG

gppl_l..ll Eefreshl Qancell Help |

The Port Configuration Group

Use the Port Configuration group to specify and configure the modem
or port that will be used to forward an event when an Advanced System
Management Event occurs. The Port Configuration group contains the

following items.

Item

Description

Port to configure

Use the spin buttons to select the port that your
modem is configured to use. This spin button
will show only values that are availablefor use
by your Netfinity Advanced System
Management PCI Adapter or Processor. The
port that you select to use affects the
availability of the modem for use by either the
Netfinity Advanced System Management PCI
Adapter or Processor or the operating system.
The ports that are available to the system or to
the Advanced System Management service
vary depending on your hardware
configuration.

Baud Rate

Usethe spin buttons to specify the baud rate for
the seria port.
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Item Description

Initialization string Type theinitialization string that will be used
for the specified modem. A default string is
provided (ATEO). Do not change this string
unless your dialout functions are not working

properly.

Hang-up string Typetheinitialization string that will be used to
instruct the modem to disconnect. A default
string is provided (ATHO). Do not change this
string unless your dialout functions are not
working properly.

Port selected This check box indicates whether the port
number currently displayed in the Port to
Configurefieldisthe port that is currently
designated for use by the Netfinity Advanced
System Management PCI Adapter or Processor.
Check this check box if you want to configure
the Netfinity Advanced System Management
PCI Adapter or Processor to use the currently
displayed port number.

Advanced button Click this button to open the Advanced Port
Configuration window.

The Advanced Port Configuration window contains the following
items.

Item Description

Return to factory Typetheinitialization string that returns the modem
settings string toitsfactory settings when the modem isinitialized.
The default is AT& FO.

Escape guard time Typein thisfield the length of time TIME 3 before
and after the escape string isissued to the modem.
Thisvalueis measured in 10 millisecond intervals.
The default valueis 1 second.

Escape string Typetheinitiaization string that returns the modem
to command mode when it is currently talking to
another modem (connected). The default is +++.
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Item

Description

Did prefix string

Type theinitialization string that STRING 2 is used
before the number to be dialed. ThedefaultisATDT.

Did postfix string

Type theinitialization string that STRING 2 is used
after the number is dialed to tell the modem to stop
dialing. The default isthe Carriage Return character
or "M.

Auto-answer string

Type theinitialization string that STRING 2 is used
totell modemto answer the phonewhenitrings. The
default isto answer after two rings or ATS0=2.

Auto-answer stop

Type theinitiaization string that STOP 3 is used to
tell the modem to stop answering the phone
automatically when it rings. The default is ATS0=0.

Caller ID String Type theinitialization string that will be used to get
Caller ID information from the modem.
Query string Type theinitialization string that is used to find out
if the modem is attached. The default is AT.
Advanced Port Configuration - Dept. Server

Port to configue . 2

Escape guard fime ;

Dial prefis string : IATDT Dial postfix sting ; I
At answer sting ; I.ﬁTSEI=1 Auto answer stop ; I.ﬂ.TSD=EI
Caller D string I [uery sting : I-i"-T

gpplyl Eefreshl Qanu:ell Help |

Retun ko factory settings sting: IAT&FD
100 g E scape shing ; |+++

The port that you select to use affects the availability of the modem for
use by either the Netfinity Advanced System Management PCl Adapter
or Processor or the operating system. The portsthat are available to the
system or to the Advanced System Management service vary depending
on your hardware configuration.
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m  [f the system has an Advanced System Management Processor
only, use this table to determine what ports are available.

Physical Ports

(as labeled) A e ©

Ports Availableto | Port 1 Shared N/A Port 2
Advanced System Dedicated
Management

Ports Availableto | COM 1 Shared | COM 2 N/A
Operating System

m  |If the system has an Advanced System Management PCI Adapter
only, use this table to determine what ports are available.

Physical Ports
(as labeled) A B MODEM COM_AUX
Ports Availableto | N/A N/A Port 1 Port 2
Advanced System Shared Dedicated
Management
Ports Availableto | COM1 | COM 2 | COM 3 N/A
Operating System Shared

m  |If the system has an Advanced System Management PCI Adapter
and an Advanced System Management Processor, usethistableto
determine what ports are available.
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Physical
Ports
(as
labeled)

MODEM

COM_AU

Ports

Available to
Advanced
System
Management

Port 1
Shared

N/S

Port 2
Dedicated

N/A

N/A

Ports

COM

Availableto | 1
Operating
System

Shared

COM 2

N/A

N/A

N/A

Notes:

Shared ports are recognized by the operating system when the
systemisrunning. Shared portsarerecognized by the Advanced
System Management PCI Adapter or Processor when the
system is starting up or turned off. The shared port will also be
recognized by the system, but not by the Advanced System
Management PCI Adapter or Processor, when started with

DOsS.

In a system with the Advanced System Management PCI
Adapter only, the device driver must be running for the

operating system to recognize COM3.

The Dialing Settings Group

Use Didling Settings to specify settings related to the modem, and to

configure the modem that is used to forward an event when a Advanced
System Management Event occurs. The Dialing Settings group contains
the following items.
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Dial-in enabled Check this check box to enable remote usersto dial
into and access the Netfinity Advanced System
Management PCI Adapter. If thisbox is
unchecked, remote userswill be unableto remotely
access the Netfinity Advanced System
Management PCI Adapter. Click Apply after
checking or unchecking this check box to save the
new setting.
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Item

Description

Own port on startup

Check this check box to reserve a serial port for
exclusive use by the Netfinity Advanced System
Management PCl Adapter or Processor. Checking
thisbox will reserve one of the adapter’sintegrated
communications ports. Click Apply after checking
or unchecking this check box to save the new
setting.

Notes:

. Check this box if you are configuring
your system for dial-in access. If this
check box is not checked, you will be
unableto dial into this system unless the
adapter has reclaimed the port for a
diaout. If you want to configure the
Netfinity Advanced System Management
PCI Adapter or Processor to always be
dia-in enabled, regardless of whether the
system is on, you must check this check
box. When this check box is checked, you
cannot configurethe specified port for use
by your system.

. Port C is dedicated for use by the
Netfinity Advanced System Management
PCI Adapter only. Port A isused by the
operating system, and is available to the
Netfinity Advanced System Management
PCI Adapter only when one of the
following conditions exists:

[ The server is off

[ The Netfinity Advanced System
Management PCl Adapter needs a
port to perform a Critical Enabled
Event Event (in this case, the
Netfinity Advanced System
Management PCl Adapter seizes
control of the port from the
operating system, dials out, and
then turns off the server to avoid
damage to your hardware).

144




Item Description

Diad-in delay The Dial-In Delay (Minutes) field showsthe
(minutes) number of minutesthat must pass after anincorrect
User ID or Password has been used in six
successive dial-in attempts before valid dial-in
accesswill be permitted. After the sixth successive
login failure, dia-in accessis disabled for the
number of minutes that you specify, the Netfinity
Advanced System Management PCI Adapter or
Processor adds an entry in the Event Log noting
that dial-in access was suspended due to six
successive login failures, and the Netfinity
Advanced System Management PCI Adapter or
Processor attempts to forward an event if the
Tamper Enabled Events check box has been
checked. The minimum value for thisfieldis4
minutes, and the maximum value is 240 minutes.

Initialization String Guidelines

If you need to provide anew initialization string, refer to the user’ sguide
that came with your modem. Y our initialization string must contain
commands that configure your modem as follows:

Command echoing OFF

Online character echoing OFF

Result codes ENABLED

Verbal result codes ENABLED

All codes and Connect messages with BUSY and DT detection
Protocol identifiers added - LAPM/MNP/NONE V42bisMNP5
Normal CD operations

DTR ON-OFF hang-up, disable AA and return to command mode
CTS hardware flow control

RTS control of receive datato computer

Queued and nondestructive break, no escape state
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Note: The abbreviationsin these commands have the following
meanings:

AA Auto Answer

CD Carrier Detect

CTS Clearto Send

DT Data Transfer

DTR DataTermina Ready
RTS Ready to Send

Network Settings

Double-click on Network Settings to open the Network Settings
window. Usethe Networ k Settingswindow to specify network settings
on the Netfinity Advanced System Management PCI Adapter.

Note: Thiswindow isonly available when you are using the Advanced
System Management service to manage a system that hasa
Netfinity Advanced System Management PCI Adapter or if you
have used Advanced System Management to establish a
TCP/IP, serial, or ASM Interconnect connection with aremote
Netfinity Advanced System Management PCl Adapter.
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Nowwork Sellngs |
Metwark interface; W Interface enabled

Host name: |Dsc:e::lla

IF addres:s: |1 30.67.0.203

Subnet mazk: |255.255.24E.EI

Gatevay: |130.57.7.254

Line type: | TDkEﬂHiﬂQE' [T Disable Routing

[ata rate: AUTO g
Duplex: AUTO E

o F ™
MTL zize: 151 =
MaLC address: (0,100, 00,00.00.00

Eppl}ll EEfrEEhl Cancel Help | FIE§tart|

The Networ k Settings window contains the following items.

Item Description

Network interface spinbox | Use the spin buttons to select a network
interface to configure. When you have
selected the network interface you want to
use, check the I nterface Enabled check box.

Host name Typethe TCP/IP host name that will be used
by the Netfinity Advanced System
Management PCI Adapter.

IP address Type the IP address that will be used by the
Netfinity Advanced System Management
PCI Adapter.
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Item

Description

Subnet mask

Typethe subnet mask that will be used by the
Netfinity Advanced System Management
PCI Adapter.

Gateway

Typethe TCP/IP address of the gateway that
will be used by the Netfinity Advanced
System Management PCI Adapter.

Linetype

Use the spin buttons to select the line type
that will be used by the Netfinity Advanced
System Management PCI Adapter. Available
selections are Ethernet, PPP, and Token
Ring. Check the Disable Routing check box
if needed

Datarate

Use the spin buttons to select the datarate
that will be used by the Netfinity Advanced
System Management PCI Adapter. Available
selectionsare AUTO, 4M, 16M, 10M, and
100M.

Duplex

Use the spin buttons to select the duplex
method that will be used by the Netfinity
Advanced System Management PCI
Adapter. Available selections are AUTO,
FULL and HALF.

MTU size

Usethe spin buttonsto specify the maximum
transmission unit (MTU) value that will be
used by the Netfinity Advanced System
Management PCI Adapter.

MAC address

Type the media access control (MAC)
address of the network adapter being used by
the Netfinity Advanced System M anagement
PCI Adapter.

Attention: If you have installed the Netfinity Advanced System
Management Token Ring Connection, you must not enable or use the
Ethernet port that isincluded on your Advanced System Management
PCI Adapter. Enabling the Ethernet port while the IBM Turbo 16/4
Token Ring PCMCIA card isinstalled on your adapter will cause your
system to become unstable. To enable, configure, or use the Ethernet
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port, you must first remove the IBM Turbo 16/4 Token Ring PCMCIA
card from your Advanced System Management PCl Adapter

SNMP Settings

Double-click on SNM P Settings to open the SNM P Settings window.
Use the SNM P Settings window to specify SNMP settings for the
Netfinity Advanced System Management PCI Adapter. These settings
must be configured correctly for the Netfinity Advanced System
Management PCl Adapter to forward eventsto SNMP managers on the
network.

Note:  Thiswindow isonly available when you are using the Advanced
System Management service to manage a system that has a
Netfinity Advanced System Management PCI Adapter or if you
have used Advanced System Management to establish a
TCP/IP, serial, or ASM Interconnect connection with a
Netfinity Advanced System Management PCI Adapter. If you
are connected to a system that does not have a Netfinity
Advanced System Management PCI Adapter, this window will
not be available.

SNMP Settings |

I Traps dizable

Syztem contact: I

Syztem location: I

— SMHMP Communities

Cormrmunity: g

Community name: Ipublic:
Community IP address 1: I‘I 230.67.3.20
Community |IP address 2: ID.D.D.D
Cornmunity [P address 3: IEI.EI.D.EI

gppl}ll Befreshl Qancell Help I

The SNM P Settings window contains the following items.

UM Server Extensions User’s Guide 149



Item Description

SNMP Agent Enabled | Check this checkbox to enable Netfinity
Advanced System Management PCI Adapter to
forward events to SNM P managers on your

network.

Traps Disable Check thischeckbox to prevent SNM P trapsfrom
being sent.

System Contact Type in thisfield the name of the SNMP System
Contact.

System Location Typein thisfield information regarding your

system’slocation.

Community Use this spin button to select and define up to
three SNMP communities.

Note: SNMP eventswill be sent only to the
currently selected SNMP communities.

Community Name Type in thisfield the name of the selected SNMP
community.

Community IP Type in these fields the | P addresses for the

Address 1, 2,3 selected SNMP communities.

After making any changes to these settings, click Apply to save the
changes. Then, close this window and click Restart in the Network
Settings window. Changes to Network Settings on a Netfinity
Advanced System Management PCI Adapter will not take effect until
the adapter has been restarted.

Event Log

Click Event L og to open the Event L og window. Thiswindow contains
al entriesthat are currently stored inthe Advanced System Management
PCI Adapter or Processor event log. Information about all remote access
attempts and dialout events that have occurred is recorded in the
Advanced System Management adapter or processor event log.
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Notes:

. If you are using the Advanced System Management servicewith
aNetfinity Advanced System Management PCl Adapter
installed in a Netfinity server, the event log might contain
entries that begin with thetext “12C Message.” These messages
are normal and are intended for use by services in the event of
system problems.

. If you are using the Advanced System Management servicewith
aNetfinity 8500 M 10, 7000 M 10, 7000 M 20, 5600, 5500, 5500
M10, 5500 M 20, or 5000 server, the event log will also include
any POST error messages.

Bk Event Log - Dept. Server [_ O] <]
Options Help

—

L

@ | PosTRIDS 11/18/1999 | 0542080 | 01298001 The BIOS doss not support the current stepping of Pracessor H1

& | PosTRIDS 11/18/1999 | US:42.01p | DOMISF0T Processor 1 falled BIST

@ | PosTEIOS 11/18/1993 | 05:33.00p | 01298001 The BIOS does not support the curient stepping of Processor #1

@ | PosTEIOS 11/18/1883 | 05:36:44p | 01238001 The BIOS does not support the urtent stepping of Processor #1

& | PosTEIOS 11/18/1393 | 05:3413p | 01238001 The BIOS doss not support the curtent stepping of Processor #1

@ | PosTRIOS 11/18/1993 | 05:32:27p | 01298001 The BIOS doss not support the current stepping of Pracsssor #1

@ | PosTRIDS 11/18/1999 | 05:31:24p | 01298001 The BIOS does not support the current stepping of Pracessor #1

@ | servPROC 11/18/1999 | 05:30.550 | System Complex Powered Up

@ | sErvPROC 11/18/1393 | 05:3060p | System Comples Powered Down

& | PosTEIOS 11/18/1393 | 04:44:26p | 01238001 The BIOS does not support the curtent stepping of Processor #1

@ | PosTEIOS 11/18/1393 | 04:37:17p | 01238001 The BIOS doss not support the current stepping of Procsssor #1

@ | sERvPROC 11/18/1999 | 04:36:490 | System Comples Powered Up

@ | sErRvPROC 11/18/1999 | 04:36:48p | System Comples Powered Down

@ | PosTEIOS 11/18/1993 | 04:3431p | 01298001 The BIOS does not support the curient stepping of Processor #1

@ | PosTEIOS 11/18/1883 | 04:30:30p | 01238001 The BIOS does not support the urtent stepping of Processor #1

@ | sERvPROC 11/18/1393 | 04:2353p | NMI DETECTED

& | SMIHdr 11/18/1999 | 04:29:46p | SERR: Addr. or Spec. Cyc. DPE Bus=D 5lot=0Vend|D=1166 DevID=0007 Status=C200

& | sMIHdr 11/18/1999 | 04:29:46p | SERR: Device Signaled SERR Bus=0 Slot=0 VendID=1166 DevID=0007 Status=C200

@ | PosTEIDS 11/18/1939 | 04:23:450 | 01238001 The BIOS does not support the current stepping of Processor #1

@ | sErvPROC 11/18/1893 | 04:2317p | System Complex Powered Up
_‘r crRvERAC 141501558 | 1497 5 | et Porrdes Prosiareet s _l;l
&l L4 I ¥
[FE log entiies loaded |

Thefollowing functions are availabl e from the Options pull-down menu
in the Event L og window:

Load Refreshesthe contents of the Event L og window.

Print tofile
Saves the contents of the Event L og window to atext file.

Print to printer
Sends the contents of the Event L og window to a printer
attached to your system.

UM Server Extensions User’s Guide 151



Clear log Erasesall entriesthat are currently stored in the Event Log
(including any entriesthat are not currently visiblein the Event
L og window).

Note: Onceyou use Clear Log to erase the entriesin the Event Log,
they are permanently erased and cannot be retrieved.

System Power Control

Double-click on System Power Control to open the System Power
Control window. Use the System Power Control window to instruct
the Netfinity Advanced System Management PCI Adapter or Processor
toturn off the system, restart the system, or turn onthe server. Toinitiate
any of the power control options, you must first check the Enable
Power Control Optionscheck box. If this check box is unchecked, the
Power Control Options field will not be available.

System Power Control - Dept. Server E3

r Enable power control options

Power Contral Options

Powser off with 045 shutdown,

Pover aff niow.

Restart the system with 0/5 shutdown,
Festart the spstem now.

Apply | LCancel I Help |

Thefollowing System Power Control functionsare available at all times.

Function Description
Power off with O/S Performs an O/S shutdown before removing
shutdown power from the system.
Power off now Immediately removes power from the system.
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Function Description

Restart the systemwith | Performsan O/S shutdown, removes power from
OIS shutdown the system, and then restores power to the system.

Restart the system now | Immediately removespower from the system, and
then restores power to the system.

If you are directly connected to the Netfinity Advanced System
Management PCI Adapter through a TCP/IP link, the Power On Now
selection will also be available. This function turns on the server and
allows the microprocessor to perform POST, loading, and O/S startup
procedures.

To initiate a Power Control Option:
1. Check the Enable Power Control Options check box.

NOTE: To initiate any of the power control options, you must first
check the Enable Power Control Options check box. If this check box
is unchecked, the Power Control Optionsfield will not be available.

2. From the Power Control Optionsfield, select the Power Control
Option you want to activate.

3. Click Apply.

Remote POST Console

Y ou can usethe Advanced System Management Remote POST Console
function to remotely monitor, record, and replay all textual output
generated during POST. To monitor and record the POST dataon a
remote system:

1. Connect to the remote Netfinity Advanced System Management
PCI Adapter or Processor.

Open the Remote POST window.

Restart the remote system (using the Advanced System
Managements System Power Control functions).

All POST datawill be displayed in and recorded by the Remote POST
Console as the remote system completes POST. While you are
monitoring POST on aremote system, al local keystrokes are relayed
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automatically to the remote system, enabling you to interact with the
POST process on the remote system.

To review data after POST completes, disconnect from the remote
system and use the Replay functions.

Usethe selections availablein the Replay menu to replay the text output
that was captured during the last Remote POST operation. All text that
was displayed by the remate system during POST will be displayed asit
appeared on the remote system.

m  Tobeginplaying therecorded POST data, or to resume playing the
recorded POST data after stopping playback, click Replay L ast
POST.

m  To halt playback of the recorded POST data, click Stop.

m  Toresume viewing the recorded POST data from the beginning,
click Restart.

m  Click Fast, Medium, or Slow to specify the speed at which the
recorded POST datais displayed in the Remote POST window.

Note: Remote POST data can be replayed only when you are not
connected to aremote system’s Netfinity Advanced System
Management PCI Adapter or Processor.

Updating Netfinity Advanced System Management
PCIl Adapter or Processor Microcode

Attention: If you update the Netfinity Advanced System Management
PCI Adapter microcode, the default user name (USERID) and password
(PASSWORD) arereset. If you had previously changed them, you will
need to change them again.

To update the Netfinity Advanced System Management PCI Adapter or
Processor microcode:

1. FromtheOptionsmenu, click Update Microcode... and then click
System Management Subsystem.

An Insert Diskette window opens.

2. Insert the SystemManagement microcode update diskette into the
diskette drive.

154



3. Click OK to continue.

Warning notices will appear, asking that you verify that you want
to continue. Click OK to continue or Cancel to stop the microcode
update process.

When you have verified that you want to proceed with updating the
Netfinity Advanced System Management PCI Adapter or Processor
microcode, the Advanced System Management service will apply the
microcode update to the Netfinity Advanced System Management PCI
Adapter or Processor.

During this process, some of the monitoring functions of the Netfinity

Advanced System Management PCI Adapter or Processor (such asthe
environmental monitors) will be disabled. After you have updated the

microcode all system monitoring will resume.

Updating System POST/BIOS Microcode

To use Advanced System Management and your Advanced System
engagement PCl Adapter or Processor to update the system POST/BIOS
Microcode:

1. FromtheOptionsmenu, click Update Microcode... and then click
System POST/BIOS.

An Insert Diskette window opens.

2. Follow the onscreen directions and insert the System POST/BIOS
update diskette into the diskette drive.

3. Click OK to continue.

Warning notices will appear, asking that you verify that you want
to continue. Click OK to continue or Cancel to stop the microcode
update process.

When you have verified that you want to proceed with updating the
system POST/BIOS microcode update the Advanced System
Management service will apply the microcode update to the system that
contains the Advanced System Management PCI Adapter or Processor
to which you are connected.
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ServeRAID Manager Program

This chapter provides the information needed to start and use the
ServeRAID Manager program. Y ou can use the ServeRAID Manager
program to easily configure and monitor your ServeRAID controllers.

Theinformation in this chapter is ahigh level explanation of the
ServeRAID Manager program and its capabilities. For instructions on
specific processes using the ServeRAID Manager program, refer to the
ServeRAID Manager online help.

Note: The ServeRAID Manager program works with systems using
Microsoft Windows NT, Windows 95, Windows 98.

Using the ServeRAID Manager Program Interface

The graphical interface in the ServeRAID Manager program makes it
easy for you to create, delete, change, view and monitor your
ServeRAID configuration.

Before you begin, review the following illustration to become familiar
with the layout of the ServeRAID Manager program windows.

Viewing the Menu Bar

Themenu bar isaset of menu names located directly below thetitle bar.
It provides commands from drop-down menus. The menu bar options
include; File, View, Remote, Actions, and Help.
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Viewing the Toolbar

Thetoolbar isa set of buttons that are located directly below the menu
bar. These buttons serve as shortcuts for many frequently used
commands. When you first view the ServeRAID Manager window,
some commands are disabled and are enabled only after you access
certain menu commands.

The toolbar includes the following commands.

Icon Command

Create arrays

Configure for clustering

Scan for new or removed ready drives

Silence repeating alarm

@ Help

Viewing the Expandable Tree

The ServeRAID Manager interface provides an expandabl e tree view of
your ServeRAID subsystem.

Y ou will perform most of your ServeRAID configuration and
maintenance tasks by first selecting the ServeRAID controller, array,
logical drive, hot-spare drive, or physical drive objects from this Main
Tree.
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Viewing the Main Panel

The ServeRAID Manager interface provides specific deviceinformation
or configuration instructions. When the ServeRAID Manager program
isinthe Information mode and you select an object from the Main Tree,
detailed information about the object appears in this panel. When the
ServeRAID Manager program isin the Configuration mode, the
instructions needed to configure your ServeRAID subsystem appear in
this panel.

Viewing the Event Viewer

The ServeRAID Manager interface provides advisory and progressive-
status information and messages during the ServeRAID configuration
process and while monitoring systems with ServeRAID controllers.
Each message appears with a host name from where the event
originated, atime stamp, adate stamp, and an icon that classifies the
severity of the event. The event icons are;

m  Information: An"i" inside abluecircle
B Warning: A "!" inside ayellow triangle
m Fatd: An"x" insideared circle

Warning messages identify potential data-loss situations, and Fatal
messages inform you when afailure has occurred. All Fatal messages
will launch an audible alarm.

Viewing the Status Bar

Provides three types of information in aresizable panel. The panels
contain the following information:

B Theleft panel displays the managed system status, which is either
No problems detected on any system or Problems detected on
one or mor e systems.

m  Thecenter pand displays the current tree path.

m  Theright pand displays a progress meter with the label of the
currently selected system and the process that istaking place at the
current time.
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Using the ServeRAID Manager Program

To start the ServeRAID Manager, drag the task to the system.
ServeRAID Manager starts in Information mode.

Using the Configuration Mode

Y ou can use the Configuration mode to create up to eight independent
disk arrays for each ServeRAID controller. The Configuration mode
provides two configuration paths: Express configuration and Custom
configuration.

Learning about Express Configuration

Express configuration provides a quick and easy path for you to
automatically configureyour ServeRAID controller. Thischoice creates
the most efficient ServeRAID configuration based on the number and
capacity of the Ready drives available in your system. If four or more
Ready drives of the same capacity are available, this choice also will
defineahot-sparedrivefor the ServeRAID controller. A hot-spare drive
isaphysical drivethat is defined for automatic use when asimilar drive
fails.

The Express configuration choice groups all Ready drives of the same
capacity into one or more disk arrays and defines one logical drive for
each array. This choice definesthe size of thelogical drive, based on the
amount of free space available, and it assigns the highest RAID level
possible, based on the number of physical drives available.

For example, if your server contains one 1024 MB Ready drive, two
2150 MB Ready drives, and four 4300 MB Ready drives, Express
Configuration will create three arrays and one hot-spare drive such as
the following:

Array A: Thetotal capacity of thisarray is 1024 MB (1 x 1024 MB)
and it contains one 1024 MB RAID level-0 logical drive.

Array B: Thetotal capacity of thisarray is4300 MB (2 x 2150 MB)
and it contains one 2150 MB RAID level-1 logical drive.

Array C: Thetotal capacity of thisarray is 12900 MB (3 x 4300 MB)
and it contains one 8600 MB RAID level-5 logical drive.
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Hot Spare: Express Configuration defines one of the four 4300 MB
drives as a hot-spare drive.

Notes:

. When there are four or more Ready drives of the same
capacity, Express configuration groups defines one
drive as a hot spare and the remaining drives into one
array (asin Array C).

. A hot-spare drive must be of equal or greater capacity
than the drive that it isintended to replace. In this
configuration, the 4300 M B drive canreplaceany failed
drivesin Array B or Array C. Thedrivein Array A
cannot be replaced because it is RAID level-0.

Using Express Configuration

To use the Express configuration path:

Note: If the Express configuration mode/Custom configuration mode
radio buttons do not appear on theright screen, click on the tool

bar.
1.  Click the ServeRAID controller that you want to configure in the
Main Tree.
2. Ifitisnot aready selected, click the Express configuration radio
button.
3. Click Next.

Review the information that appears on the Configuration
summary screen.

Notes:

. Some operating systems have size limitations for logical
drives. Before you save the configuration, you might want
to verify that the size of thelogical driveisappropriate for
your operating system. See your operating-system
documentation for more detailed information.

. To change the configuration, click M odify arraysor
Modify logical drives.
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5. Click Apply to accept and save the configuration. The
configuration is saved in the ServeRAID controller and in the
physical drives.

Learning about Custom Configuration

The Custom configuration path allows you to manually configure your
ServeRAID subsystem. Using this path, you can select the drives that
you want to include in each array, define the number and size of the
logical drivesfor each array, and select the drives that you want to use
as hot spares.

The Custom configuration path allows you to manually configure your
ServeRAID subsystem. Using this path, you can select the drives that
you want to include in each array, define the number and size of the
logical drivesfor each array, and select the drives that you want to use
as hot spares.

Before you select the Custom configuration path, consider the
following:

m  Each ServeRAID controller supports a maximum of eight arrays.

m  Each ServeRAID controller supports a maximum of eight logical
drives.

When you create an array, you group physical drives into one
storage area. Y ou can define this storage area as asingle logical
drive, or you can subdivide it into several logical drives. Each
logical drive appears to the operating system as a single physica
drive.

If you have only one array, you can defineit asasingle logical
drive, or you candivideitinto several logical drives. Typically, the
first logical drive defined on the first ServeRAID controller found
by the basic input/output system (BIOS) during startup will be
your startup (boot) drive.

If you havetwo or more arrays, each array can be onelogical drive,
or you can divide each array into multiplelogical drives, aslong as
the total number of logical drives for all of the arrays does not
exceed eight.
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Note: Independent of the RAID logical drives, most operating
systems allow you to partition the logical drives further.

m  Theoptimal way to create arraysisto use physical drivesthat have
the same capacity.

Physical drive capacities influence the way you create arrays.
Drivesinan array can beof different capacities (1 GB, or 2 GB, for
example), but RAID controllerstreat them asif they all have the
capacity of the smallest disk drive.

For example, if you group three 1 GB drives and one 2 GB drive
into an array, the total capacity of the array is 1 GB times 4, or 4
GB, not the 5 GB physically available. Similarly, if you group
three 2 GB drives and one 1 GB driveinto an array, the total
capacity of that array is4 GB, not the 7 GB physically available.

m A hot-sparedriveisadisk drive that is defined for automatic use
inthe event of adrivefailure. The hot-spare drive must be of equal
or greater capacity than the drive that it isintended to replace. If a
physical drivefailsand it is part of aRAID level-1, RAID level-
1E, RAID level-5, or RAID level-5E logical drive, the ServeRAID
controller automatically starts to rebuild the data on the hot-spare
drive.

m [f you areusing the ServeRAID-3L:

» Eight physical drivesare supported in an array if the stripe-unit
Sizeisset to 32 KB or 64 KB.

e Sixteen physical drives are supported in an array if the stripe-
unit sizeis setto 8 KB or 16 KB.

If you are using the ServeRAID-3H or ServeRAID-3HB, sixteen
physical drivesaresupportedinan array if the stripe-unit sizeis set
to 32 KB or 64 KB.

Using Custom Configuration
To use the Custom configuration path:

Note: If the Express configuration mode/Custom configuration mode
radio buttons do not appear on theright screen, click on the tool
bar.
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Click the ServeRAID controller that you want to configure in the
Main Tree.

Click the Custom configuration radio button.
Click Next. The screen similar to the following opens:
Do one of the following:

m  Using the right mouse button, click on the drive or SCS
channel iconsin the Main Tree to select the drives that you
want to add to your arrays, delete from your arrays, or define
as hot-spare drives; then, select achoice from the pop-up list.

m  Dragthedrive or SCSI channel icon from the Main Tree and
dropit ontheArray or Hot-sparedriveiconinthe Main Panel
ontheright. If you change your mind, you can drag theicons
back to the Main Tree to remove them from the
configuration.

After you select the physical drivesfor your arrays and define your
hot-spare drives, click Next.

If you change your mind, you can:

m  Removeaspecificdrivefrom anewly defined array or delete
an entire newly defined array. To dothis, click Back, usethe
right mouse button to click onthe specific drive or Array icon
inthe Main Panel on theright, and then select Removefrom
new array or Delete new array.

m  Removeaspecific drivefrom anewly defined array or delete
an entire newly defined array. To dothis, click Back, usethe
right mouse button to click on the specific drive or Array icon
inthe Main Panel on theright, and then select Remove from
new array or Delete new array.

Sdect aRAID level for thelogical drivefromthe RAID pull-down
menu in the Main Panel.

If you do not want to use the maximum size for the logical drive,
move the dliding bar in the Main Panel from right to left to allot
dataand parity space for thelogical drive, or typeinthesizeinthe
datafield.
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Notes:
. Y ou can define from oneto eight logical drives.

. Some operating systems have size limitations for logical
drives. Before you save the configuration, you might want
to verify that the size of thelogical driveisappropriatefor
your operating system. See your operating-system
documentation for more detailed information.

. Typically, thefirst logical drive defined on the first

ServeRAID controller found by system BIOS during
startup will be your startup (boot) drive.

8. If free spaceisavailable and you want to define another logical
drive, click the Add logical drivetab in the Main Panel.

9. Repeat steps 6, 7, and 8 for each logical drive that you want to
definein this array; then, continue with step 10.

10. If youaredefining multiplearrays, click onthe next New array tree
node; then, repeat steps 6, 7, 8 and 9. When you are finished, go to
step 11.

11. Click Next.

12. Review the information that appears on the Configuration
summary screen.

Note: To change the configuration, click M odify arrays or
M odify logical drives.

13. Click Apply to accept and save the configuration. The
configuration is saved in the ServeRAID controller and on the
physical drives.

14. If you have multiple controllers, repeat steps 1 to 13 for each
controller.

Using the Information Mode to View Device and
Configuration Information
Y ou can use the Information mode to view the configuration

information of ServeRAID controllers, arrays, logical drives, hot-spare
drives, and physical drives that make up your ServeRAID subsystem.
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Y ou also can use this mode to change some of the ServeRAID controller
settings. Click an itemin the Main Tree and select the Actions menu to
display available actions on that item.

To view the current settings for the device and configuration
information:

1. Clicktheplus(+) box nextto the object inthe Main Treeto expand
that portion of the tree.

2. Click theicon for the server, ServeRAID controller, array, logical
drive, hot-spare drive, or physical driveto view its current settings.

Detailed information about the selected device will appear in the Main
Panel on theright.

Modifying the ServeRAID Controller Configuration

Y ou can use the ServeRAID Manager program to configure and modify
ServeRAID controllers. This section provides information about the
following ServeRAID actions:

m  Change RAID levels
m  Increase free space
m  Increaselogical drive space

Modifying a Configuration

Y ou can modify a configuration to change RAID levels, increase free
space, or increase logical drive space. When you use these actions, you
dynamically change the current logical drive structure.

To modify a configuration, you must have at |least two logical drives
available: one free logical drive and one source logical drivethatisin
the okay state. During the procedure, the ServeRAID controller changes
the state of the free logical drive to system; then, temporarily uses the
system drive to perform the migration. When the migration procedure
completes, the ServeRAID controller changes the state of the system
drive back to free.
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Considerations while Modifying a Logical Drive

m  TheMain Tree displays only physical drivesthat are at least the
size of the smallest physical drivein the selected array. When
adding to an existing array, you cannot add physical drivesthat are
smaller than the smallest drive currently in the array.

m  When adding to an existing array, if you add physical drives that
are larger than the physical drives currently in the array, you will
not be able to use all the space on the new physical drives.

m  Existing physical drivesin the selected array are labeled Online.
Newly added physical drives are labeled New online. Y ou cannot
remove online drives from an existing array.

m [f you want to remove a new online drive from the array, drag it
back to the Main Tree.

Changing RAID Levels

Y ou can change the RAID levels of currently defined logical drives. To
use the Change RAID level, al of the logical drives within the array
must be the same RAID level.

The ServeRAID controllers support changing RAID levels as follows:

m  Changetwo or moredrivesfrom RAID level-0to RAID level-5 by
adding one physical drive.

m  Changetwo drivesfrom RAID level-1to RAID level-5 by adding
one physical drive.

m  Changefrom RAID level-5to RAID level-0 by removing one
physical drive.

m  Changefrom RAID level-5E to RAID level-5.

To change the RAID level of an existing array:

1. Click an array from the Main Tree (that is, the left tree).

2. Select Logical drive migration from the Actions menu.

3.  Select from the available Change RAID levels on the menu.

If you select one of thefollowing, another tree appearson theright.
Go to step 4 on page 168.
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m  ChangeRAID leve from RAID OtoRAID 5
m  Change RAID level from RAID 1to RAID 5

Note: If thearray already containsthe maximum number of
physical drives (based on the firmware level and the
stripe-unit size), the two previous Change RAID
levels actions are not available.

If you select one of the following, go to step 6 on page 168.
m  ChangeRAID level from RAID 5toRAID 0
m  Change RAID level from RAID 5E to RAID 5

Add to the selected array by dragging one ready drive from the
Main Tree to the array in the right tree.

After you add the physical drivesto your arrays, click Next to
review your new logical drive configuration.

Note:  If you change your mind and want to modify your
configuration, you can click Back to return to this array
tree window.

Review the configuration in the right panel. It describes how the
configuration will affect thelogical drivesand free spacewhenyou
click Apply.

Note: You can expand the tree for another view of the
configuration.

Click Apply to approve the new configuration. The ServeRAID
Manager program automatically changesthe RAID levels of the
logical drivesin the array.

If you do not want to approve thelogical drive configuration, click
Cancel and return to the system management information window.

Note: Change RAID levelsisalengthy process. Y ou cannot
perform any other actions on the affected controller until
the migration is complete. The ServeRAID Manager
program displays a progress indicator in the status bar.

Y ou can use the logical drive during the change RAID
levels process. Y ou can also remove the system power.
When you restore the power, the change RAID levels
process restarts where it left off.
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8.  Click Yeswhen the confirm pop-up window opens.

Increasing Free Space

Using this feature you can add one, two, or three physical drivesto an
existing array so you can create another logical drivein the array.

When you create an array, logical drives are striped across all physical
drivesinthat array. To create morefree spacein an existing array, define
additional physical drivesto add to the array. Then, the ServeRAID
Manager program migratesthelogical drivessuch that the datais spread
across the existing and new physical drive

To increase free space:

1. Click an array from the Main Tree (that is, the |eft tree).
2. Select Logical drive migration from the Actions menu.
3.  Select Increase free space from the menu.
4

Add to the selected array by dragging ready drives from the Main
Treeto the array in theright tree.

Note: You can add up to three physical drives.

5.  After you add the physical drivesto your arrays, click Next to
review your new logical drive configuration.

6. Review the configuration in the right panel. It describes how the
configuration will affect thelogical drivesand free spacewhenyou
click Apply. If you want to modify the configuration, click Back
to return to the array tree window.

Note: You can expand the tree for another view of the
configuration.

7.  Click Apply to approve the new configuration. The ServeRAID
Manager program automatically increases the free space.

If you do not want to approvethelogical drive configuration, click
Cancel and return to the system management information window.

8.  Click Yeswhen the confirm pop-up window opens.

Note: Increasing free spaceis alengthy process. Y ou cannot
perform any other actions on the affected controller until
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the process is complete. The ServeRAID Manager
displaysaprogressindicator in the status bar. Y ou can use
the logical drive during the increase free space process.

Y ou can also remove the system power. When you restore
the power, the increase free space processrestarts whereit
left off.

9.  When the increase free space process completes, you can create
new logical drivesin this array.

Increasing Logical Drive Space

Using this feature you can add one, two, or three physical drivesto an
existing array so you can expand the size of the logical drivesin the
array. When increasing logical drive space, the ServeRAID Manager
program migrates the logical drives such that the logical drives gain
additional space, much like adding paper to a notebook.

When you create an array, logical drives are striped across all of the
physical drivesin that array. To increase the size of thelogical drivesin
an existing array, define additiona physical drivesto add to the array.
Then, the ServeRAID Manager program migratesthelogical drivessuch
that the datais spread across the existing and new physical drives.

Toincrease logical drive space:

1. Click an array from the Main Tree (that is, the left tree).
2. Select Logical drive migration from the Actions menu.
3. Sdect Increaselogical drive space from the menu.
4

Add to the selected array by dragging ready drives from the Main
Treeto the array in theright tree.

Note:  You can add up to three physical drives.

5. After you add the physical drivesto your arrays, click Next to
review your new logical drive configuration.

6. Review the configuration in the right panel. It describes how the
configuration will affect thelogical drivesand free spacewhenyou
click Apply. If you want to modify the configuration, click Back
to return to the array tree window.
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Note: You can expand the tree for another view of the
configuration.

7. Click Apply to approve the new configuration. The ServeRAID
Manager program automatically increases the logical drive space.

If you do not want to approve thelogical drive configuration, click
Cancel and return to the system management information window.

8.  Click Yeswhen the confirm pop-up window opens

Note: Increasing logical drive spaceisalengthy process. You
cannot perform any other actionson the affected controller
until the process is complete. The ServeRAID Manager
displaysaprogressindicator in the status bar. Y ou can use
the logical drive during the increase logical drive space
process. Y ou can aso remove the system power. When
you restore the power, the increase logical drive space
process restarts where it left off.

Setting User Preferences

Select User preferencesfrom the File menu. A window opens that you
can use to specify the following settings:

m [nitidization settings
m  Alarm settings

Initialization Settings

Initializing alogical drive erases the first 1024 sectors on the drive and
prevents access to any data previously stored on the drive. The default
setting is checked. When thismodeis enabled, the ServeRAID Manager
program automatically initializes each new logical drive and prevents
access to the manual initialization function.

1. Click thelnitialization settingstab.

2. Click the check box to enable or disable automatic initialization of
logical drives.

3. Click OK.
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Note:

If you uncheck (that is, disable) automatic initialization, the
Manager will not initialize each logical drive (by writing zeros
to the first 1024 sectors of the logical drive) when it is created.
You must still initialize all newly defined logical drives before
storing data.

Alarm Settings

All Warning and Error events cause an audible alarm to sound every five
minutes, notifying you of the event. Y ou can adjust thealarm interval in

the A
1.
2.

o

Silencing th

larm settings window.
Click the Alarm settingstab.
Click the check box to enable or disable the repeating alarm.

Note: If youdisablethealarm, youwill not hear an audiblealarm
when you receive problem events.

If you have enabled the alarm, you can adjust the time interval (in
seconds) you want between each alarm. The default is 300 seconds
(that is, 5 minutes).

If you have enabled the alarm, you can adjust the length of time (in
beeps) you want the alarm to continue. The default is 3 beeps.

Click OK.
Restart the Manager for these settings to take effect.

e Repeating Alarm

Silence the repeating alarm turns off the alarm for the current failure
without disabling the feature.

To silence the darm, click on the tool bar.

Understanding Drive States

This section provides descriptions of the physical and logical drive
states.
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Physical Drive State Descriptions

The following table provides descriptions of the valid physical drive
states.

DRIVE STATE MEANING

Defunct A physical drivein the Online, Hot-Spare, or
Rebuild state has become defunct. It does not
respond to commands, which means that the
ServeRAID controller cannot communicate
properly with the drive.

Hot Spare A Hot-Spare driveis aphysical drivethat is
defined for automatic use when asimilar drive
falls.

Online Thedriveis Online. It is functioning properly
and is part of an array.

Rebuilding Thedriveisbeing rebuilt.

Ready The ServeRAID controller recognizes a Ready
drive as being available for definition.

Standby Hot Spare A Standby Hot SpareisaHot-Sparedrivethat the
Spare ServeRAID controller has spun down. If
an Onlinedrive becomes Defunct and no suitable
Hot-Spare driveis available, a Standby Hot-
Spare drive of the appropriate size automatically
spins up, and enters the Rebuild state.

Logical Drive State Descriptions

The following table provides descriptions of the valid logical drive
states.
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DRIVE STATE

MEANING

Blocked

During arebuild operation, the ServeRAID
controller setsthe state of any RAID level-0
logical drivesassociated with afailed array to the
Blocked state; then, it reconstructs the data that
wasstored in RAID level-1, RAID level-1E, Raid
level-5 and RAID level-5E logical drives.

After the Rebuild operation completes, you can
unblock the RAID level-0 logical drives, and
access them once again. However, the logical
drive might contain damaged data. You must
either re-create, reinstall, or restore the data from
the most recent backup disk or tape to the RAID
level-0 logical drive.

Critical Migrating

A logical drivein the critical statethat is
undergoing alogical drive migration (LDM).

Critical System

The ServeRAID controller usesthisreserved state
during alogical drive migration (LDM) when the
logical driveisin the critical state.

Critica

A RAID level-1, RAID level-1E, RAID level-5,
or RAID level-5E logical drive that contains a
defunct physical driveisin the critical state. A
critical logical driveis accessible, despite a
physical drivefailure.

Migrating

Thelogical driveisundergoing alogical drive
migration; that is, a change in RAID levels, a
changein logical drive size, anincreasein free
space, or a RAID level-5E compression or
decompression.
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DRIVE STATE MEANING

Offline Thelogica driveis offline and not accessible.
This state occurs when one of the following is
true.

] One or more physical drivesina RAID
level-0 logical driveisdefunct.

m  Two or more physical drivesina RAID
level-1, RAID level-1E, or level-5 logical
drive are defunct.

] Three or more drivesin aRAID level-5E
logical drive are defunct.

Okay Thelogical driveisokay. Itisinagood,
functional state.

System The ServeRAID controller usesthisreserved state
during logical drive migration (LDM).

ServeRAID Events in Director

The ServeRAID Manager tool adds the following events to the event
builder log:
m  Battery-Backup events: Failed and Need Replacement.

m  Configuration Changeevents. Adapter, Array, Array (BIOSMode,
Failover), Import, Logica Drive, Merge Migration, Read Ahead
Cache, Rebuild Rate, Removed, Replaced, Reset To, Scan, SCSI,
Set To (Strip Size, Successful), Unattended Mode, Write Back,
Write Cache, Write Through.

Enclosure
Logical Drive
Physical Drive

State events: Added, Failed, Failover, Not Found, Replaced,
Working.

UM Server Extensions User’s Guide 175



176



Capacity Management

Capacity Management is an easy-to-use resource-management and
planning tool for network managersand administrators, allowing remote
performance monitoring of every server on the network. IBM Capacity
Management identifies potential bottlenecksin anetwork, allowing for
effective planning of future capacity needs, such as microprocessor,
disk, or memory upgrades, thus preventing network slow downs and
downtime. With Capacity Management you can intelligently plan for
future hardware upgrades and how best to spend your resource dollars.

2 Monitor Activator
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Capacity Management includes extensive on-line help, including an
on-line tour. The on-line tour is an interactive help that guides you
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through Capacity Management’ s functions, making it especialy simple
to learn and understand this service. To begin an on-line tour, select
Report Viewer tour from the Using Capacity M anager task on the
Director console.

Note: The Capacity Management interfaceisavailablefor use only on

systems running Windows NT. However, data can be collected
from any remote systems running Client Services for Netfinity
Manager for 0S/2, Windows 95, Windows NT, or NetWare.

Components of Capacity Manager

Capacity Manager contains several features within the Netfinity
Director Extension tools package.

The console is now separated from the server. Before when you
managed your systems, you had to be on aserver that had Capacity
Manager installed, but now all Capacity Manager functionality can
be accessed remotely.

Thenew Monitor Activator task provides asingle console where
you can manage your systems. Actions within the task include:

All NT PerfMon monitors are now available.

With Monitor Activator's new informativeiconsyou can learn
whether amonitor isactive, inactive, or not present on agiven
system, whether Capacity Manager isrunning, or if asystem
is busy, secure, offline, or of an unknown status.

Capacity Manager will activate by default the Performance
Analysis monitors that are present on your systems, but you
can activate additional monitors and deactivate them at any
later time without having to edit an .ini file or restart your
systems.

The Report Generation task now gives you improved
performance with its new option of either generating a report
directly to the viewer for immediate viewing or generating to afile
for later viewing.

Reports that are generated to the viewer are created very
quickly because they are not saved to the disk while they are
generating. Y ou view these reports before deciding to save
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them, thus keeping your disk from being cluttered with every
generated report.

»  Generation performance is faster because of the improved
error detection. For example, when generating areport to the
viewer, you will first see a status window that tabulates the
status of each system during the generation. Without waiting
for the timeout to elapse, Capacity Manager will useits
improved diagnostics to report why any system does not
respond, so you can more quickly remedy the problem.

m  TheReport Definition user-interface panels were redesigned to
provide improved usability and functionality. Some facets of the
interface include:

* TheReport Parameters pane allows you to select areport
duration, aglobal sampling frequency, and the days and times
for collecting data.

 TheMethod of Generating a Report pane gives you the
choice between generating a report to the viewer or to afile.
To help you more easily keep track of report files and know
which can be merged, you can now includein thefile namethe
date and time of report generation in addition to the report
definition name.

* TheMonitor Selection pane gives you the option of either
including all activated monitors on your report or using the
Monitor Selection panel where you can individually activate
or deactivate monitors and select their sampling frequencies.

* TheTimeout parameter at the very bottom of the Report
Definition panel alows to set how long each system hasto
respond for inclusion in areport.

m  TheReport Viewer also has new options and performance
improvements;

» Forecasting has been enhanced with the addition of awavelet
transform technique that transformsthe observed monitor data
prior to the linear regression computations. Theresultisa
more accurate 95% prediction interval for the forecasting

graphs.

UM Server Extensions User’s Guide 179



e You have a choice between saving areport or a.gif file as
either aremotefileonthe Netfinity Director server or asalocal
file on your workstation. Both remote files and local files can
be managed by way of the consol e, but you can access remote
files from other workstations, and you can manage local files
with the command-line tools, CM View and CM Report.

A new sort option in Tableview allowsyou to sort by clicking
on a column header. For example, you can click the column
header, CPU Utilization, to see your systems sorted by their
CPU-utilization values. The sort order is dependent on which
sort-order button is depressed on the toolbar.

Capturing Data

Once you have alist of discovered systems, you can use the M onitor
Activator task to learn the status of the monitors on your selected
systems, and select which you want active or inactive. Capacity
Manager will collect dataon all the monitorsthat are both activated and
present on your selected systems. The Performance Analysis monitors
that are present on your system are activated by default when you install
Capacity Manager.

When you initiate the Monitor Activator task, Capacity Manager opens
aMonitor Activator window that listsyour selected systemsand all the
monitors for those systems. In the left pane you can select which
monitorsto activate or deactivate on your selected systems. By selecting
one or more monitorsin the left pane, you createin the upper right pane
atable of each selected monitor's status on each system listed. In the
lower right pane you can see the legend for al theicons used in the
Monitor Activator task.

Notes:
. Not all monitors are present on all systems. For example, Drive
E: isonly present on systems that have it installed.
. If you add or remove disk drives or LAN adapters, be sure to

rerun the M onitor Activator task. Not rerunning the Monitor
Activator task after changesin the drives and LAN adapters
could compromise the accuracy of the Performance Analysis
function.
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Starting the Monitor Activator

To start the Monitor Activator, either drag the Monitor Activator task
onto a system or group of systems, or select one or more individual
systems and drag the Monitor Activator task onto one of the selected
systems. The Monitor Activator task will include all the systems you
sel ected.

Using the Monitor Activator

The Monitor Activator has two main functions, to reveal the status of
monitors on your selected systems, and to allow you to change the status
of these monitors. These two functionsare driven by actionsyou takein
theleft pane, the M onitor pane, and either reflected inthe M onitor pane
or in the upper right pane, the Systems pane.

I Monitor Activator

 &sewms
an gﬁé“;f':gmérs Selected Monitors | COVOTEZ
s CPU Utilization =)
< Default
& IBMPSG
=3 gecurity
€03 CPU Monitors
I=JCPU Utilization
3 Process Count
5 Disk Wonitors
= Disk 1 Workload
£ Drive C: % Space Used

3 Drive C: Space Remainin: Legend
€ Drive C: Space Used

Monitars Systems
3 DMI Monitors

"2 Win3z DMI Service Provid = Active on all systems where present [ Manitar is active on system
g Q‘g’tgw‘jufxw 3 Inactive on all systems where presant [ Monitar is inactive on system

& Memory Usage T3 Active oh S0ME systems whete present [ Manitar is ot present an systern

B¢ NT Performance Monitors & Pending active on systems where present| | (L, Capacity Manager agent is not running on sy:
# £ Process Manitars & Pending inactive on systerns where presel Systerm is busy
[ Sentry Monitars Bold text indicates Performance Analysis System is secure

I system is ofine
Systam status is unknown

4| | »
Gn off <] | » a |
g1y, cancel | Heip |
‘Rzady |

When you first seethe Monitor pane, it isacollapsed tree structure. To
seethe individual monitors, you must expand the different nodes of the
tree until you get to the particular monitors of interest, which arelocated
at the end of each branch. For example, the CPU Utilization monitor is
at the end of the CPU Monitors branch node or group.

Thereis an icon to indicate the status of each monitor and each group.
The meaning of the icon depends on whether it is beside a group or a
monitor.
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The group icons:

All monitorsin the group are active.

1% | Some monitorsin the group are active.

No monitors in the group are active.

The monitor icons:

This monitor is active on your selected systems whereit is

£ present.

This monitor isinactive on your selected systemswhereit is
- present.

This monitor is active on some of the systems whereit is
17 | present. You will seethis statusiif at least one system has this
monitor in an inactive state,

Activating or deactivating monitors

To change the status of a monitor, select it by clicking on its name and
clicking either the on button to activate it or the off button to deactivate
it. To select multiple monitors at atime, control-click additional
monitors.

As asafety feature, Capacity Manager will not allow you to select a
group of monitors by clicking on the group name: each monitor must be
selected individually. Once you have completed your changes, click the
Apply button at the bottom of the window to apply the changes and
close the window.
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Note:  While you can go through and deactivate all your monitors on
this panel and apply this change, the next time you open the
monitor activator panel you will seethat a monitor still remains
activated. Y ou cannot delete all the monitors from the slot file.

If you decide to change the status of a monitor, the monitor’s icon will
change to indicate its pending state:

Your selected monitor will be activated on systemswhere it is
= present.

Your selected monitor will be deactivated on systems where it is
& present.

Monitoring for Performance Analysis

The Report Viewer’s Performance Analysis function probes for
bottlenecksin server hardware performance, diagnosesthe problem, and
suggests ways to improve performance. In order to create thisreport on
your selected systems' performance, the Performance Analysis (PA)
function must have specific monitorsactivated inthe M onitor Activator.
These PA monitors are shown in bold text in the monitor pane.

Creating a Status Table in the System Pane

To see the status of one or more monitors on each of your selected
systems, build the status tabl e in the Systems pane by sel ecting monitors
of interest inthe Monitor pane. Thistablelistsall your selected monitors
down the left side and all your selected systems horizontally across the
top.

The system paneicons are;

E, The monitor is present and active on this system.
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£1% | Themonitor is present but not active on this system.

¢#n | Themonitor not present on this system.

The agent is not running on this system. Either the Capacity
el Manager agent is not installed on this system or thereis an error.

& This system is busy; the Capacity Manager agent is processing
another request. Please try again later.

&) | Thesystem issecured.

The system is offline.

The system statusis unknown because the Capacity Manager
agent is not responding.

Viewing Data

Capacity Manager allowsyou generate afile either to the Report Viewer
for immediate viewing or to afile for later viewing. Before areport can
be viewed it must be defined.

Creating a Report Definition

To createareport definition, double-click New Report Definition inthe
list of report definitions.

Once you are inside the report definition window, you can choose the
time period for collecting data, the amount of datato collect, and the
daysand timesfor collecting data. Y ou can al so determine what monitor
datawill appear inthe report. Whileyou are in the report definition, you
can also decide whether to generate the report to the viewer or to afile.
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If you elect to generate the report to afile, the file will be saved on the
Netfinity Director server for later viewing. If you elect to generate the
report to the viewer, this generated file will be kept in memory only for
the time you are viewing the report.

Notice that the standard report definitions, for example Weekly and
Hourly, are by default set to file and to viewer respectively. You can
change these settings either by right-clicking the report definition name
and selecting the alternate option, or you can double-click the report
definition name and change the option on the Report Definition window.

If you are creating anew report definition with New Report Definition
listed under Report Generation, select either to Viewer or to File on the
Report Definition window. When you save your new report definition,
it will be labeled with your selected option.

Generating the Report to a File

When you initiate the generation step, you will see adialog box, which
will ask if you want to either create a scheduled job for this task or
execute it immediately.

If you click Schedule, you will see another dialog box, which will ask
you for ajob name, and the time and date for generating the report.

If you click Execute Now, you will see a status box for the generation
of your report. Any report that you create with the to-file option is saved
automatically in the /reports subdirectory of the Netfinity Director
install directory.

Y ou can create areport as more than one file type: .cmr, .txt, or .html.
Both .cmr and .txt files can beloaded into the Capacity Manager Report
Viewer. The.cmr file loads faster than does the .txt file, but the .txt file
can be loaded into most spreadsheet applications. The .html file format
cannot be loaded into the Report Viewer, but it can be loaded into a
browser where you can then print it. Also, some spreadsheet
applications will accept an .html file.

Generating the Report to the Viewer

When you initiate the generate step, Capacity Manager will immediately
open a Status window where you can see the status of your selected
systems as Capacity Manager triesto include them in areport. A status
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bar at the top indicatesthe progress of the task. When Capacity Manager
either successfully accesses all your selected systems or reaches the
timeout limit, it will open Report Viewer to display the generated report.

You can also click Finish Now to immediately terminate the generate
step and open the Report Viewer to display the system data that was
collected at that point.

2 7 b 0@ S =) o
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Note:

When you go to close or exit the generated report in the Report
Viewer, Capacity Manager will not ask you if you want to save
it. If you do not save thefile prior to closing it, the file will be
lost. Y ou can save your report as either a.cmr file or a .txt file,
or you can export it to HTML format. Y ou also have the choice
of saving the report as a remote file on the Netfinity Director
server, or as alocal file on your workstation.

Analyzing Data

Capacity Manager probes for bottlenecks in server hardware
performance, diagnoses the problem, and suggests ways to improve
performance through the Performance Analysis function. The function
indicates a bottleneck when one or more monitors exceed their
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threshol ds settings for a significant amount of the report period.
Performance Analysis will also look at performance trends and predict
when abottleneck may occur inthefuture or what latent bottleneckswill
be revealed when current bottlenecks are resolved.

Performance Analysis Monitor Requirements
The algorithm uses the following monitors:

®  Memory usage

m %Disktime

m  CPU utilization

] % Processor time

] Packets/sec

] % Network utilization

By default Capacity Manager will activate al the required Performance
Analysis (PA) monitorsthat are present on your systems, but only
Windows NT has all the required monitors, therefore Performance
Analysisisnot available on other operating systems. The packets/sec
and % processor time monitorsare not required, but omitting them could
cause Performance Analysis to miss some system problems.

To help you identify the PA monitors, their names arein bold on the
Monitor Activator task window, the Monitor Selection window for the
Report Definition task, and on the Monitor tab for the Settings notebook
in the Report Viewer. Each of the PA monitors has a critical threshold
and awarning threshold; both thresholds are important to the generation
of aPerformance Analysis report. Any change to the threshold values
for any of the PA monitors could adversely affect the performance of
Performance Analysis. Whenever you work with your monitor
selections, remember to have all the PA monitors set to the same
sampling frequency and active at the same time.

Notes:

. Not all systemshave the packets/sec monitor, but if thismonitor
is present on your system, it will be activated with your other
NT Performance monitors. Thereare other packets/sec monitors
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located under the Redirector, but these will not give the
appropriate data for the Performance Analysis report.

Thereis a % processor-time monitor for each processor device
onyour system, but the monitor for CPU utilization monitorsall
processor-time devices on your system. When asystem hasonly
onhe processor time device, data values from the single %
processor-time monitor will be very similar to the
CPU-utilization monitor data values. Any differencesin these
datavalues are attributabl e to the sampling times of the two
monitors not being precisely in phase.

Performance Analysis Report Terminology

A deviceisasystem component such asmemory, aCPU, oraLAN
adapter.

A deviceis constrained, or over-used, when one or more of the
monitorsisin the critical threshold for enough of the time.

A bottleneck occurs on a system when one or more devices are
constrained.

A bottleneck that is currently happening is sometimes called a
realized bottleneck (or just a bottleneck).

A bottleneck that may occur after you fix the realized bottleneck is
called alatent bottleneck.

Bottlenecks

Bottlenecks occur on a system when one or more devices become
constrained. The devices's monitor will detect the constraint, and
Performance Analysis will indicate a bottleneck.

There are four types of single bottlenecks detected by Performance
Analysis. CPU, disk, memory, and LAN adapter. Each of the PA
monitors detects one of these four bottleneck types:

The CPU utilization and % processor time monitors detect a CPU
bottleneck.

The % disk time monitor detects a disk bottleneck.
The memory usage monitor detects amemory bottleneck.
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m  The packets/sec and the % network utilization monitors detect a
LAN adapter bottleneck.

These are not the only types of bottlenecks that can occur: there can be
bottleneck combinations. For example, adisk bottleneck occursif either
the Disk 1 or Disk 2 device is constrained, and a memory bottleneck
occursif amemory usage device is constrained. But if Disk 1 becomes
constrained along with Memory Usage, then the memory bottleneck
becomes a disk + memory bottleneck, and the recommendation for
addressing a bottleneck with two devices may not be the same as
addressing two bottlenecks individually.

In the example of adisk + memory bottleneck, the algorithm recognizes
that insufficient memory can lead to disk thrashing, so the
recommendation isto add memory and leave the disk drive unchanged.
Devices often interact in thisway, so each combination of device types
(memory, disk, CPU, LAN) constitutes a separate bottleneck with its
own recommendation.

Often when you have one bottleneck, others are not evident while the
system is slowed by thefirst bottleneck. The bottleneck that is currently
happening is arealized bottleneck, but one that is not evident while the
systemissowed isalatent bottleneck. Performance Analysiswill report
adevice asalatent bottleneck if it exceedsthe warning threshold setting
at least 50% of the time that another deviceis constrained. It is also
possiblefor agiven deviceto contributeto alatent bottleneck for part of
the time and to arealized bottleneck for part of the time.

The Performance Analysis algorithm scans for bottlenecks on each
system. If no bottlenecksarefound for agiven system, then Performance
Analysiswill use aforecasting agorithm to look simultaneously at all
the system monitors to predict what bottlenecks may occur and report
thefirst bottleneck that it foresees. Theforecast period isthe samelength
asthereport period. For example, areport period of one month can have
aforecast of one month into the future.

Recommendations and Details

The Performance Analysis report consists of two main sections:
Recommendations and Details. The Details section shows everything
that was found while the Recommendations only shows the subset of
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Detail s that the user needs to act on. The Details section includes links
that allow you to see a graph of the performance of the monitor in
guestion.

Thereport listsfirst the systems with the most severe bottlenecks. A
bottleneck that is reported in the Detailswill appear in the
Recommendationsif it meets one of the following criteria:

m [t occurred on the last day of the report.

m It occurred more than 25% of the time, plusit occurred more than
any other bottleneck for that particular system.

m  Itappearsthat it will occur inthefuture; this prediction isbased on
Performance Analysis having enough data for the system to make
areliable forecast.

Performance Analysis

The Performance Analysisbutton appears as one of four icons, each of which
represents a different meaning.

Your Performance Analysis report is ready and has no bottleneck
recommendations, but the Details section of the report may discuss
some bottlenecks or latent bottlenecks.

@ Your Performance Analysis report is still being prepared

Your Performance Analysis report could not be prepared; you
could be missing one or more critical monitors.

Your Performance Analysis report is ready, and you have system
- bottlenecks.

To see a Performance Analysis report of the system data, click
Perfor mance Analysis on the toolbar.

To examine the report more closely, go to the top of the report, in the
Recommendations section and click on the system Goto detailslink to
see adetailed report of that particular system bottlenecks.
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Saving and Printing a Performance Analysis

To save areport summary as alocal .html file, click File— Export
Reporttolocal HTML. Inthe Save aslocal HTML... window, select
apreferred directory, input a new file name and click Save.

A report saved as an .html file will contain the following sections:

m A Tableof Contentsthat contains links to the other sections: a
Report Table, the Report Information, and the Performance
Analysis Recommendations and Details.

m A Report Table that presents the same monitor and system data
that is available in the Report Viewer in Table view.

m  TheReport Information, which includes the file name, the
analysis start and end dates, days of the week and hours of
coverage, the name of the report definition, plus alist of any
systems that were requested but not included in the report.

m  ThePerformance Analysis Recommendations, which include
recommendations for remedying the most serious bottlenecks.

m  ThePerformanceAnalysisDetails, whichincludeinformation on
the frequency and duration of both active and latent bottlenecks,
plus remedies for the bottlenecks. A latent bottleneck isa
bottleneck that will become active once a current bottleneck is
fixed.

To print a Performance Analysis report, save it first as either alocal
HTML file or asaremote (on your server) HTML file, then print it from
your Web browser. A printed version of the report omitsthe linksto the
graphs but includes the monitor and system parameter information from
Table view.

Forecasting Data

The Forecast function allows you to see Capacity Manager’s prediction
of the future performance of your selected systems.

Capacity Manager uses forecasting in two of its components:

m  InaPerformance Analysisreport. If there are no realized
bottlenecks, Capacity Manager uses forecasting to predict, with a
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level of confidence, if and when it foresees amonitor performance
bottleneck.

®  Inyour systems monitor performance graph. On agraph of a
selected monitor’s performance for one or more systems, you can
click the forecast button to see aforecast of the monitor’s
performance on your selected systems. The graph depicts both the
observed data and the forecast.

About the Calculations

To create aforecast, Capacity Manager applies awavelet transform to
the monitor data prior to performing aleast squares linear regression.
With this transformed data, it computes a forecast line with a 95%
prediction interval. The forecast duration is equal to the duration of the
observed data. For the forecast to be valid, Capacity Manager needs a
minimum of 24 days of previously collected data where the system
monitors have been running at least 50% of the time.

Viewing a Performance Forcast for a Selected

System

To see the performace forcast for your selected systems, click the
Forecast button in the lower right corner of the screen. Capacity
Manager'sforecast isfor whatever monitor you currently have selected.
To see aforecast for another monitor, click its name in the monitor box.

Notes:

. Y ou cannot use Zoom and For ecast at the sametime; they are
mutually exclusive such that oneisturned off when the other is
turned on.

. The forecast data is more meaningful for systems that are
individually graphed rather than shown in atrend graph. To
change from atrend graph to a graph of individual systems,
either set your trend graph threshold to ahigher number or select
fewer systems to graph at one time. For more information, see
the help page on Changing the number of systems graphed as
individual systems.
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About the Forecast Display
The Forecast graph has a number of elements that are unique.

m  Theforecast lineisadashed line with an arrow at the end. This
line describes possible future data values that are consistent with
the prediction that an actual future data value will fall with equal
probability above or below the forecast line. The forecast interval
isamultiple of your data collection period. The default prediction
period is set to the same length as the data collection period. For
example, if you have amonth of collected data, the forecast will be
for amonth into the future.

m  Theprediction interval isrepresented by the dotted lines located
above and below the forecast line. The prediction interval
represents the range of data values that are located above and
below the forecast line and are consistent with the prediction that
an actual future data value will fall within the interval with a
probability of 95 percent. The width of the interval depends upon
the variability of the observed monitor data: the greater the
variability, the wider the prediction interval. The prediction
interval is only displayed when you request aforecast of asingle
system. Graphs of multiple-system forecasts do not show
prediction intervals.

m  Thevertical bar at the beginning of the forecast data depicts the
range.

m  Thegap betweenthe actual collected dataand the beginning of the
predicted data serves as a separator between these two data sets.

Thefollowing illustration is an example of a forecast plot.

If you are puzzled by awide prediction interval for aforecast, click the
Point per box to call up afiner resolution of your data. Y our data points
may have a broad variance that is hidden by the averaging that occurs
when datais displayed at a coarser resolution.

About Warning Messages on the Forecast Graph

Capacity Manager will display one of two warnings if your forecast is
not valid. Do not use an invalid forecast to make decisions about your
systems.
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Data collection period istoo short for a valid forecast. To
generate avalid forecast, you need at least 24 days of data.

System ' X’ does not have enough data for forecasting. or
Multiple systemsdo not have enough data for forecasting. The
sel ected monitor must have been on at | east 50% of thetime during
the data collection period.
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