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Preface

The Alteon OS 20.1 Command Reference describes how to configure and use the Alteon OS
software with your GbE Switch Module.

For documentation on installing the switches physically, see the Installation Guide for your
GbE Switch Module.

Who Should Use This Book

This Command Reference is intended for network installers and system administrators engaged
in configuring and maintaining a network. The administrator should be familiar with Ethernet
concepts, IP addressing, the IEEE 802.1d Spanning Tree Protocol, and SNMP configuration
parameters.

How This Book Is Organized

Chapter 1 “The Command Line Interface,” describes how to connect to the switch and access
the information and configuration menus.

Chapter 2 “First-Time Configuration,” describes how to use the Setup utility for initial
switch configuration and how to change the system passwords.

Chapter 3 “Menu Basics,” provides an overview of the menu system, including a menu map,
global commands, and menu shortcuts.

Chapter 4 “The Information Menu,” shows how to view switch configuration parameters.
Chapter 5 “The Statistics Menu,” shows how to view switch performance statistics.

Chapter 6 “The Configuration Menu,” shows how to configure switch system parameters,
ports, VLANS, Spanning Tree Protocol, SNMP, Port Mirroring, IP Routing, Port Trunking, and
more.
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Chapter 7 “The SLB Configuration Menu,” shows how to configure Server Load Balancing,
Filtering, Global Server Load Balancing, and more.

Chapter 8 “The Operations Menu,” shows how to use commands which affect switch per-
formance immediately, but do not alter permanent switch configurations (such as temporarily
disabling ports). The menu describes how to activate or deactivate optional software features.

Chapter 9 “The Boot Options Menu,” describes the use of the primary and alternate switch
images, how to load a new software image, and how to reset the software to factory defaults.

Chapter 10 “The Maintenance Menu,” shows how to generate and access a dump of critical
switch state information, how to clear it, and how to clear part or all of the forwarding database.

Appendix A, “Alteon OS Syslog Messages,” shows a listing of syslog messages.

Appendix B, “Alteon OS SNMP Agent,” lists the Management Interface Bases (MIBs) sup-
ported in the switch software.

“Glossary” includes definitions of terminology used throughout the book.

“Index” includes pointers to the description of the key words used throughout the book.

NEQRTEL

12 m Preface NETWORKS
13N0340, March 2004



Alteon OS 20.1 Command Reference

Typographic Conventions

The following table describes the typographic styles used in this book.

Table 1 Typographic Conventions

Typeface or  Meaning Example
Symbol

AaBbCc123  This type is used for names of commands, View the r eadne. t xt file.
files, and directories used within the text.

It also depicts on-screen computer output and Mai n#
prompts.

AaBbCc123  This bold type appears in command exam- Mai n# sys
ples. It shows text that must be typed in
exactly as shown.

<AaBbCcl123> This italicized type appears in command To establish a Telnet session, enter:
examples as a parameter placeholder. Replace host# t el net <IP address>
the indicated text with the appropriate real
name or value when using the command. Do
not type the brackets.

This also shows book titles, special terms, or  Read your User’s Guide thoroughly.
words to be emphasized.

[ 1] Command items shown inside brackets are host# | s [-a]
optional and can be used or excluded as the
situation demands. Do not type the brackets.
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How to Get Help

If you need help, service, or technical assistance, see the “Getting help and technical assis-
tance” appendix in the Nortel Networks Layer 2-7 GbE Switch Module for IBM eServer Blade-
Center Installation Guide on the IBM BladeCenter Documentation CD.

NEQRTEL
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CHAPTER 1
The Command Line Interface

Your GbE Switch Module is ready to perform basic switching functions right out of the box.
Some of the more advanced features, however, require some administrative configuration
before they can be used effectively.

The extensive Alteon OS switching software included in your switch provides a variety of
options for accessing and configuring the switch:

B A built-in, text-based command line interface and menu system for access via a Telnet ses-
sion

B SNMP support for access through network management software such as IBM Director or
HP OpenView

B Alteon OS Browser-Based Interface (BBI)

The command line interface is the most direct method for collecting switch information and
performing switch configuration. Using a basic terminal, you are presented with a hierarchy of
menus that enable you to view information and statistics about the switch, and to perform any
necessary configuration.

This chapter explains how to access the Command Line Interface (CLI) for the switch.

NECRTEL
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Connecting to the Switch

You can access the command line interface in any one of the following ways:

B Using a Telnet via the management module
B Using a Telnet connection over the network
B Using a SSH connection to securely log into another computer over a network

Management Module Setup

The BladeCenter GbE Switch Module is an integral subsystem within the overall BladeCenter
system. The BladeCenter chassis includes a management module (MM) as the central element
for overall chassis management and control.

You can use the 100-Mbps Ethernet port on the Management Module to configure and manage
the GbE Switch Module. The GbE Switch Module communicates with the management mod-
ule through its internal port 15 (MGT1) and port 16 (MGT2), which you can access through the
100 Mbps Ethernet port on the management module. The factory default settings will only per-
mit management and control access to the switch module through the 10/100 Mbps Ethernet
port on the management module. You can use the four external 10/100/1000 Mbps Ethernet
ports on the switch module for management and control of the switch by selecting this mode as
an option through the management module configuration utility program (see the applicable
BladeCenter Installation and User’s Guide publications on the IBM BladeCenter Documenta-
tion CD for more information).

Factory-Default vs. MM assigned IP Addresses

Each GbE Switch Module must be assigned its own Internet Protocol address, which is used
for communication with an SNMP network manager or other transmission control protocol/
Internet Protocol (TCP/IP) applications (for example, BootP or TFTP). The factory-default IP
address is 10.90.90.9x, where x corresponds to the number of the bay into which the GbE
Switch Module is installed. For additional information, see the Installation Guide). The man-
agement module assigns an IP address of 192.168.70.1xx, where xx corresponds to the number
of the bay into which each GbE Switch Module is installed, as shown in Table 1-1:

NEQRTEL
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Table 1-1 GbE Switch Module IP addresses, based on switch-module
bay numbers

Bay number Factory-default IP address IP address assigned by MM
Bay 1 10.90.90.91 192.168.70.127
Bay 2 10.90.90.92 192.168.70.128
Bay 3 10.90.90.94 192.168.70.129
Bay 4 10.90.90.97 192.168.70.130

Default Gateway

The default Gateway IP address determines where packets with a destination address outside
the current subnet should be sent. Usually, the default Gateway is a router or host acting as an
IP gateway to handle connections to other subnets of other TCP/IP networks. If you want to
access the GbE Switch Module from outside your local network, use the management module
to assign a default Gateway address to the GbE Switch Module. Choose 1/0 Module Tasks >
Management from the navigation pane on the left, and enter the default Gateway IP address
(for example, 192.168.70.125). Click Save.

Configuring the Management Module for Switch Access

Complete the following initial configuration steps:

1. Connect the Ethernet port of the management module to a 10/100 Mbps network (with
access to a management station) or directly to a management station.

2. Access and log on to the management module, as described in the BladeCenter Manage-
ment Module User’s Guide on the IBM BladeCenter Documentation CD. The management
module provides the appropriate IP addresses for network access (see the applicable Bla-
deCenter Installation and User’s Guide publications on the IBM BladeCenter Documenta-
tion CD for more information).

NQRTEL
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3. Select Management on the I/0 Module Tasks menu on the left side of the BladeCenter
Management Module window. See Figure 1.

BladeCenter Management Module server ////},

Switch Management 2

Use the following links to jurmp down to different sections on this page.

Bay 1 (Ethernet SM)” @

Current IP Configuration
Configuration method:  Static

IP address: 192.168.70127
Subnet mask: 2552552550 sy
Gateway address: 192.168.70.125

New Static IP Configuration
Status: Enabled
To change the [P configuration for this switch modwle, fill in the following
fields and click "Save". This will save and enable the new IF configuration.

IP address |192.168.?D.12?
Subnet mask |255.255.255.D
Gateway address |192.168.?D.125

Advanced Management

Save |

Figure 1 Switch management on the BladeCenter management module

4. You can use the default IP addresses provided by the management module, or you can
assign a new IP address to the switch module through the management module. You can
assign this 1P address through one of the following methods:

B Manually through the BladeCenter management module.

B Automatically through the IBM Director Configuration Wizard (when it becomes
available)

NoTE — If you change the IP address of the GbE Switch Module, make sure that the GbE
Switch Module and the management module both reside on the same subnet.

NQRTEL
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Enable the following features in the management module (Switch Tasks > Management >
Advanced Management):

B External Ports

B External management over all ports (required if you want to access the management net-
work through the four external ports on the GbE Switch Module)

The default value is Disabled for both features. If these features are not already enabled,
change the value to Enabled, then Save.

NOTE — In the switch management Advanced Setup, enable “Preserve new IP configuration on
all switch resets,” to retain the switch’s IP interface when you restore factory defaults. This set-
ting preserves the management port’s IP address in the management module’s memory, so you
maintain connectivity to the management module after a reset.

You can now start a Telnet session, Browser-Based Interface (Web) session, or a Secure Shell
session to the GbE Switch Module.

Connecting to the Switch via Telnet

Use the management module to access the GbE Switch Module through Telnet. Choose

1/0 Module Tasks > Management from the navigation pane on the left. Select a bay number
and click Advanced Management > Start Telnet/Web Session > Start Telnet Session. A
Telnet window opens a connection to the Switch Module.

Once that you have configured the GbE Switch Module with an IP address and gateway, you
can access the switch from any workstation connected to the management network. Telnet
access provides the same options for user and administrator access as those available through
the management module, minus certain Telnet and management commands.

To establish a Telnet connection with the switch, run the Telnet program on your workstation
and issue the Telnet command, followed by the switch IP address:

t el net <switch IP address>

Running Telnet

Once the IP parameters on the GbE Switch Module are configured, you can access the CLI using
a Telnet connection. From the management module, you can establish a Telnet connection with
the switch.

You will then be prompted to enter a password as explained on page 20.

NETWORKS Chapter 1: The Command Line Interface m 19
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Using a BOOTP Server

If you have a BOOTP server on your network, add the MAC address of the switch to the
BOOTP configuration file located on the BOOTP server. The MAC address can be found on a
small white label on the back panel of the switch. The MAC address can also be found in the
System Information menu (see “System Information” on page 52).

Establishing an SSH Connection

Although a remote network administrator can manage the configuration of a GbE Switch Module
via Telnet, this method does not provide a secure connection. The SSH (Secure Shell) protocol
enables you to securely log into another computer over a network to execute commands
remotely. As a secure alternative to using Telnet to manage switch configuration, SSH ensures
that all data sent over the network is encrypted and secure.

The switch can do only one session of key/cipher generation at a time. Thus, a SSH/SCP client
will not be able to login if the switch is doing key generation at that time or if another client
has just logged in before this client. Similarly, the system will fail to do the key generation if a
SSH/SCP client is logging in at that time.

The supported SSH encryption and authentication methods are listed below.

B Server Host Authentication: Client RSA-authenticates the switch in the beginning of
every connection.

B Key Exchange: RSA
B Encryption: 3DES-CBC, DES

B User Authentication: Local password authentication, Radius

NEQRTEL
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The following SSH clients have been tested:

B SSH 1.2.23 and SSH 1.2.27 for Linux (freeware)

B SecureCRT 3.0.2 and SecureCRT 3.0.3 (VVan Dyke Technologies, Inc.)
B F-Secure SSH 1.1 for Windows (Data Fellows)

NOTE — The Alteon OS implementation of SSH is based on SSH version 1.5 and supports
SSH-1.5-1.X.XX. SSH clients of other versions (especially Version 2) will not be supported.

Running SSH

Once the IP parameters are configured and the SSH service is turned on the GbE Switch Module,
you can access the command line interface using an SSH connection. The default setting for
SSH access is disabled.

To establish an SSH connection with the switch, run the SSH program on your workstation by
issuing the SSH command, followed by the switch IP address:

‘ >> # ssh <switch IP address> ‘

or, if SecurlD authentication is required, use the following command:

‘ >> # ssh -1 ace <switch IP address> ‘

You will then be prompted to enter your user name and password.

NQRTEL
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Accessing the Switch

To enable better switch management and user accountability, seven levels or classes of user
access have been implemented on the GbE Switch Module. Levels of access to CLI, Web man-
agement functions, and screens increase as needed to perform various switch management
tasks. Conceptually, access classes are defined as follows:

B User interaction with the switch is completely passive—nothing can be changed on the
GbE Switch Module. Users may display information that has no security or privacy implica-
tions, such as switch statistics and current operational state information.

B Operators can only effect temporary changes on the GbE Switch Module. These changes
will be lost when the switch is rebooted/reset. Operators have access to the switch man-
agement features used for daily switch operations. Because any changes an operator
makes are undone by a reset of the switch, operators cannot severely impact switch opera-
tion.

B Administrators are the only ones that may make permanent changes to the switch configu-
ration—changes that are persistent across a reboot/reset of the switch. Administrators can
access switch functions to configure and troubleshoot problems on the GbE Switch Module.
Because administrators can also make temporary (operator-level) changes as well, they
must be aware of the interactions between temporary and permanent changes.

Access to switch functions is controlled through the use of unique surnames and passwords.
Once you are connected to the switch via local Telnet, remote Telnet, or SSH, you are
prompted to enter a password. The default user names/password for each access level are listed
in the following table.

NOTE — It is recommended that you change default switch passwords after initial configuration
and as regularly as required under your network security policies. For more information, see
“Setting Passwords” on page 37.

Table 1-2 User Access Levels

User Account Description and Tasks Performed Password

User The User has no direct responsibility for switch management.  user
He or she can view all switch status information and statistics,
but cannot make any configuration changes to the switch.

NEQRTEL
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Table 1-2 User Access Levels

User Account

Description and Tasks Performed

Password

SLB Operator

The SLB Operator manages Web servers and other Internet ser-
vices and their loads. In addition to being able to view all
switch information and statistics, the SLB Operator can enable/
disable servers using the Server Load Balancing operation
menu.

sl boper

Layer 4 Operator

The Layer 4 Operator manages traffic on the lines leading to
the shared Internet services. This user currently has the same
access level as the SLB operator. and the access level is
reserved for future use, to provide access to operational com-
mands for operators managing traffic on the line leading to the
shared Internet services.

| 4oper

Operator

The Operator manages all functions of the switch. In addition
to SLB Operator functions, the Operator can reset ports or the
entire switch.

oper

SLB Administrator

The SLB Administrator configures and manages Web servers
and other Internet services and their loads. In addition to SLB
Operator functions, the SLB Administrator can configure
parameters on the Server Load Balancing menus, with the
exception of not being able to configure filters or bandwidth
management.

sl badm n

Layer 4
Administrator

The Layer 4 Administrator configures and manages traffic on
the lines leading to the shared Internet services. In addition to
SLB Administrator functions, the Layer 4 Administrator can
configure all parameters on the Server Load Balancing menus,
including filters and bandwidth management.

| 4admi n

Administrator

The superuser Administrator has complete access to all menus,
information, and configuration commands on the GbE Switch
Module, including the ability to change both the user and
administrator passwords.

adm n

NoOTE — With the exception of the “admin” user, access to each user level can be disabled by
setting the password to an empty value. All user levels below “admin” will (by default) be ini-
tially disabled (empty password) until they are enabled by the “admin” user. This is done in

order to avoid inadvertently leaving the switch open to unauthorized users.

NECRTEL

NETWORKS

Chapter 1: The Command Line Interface m 23
13N0340, March 2004



Alteon OS 20.1 Command Reference

Setup Versus CLI

Once the administrator password is verified, you are given complete access to the switch. If the
switch is still set to its factory default configuration, the system will ask whether you wish to
run Setup (see Chapter 2, “First-Time Configuration”), a utility designed to help you through
the first-time configuration process. If the switch has already been configured, the Main Menu
of the CL1I is displayed instead.

The following table shows the Main Menu with administrator privileges.

[ Mai n Menu]
info - Information Menu
stats - Statistics Menu
cfg - Configuration Menu
oper - Operations Command Menu
boot - Boot Options Menu
mai nt - Maintenance Menu
diff - Show pendi ng config changes [global conmmand]
apply - Apply pending config changes [ gl obal comrand]
save - Save updated config to FLASH [ gl obal command]
revert - Revert pending or applied changes [gl obal conmand]
exit - Exit [global conmand, always avail abl €]

NOTE — If you are accessing a user account or Layer 4 administrator account, some menu
options will not be available.

Command Line History and Editing

For a description of global commands, shortcuts, and command line editing functions, see
“Menu Basics” on page 43.”

Idle Timeout

By default, the switch will disconnect your Telnet session after five minutes of inactivity. This
function is controlled by the idle timeout parameter, which can be set from 1 to 60 minutes. For
information on changing this parameter, see “System Configuration” on page 159.

NEQRTEL
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CHAPTER 2
First-Time Configuration

NECRTEL

To help with the initial process of configuring your switch, the Alteon OS software includes a
Setup utility. The Setup utility prompts you step-by-step to enter all the necessary information
for basic configuration of the switch. This chapter describes how to use the Setup utility and
how to change system passwords. Before you run Setup, you must first connection to the
switch (see Chapter 1, “Connecting to the Switch”).

Using the Setup Utility

Whenever you log in as the system administrator under the factory default configuration, you
are asked whether you wish to run the Setup utility. Setup can also be activated manually from
the command line interface any time after login.

Information Needed For Setup

Setup requests the following information:

B Basic system information
O Date & time
O Whether to use BOOTP or not

O Whether to use Spanning Tree Group or not
B Optional configuration for each port

O Speed, duplex, flow control, and negotiation mode (as appropriate)

O Whether to use VLAN tagging or not (as appropriate)
B Optional configuration for each VLAN

O Name of VLAN
O Which ports are included in the VLAN
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B Optional configuration of IP parameters
O IP address, subnet mask, and VLAN for each IP interface
IP addresses for up to four default gateways
Destination, subnet mask, and gateway IP address for each IP static route

Whether IP forwarding is enabled or not

O o o o

Whether the RIP supply is enabled or not

Starting Setup When You Log In

The Setup prompt appears automatically whenever you login as the system administrator under
the factory default settings.

1. Connect to the switch.
After connecting, the login prompt will appear as shown below.
Ent er Password:
2. Enter adm n as the default administrator password.
If the factory default configuration is detected, the system prompts:
Connected to GbE Switch Mdul e
18:44: 05 Wed Jan 3, 2001
The switch is booted with factory default configuration.
To ease the configuration of the switch, a "Set Up" facility which
will pronpt you with those configuration itens that are essential to
the operation of the switch is provided.
Wuld you like to run "Set Up" to configure the switch? [y/n]:
NOTE — If the default admi n login is unsuccessful, or if the administrator Main Menu appears
instead, the system configuration has probably been changed from the factory default settings.
If you are certain that you need to return the switch to its factory default settings, see “Select-
ing a Configuration Block” on page 291.
3. Entery to begin the initial configuration of the switch, or n to bypass the Setup facility.
NQRTEL
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Stopping and Restarting Setup Manually

Stopping Setup

To abort the Setup utility, press <Ctrl-C> during any Setup question. When you abort Setup,
the system will prompt:

Wuld you like to run fromtop again? [y/n]

Enter n to abort Setup, or y to restart the Setup program at the beginning.

Restarting Setup

You can restart the Setup utility manually at any time by entering the following command at
the administrator prompt:

‘ # [ cfglsetup

Setup Part 1: Basic System Configuration

When Setup is started, the system prompts:

"Set Up" will walk you through the configuration of
System Date and Tinme, BOOTP, Spanning Tree, Port Speed/ Mde,
VLANs, and IP interfaces. [type Ctrl-C to abort "Set Up"]

W1l you be configuring VLANs? [y/n]

1. Entery if you will be configuring VLANSs. Otherwise enter n.

If you decide not to configure VLANS during this session, you can configure them later using
the configuration menus, or by restarting the Setup facility. For more information on configur-
ing VLANS, see the Alteon OS 20.1 Application Guide.

Next, the Setup utility prompts you to input basic system information.

2. Enter the year of the current date at the prompt:

Enter year [2003]:

Enter the last two digits of the year as a number from 00 to 99. “00” is considered 2000. To
keep the current year, press <Enter>.
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NoTE — When the GbE Switch Module is reset, the date and time to revert to default values.
Use/ cf g/ sys/ dateand/ cf g/ sys/ti ne toreenter the current date and time.

The system displays the date and time settings:

System cl ock set to 18:55:36 Wed Jan 3, 2003.

3. Enter the month of the current system date at the prompt:

System Dat e:
Enter nmonth [1]:

Enter the month as a number from 1 to 12. To keep the current month, press <Enter>.

4. Enter the day of the current date at the prompt:

Enter day [3]:

Enter the date as a number from 1 to 31. To keep the current day, press <Enter>.

5. Enter the hour of the current system time at the prompt:

System Ti ne:
Enter hour in 24-hour format [18]:

Enter the hour as a number from 00 to 23. To keep the current hour, press <Enter>.

6. Enter the minute of the current time at the prompt:

Enter mnutes [55]:

Enter the minute as a number from 00 to 59. To keep the current minute, press <Enter>.

7. Enter the seconds of the current time at the prompt:

Enter seconds [37]:

Enter the seconds as a number from 00 to 59. To keep the current second, press <Enter>.

The system displays the date and time settings:

System cl ock set to 8:55:36 Wed Jan 3, 2001.
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8. Enable or disable the use of BOOTP at the prompt:
Boot P Opti on:
Current BOOTP: disabl ed
Enter new BOOTP [d/e]:
If available on your network, a BOOTP server can supply the switch with IP parameters so that
you do not have to enter them manually. BOOTP must be disabled however, before the system
will prompt for IP parameters.
Enter d to disable the use of BOOTP, or enter e to enable the use of BOOTP. To keep the current
setting, press <Enter>.
9. Turn Spanning Tree Protocol on or off at the prompt:
Spanni ng Tree:
Current Spanning Tree Group 1 setting: ON
Turn Spanning Tree Goup 1 OFF? [y/n]
Enter y to turn off Spanning Tree, or enter n to leave Spanning Tree on.
Setup Part 2: Port Configuration
NoTE — When configuring port options for your switch, some of the prompts and options may
be different.
1. Select the port to configure, or skip port configuration at the prompt:
Port Config:
Enter port alias or port nunber (INT1-14, MGT1-2, EXT1-4):
If you wish to change settings for individual ports, enter the number of the port you wish to
configure. To skip port configuration, press <Enter> without specifying any port and go to
“Setup Part 3: VLANS” on page 31.
2. Configure Gigabit Ethernet port flow parameters.
If you selected a port that has a Gigabit Ethernet connector, the system prompts:
G g Link Configuration:
Port Fl ow Control:
Current Port EXT1 flow control setting: bot h
Enter new value ["rx"/"tx"/"both"/"none"]:
NQRTEL
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Enter r x to enable receive flow control, t x for transmit flow control, bot h to enable both, or
none to turn flow control off for the port. To keep the current setting, press <Enter>.

3. Configure Gigabit Ethernet port autonegotiation mode.

If you selected a port that has a Gigabit Ethernet connector, the system prompts:

Port Auto Negoti ation:
Current Port EXT1 autonegoti ation: on
Enter new value ["on"/"off"]:

Enter on to enable port autonegotiation, of f to disable it, or press <Enter> to keep the current
setting.

4. If configuring VLANS, enable or disable VLAN tagging for the port.
If you have selected to configure VLANS back in Part 1, the system prompts:

Port VLAN tagging config (tagged port can be a nenber of nultiple VLANs)
Qurrent TAG support: di sabl ed
Enter new TAG support [d/e]:

Enter d to disable VLAN tagging for the port or enter e to enable VLAN tagging for the port.
To keep the current setting, press <Enter>.

5. The system prompts you to configure the next port:

Enter port alias or port nunber (INT1-14, MGT1-2, EXT1-4):

When you are through configuring ports, press <Enter> without specifying any port. Other-
wise, repeat the steps in this section.
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Setup Part 3: VLANSs

If you chose to skip VLANSs configuration back in Part 1, skip to “Setup Part 4: IP Configura-
tion” on page 32.

1. Select the VLAN to configure, or skip VLAN configuration at the prompt:

VLAN Confi g:
Enter VLAN nunber from2 to 4095, NULL at end:

If you wish to change settings for individual VLANS, enter the number of the VLAN you wish
to configure. To skip VLAN configuration, press <Enter> without typing a VLAN number and
go to “Setup Part 4: IP Configuration” on page 32.

2. Enter the new VLAN name at the prompt:

VLAN is new y created.
Pendi ng new VLAN nane: VLAN 2
Enter new VLAN nane:

Entering a new VLAN name is optional. To use the pending new VLAN name, press <Enter>.

3. Configure jumbo frame support for the VLAN:

VLAN Junbo Frane Support:
Current junbo frane support: disabled
Enter new junbo frame support [d/e]:

4. Enter the VLAN port numbers:

Define Ports in VLAN:
Current VLAN 2: enpty
Enter ports one per line, NULL at end:

Enter each port, by port number or port alias, and confirm placement of the port into this
VLAN. When you are finished adding ports to this VLAN, press <Enter> without specifying
any port.

5. Configure Spanning Tree Group membership for the VLAN:

Spanni ng Tree G oup nenber shi p:
Ent er new Spanning Tree Group index [1-16]:

NQRTEL
NETWORKS Chapter 2: First-Time Configuration m 31
13N0340, March 2004



Alteon OS 20.1 Command Reference

6. The system prompts you to configure the next VLAN:
VLAN Confi g:
Ent er VLAN nunber from 2 to 4095, NULL at end:
Repeat the steps in this section until all VLANs have been configured. When all VLANs have
been configured, press <Enter> without specifying any VLAN.
Setup Part 4: IP Configuration
The system prompts for IP parameters.
IP Interfaces
IP interfaces are used for defining subnets to which the switch belongs.
Up to 128 IP interfaces can be configured on the GbE Switch Module. The IP address assigned to
each IP interface provide the switch with an IP presence on your network. No two IP interfaces
can be on the same IP subnet. The interfaces can be used for connecting to the switch for
remote configuration, and for routing between subnets and VLANS (if used).
1. Select the IP interface to configure, or skip interface configuration at the prompt:
| P Config:
I P interfaces:
Enter interface nunber: (1-128)
If you wish to configure individual IP interfaces, enter the number of the IP interface you with
to configure. To skip IP interface configuration, press <Enter> without typing an interface
number and go to “Default Gateways” on page 33.
NOTE — Interface 128 is reserved for switch management. If you change the IP address of IF
128, you can lose the connection to the management module. Use the management module to
change the IP address of the Gbe Switch Module.
2. For the specified IP interface, enter the IP address in dotted decimal notation:
Current |P address: 0.0.0.0
Enter new | P address:
To keep the current setting, press <Enter>.
NQRTEL
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3. Atthe prompt, enter the IP subnet mask in dotted decimal notation:

Current subnet mask:
Ent er new subnet nmask:

0.0.0.0

To keep the current setting, press <Enter>.

4. If configuring VLANS, specify a VLAN for the interface.

This prompt appears if you selected to configure VLANS back in Part 1;

Current VLAN: 1
Enter new VLAN:

Enter the number for the VLAN to which the interface belongs, or press <Enter> without spec-
ifying a VLAN number to accept the current setting.

5. Atthe prompt, enter y to enable the IP interface, or n to leave it disabled:

Enable I P interface? [y/n]

6. The system prompts you to configure another interface:

‘ Enter interface nunber: (1-128)

Repeat the steps in this section until all IP interfaces have been configured. When all interfaces
have been configured, press <Enter> without specifying any interface number.

Default Gateways

1. Atthe prompt, select a default gateway for configuration, or skip default gateway config-

u

ration:

| P default gateways:
Enter default gateway nunber:

(1-132)

Enter the number for the default gateway to be configured. To skip default gateway configura-
tion, press <Enter> without typing a gateway number and go to “IP Routing” on page 34.
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2. Atthe prompt, enter the IP address for the selected default gateway:
Current |P address: 0.0.0.0
Enter new | P address:
Enter the IP address in dotted decimal notation, or press <Enter> without specifying an address
to accept the current setting.
3. Atthe prompt, enter y to enable the default gateway, or n to leave it disabled:
‘ Enabl e default gateway? [y/n] ‘
4. The system prompts you to configure another default gateway:
‘ Enter default gateway nunber: (1-132) ‘
Repeat the steps in this section until all default gateways have been configured. When all
default gateways have been configured, press <Enter> without specifying any number.
IP Routing
When IP interfaces are configured for the various subnets attached to your switch, IP routing
between them can be performed entirely within the switch. This eliminates the need to send
inter-subnet communication to an external router device. Routing on more complex networks,
where subnets may not have a direct presence on the GbE Switch Module, can be accomplished
through configuring static routes or by letting the switch learn routes dynamically.
This part of the Setup program prompts you to configure the various routing parameters.
1. Atthe prompt, enable or disable forwarding for IP Routing:
Enabl e | P forwarding? [y/n]
Enter y to enable IP forwarding. To disable IP forwarding, enter n and proceed to Step 2.To
keep the current setting, press <Enter>.
2. Atthe prompt, enable or disable the RIP supply:
Enabl e RIP supply? [y/n]
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Setup Part 5: Final Steps

1. When prompted, decide whether to restart Setup or continue:

‘W)uld you like to run fromtop agai n? [y/n]

Enter y to restart the Setup utility from the beginning, or n to continue.

2. When prompted, decide whether you wish to review the configuration changes:

Revi ew t he changes made? [y/n]

Enter y to review the changes made during this session of the Setup utility. Enter n to continue
without reviewing the changes. We recommend that you review the changes.

3. Next, decide whether to apply the changes at the prompt:

Apply the changes? [y/n]

Enter y to apply the changes, or n to continue without applying. Changes are normally applied.

4. At the prompt, decide whether to make the changes permanent:

Save changes to flash? [y/n]

Enter y to save the changes to flash. Enter n to continue without saving the changes. Changes
are normally saved at this point.

5. If you do not apply or save the changes, the system prompts whether to abort them:

Abort all changes? [y/n]

Enter y to discard the changes. Enter n to return to the “Appl y t he changes?” prompt.

NoTE — After initial configuration is complete, it is recommended that you change the default
passwords as shown in “Setting Passwords” on page 37.
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Optional Setup for SNMP Support

NOTE — This step is optional. Perform this procedure only if you are planning on using SNMP-
based tools.

1. Enable SNMP and select one of the options.

>> # [cfg/sys/snnp dis|read| wite

2. Set SNMP read or write community string. By default, they are public and private
respectively.

>> # [ cfg/snnp/rcomi wconm

3. Apply and save configuration if you are not configuring the switch with Telnet support.
Otherwise apply and save after “Optional Setup for Telnet Support” on page 36.

>> System# apply
>> System# save

Optional Setup for Telnet Support

NOTE — This step is optional. Perform this procedure only if you are planning on connecting to
the GbE Switch Module through a remote Telnet connection.

1. Telnet is enabled by default. To change the setting, use the following command:

>> # [cfgl/sys/tnet

2. Apply and save SNMP and /or telnet configuration(s).

>> System# apply
>> Systenm# save

If your network uses Routing Interface Protocol (RIP), enter y to enable the RIP supply. Other-
wise, enter n to disable it. When RIP is enabled, RIP listen is set by default.
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Setting Passwords

It is recommended that you change the user and administrator passwords after initial configu-
ration and as regularly as required under your network security policies.

To change both the user password and the administrator password, you must login using the
administrator password. Passwords cannot be modified from the user command mode.

NoTE — If you forget your administrator password, call your technical support representative
for help using the password fix-up mode.

Changing the Default Administrator Password

The administrator has complete access to all menus, information, and configuration com-
mands, including the ability to change both the user and administrator passwords.

The default password for the administrator account is admi n. To change the default password,
follow this procedure:

1. Connect to the switch and log in using the adm n password.

2. From the Main Menu, use the following command to access the Configuration Menu:

Mai n# [ cfg

The Configuration Menu is displayed.

[ Configuration Menu]
Ssys - Systemwi de Paraneter Menu
port - Port Menu
pmrr - Port Mrroring Menu
|2 - Layer 2 Menu
I3 - Layer 3 Menu
slb - Server Load Bal ancing (Layer 4-7) Menu
set up - Step by step configuration set up
dunp - Dump current configuration to script file
ptcfg - Backup current configuration to tftp server
gtcfg - Restore current configuration fromtftp server

3. From the Configuration Menu, use the following command to select the System Menu:

‘ >> Configuration# sys
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The System Menu is displayed.

[ Syst em Menu]
syslog - Syslog Menu
sshd - SSH Server Menu
radi us - RADI US Aut hentication Menu
ntp - NTP Server Menu
ssnnp - System SNWVP Menu
access - System Access Menu
date - Set systemdate
tine - Set systemtime
idle - Set tineout for idle CLI sessions
notice - Set login notice
bannr - Set | ogin banner
sntp - Set SMIP host
hpronpt - Enabl e/ di sabl e di spl ay host nane (sysName) in CLI pronpt
boot p - Enabl e/ di sabl e use of BOOTP
cur - Display current systemw de paraneters

4. From the System Menu, use the following command to select the System Access Menu:

>> Systen# access

The System Access Menu is displayed.

[ System Access Menu]
user - User Access Control Menu (passwords)
http - Enabl e/ di sabl e HTTP (Wb) access
wpor t - Set HTTP (Wb) server port nunber
mmet - Set managenent network
mmask - Set nmanagenent net mask
snnp - Set SNWP access control
t net - Enabl e/ di sabl e Tel net access
tnport - Set Tel net server port nunber
cur - Display current system access configuration

5. Select the administrator password.

Syst em Access# user/adnpw

6. Enter the current administrator password at the prompt:

Changi ng ADM NI STRATOR password; validation required...
Enter current admi nistrator password:
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NoTE — If you forget your administrator password, call your technical support representative
for help using the password fix-up mode.

7. Enter the new administrator password at the prompt:

‘ Ent er new admi ni strator password: ‘

8. Enter the new administrator password, again, at the prompt:

‘ Re-enter new adni nistrator password: ‘

9. Apply and save your change by entering the following commands:

System# apply
System# save

Changing the Default User Password

The user login has limited control of the switch. Through a user account, you can view switch
information and statistics, but you can’t make configuration changes.

The default password for the user account is user . This password cannot be changed from the
user account. Only the administrator has the ability to change passwords, as shown in the fol-
lowing procedure.

1. Connect to the switch and log in using the adm n password.

2. From the Main Menu, use the following command to access the Configuration Menu:

‘Nain# cfg ‘

3. From the Configuration Menu, use the following command to select the System Menu:

‘ >> Configuration# sys ‘

4. From the System Menu, use the following command to select the System Access Menu:

‘ >> Systen# access ‘
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5. Select the user password.
System# user/usrpw
6. Enter the current administrator password at the prompt.
Only the administrator can change the user password. Entering the administrator password
confirms your authority.
Changi ng USER password; validation required...
Enter current adm nistrator password:
7. Enter the new user password at the prompt:
‘ Enter new user password:
8. Enter the new user password, again, at the prompt:
‘ Re-enter new user password:
9. Apply and save your changes:
System# apply
System# save
Changing the Default Layer 4 Administrator Password
The Layer 4 administrator has limited control of the switch. Through a Layer 4 administrator
account, you can view all switch information and statistics, but can configure changes only on
the Server Load Balancing menus.
The default password for the Layer 4 administrator account is | 4admi n. To change the
default password, follow this procedure:
1. Connect to the switch and log in using the administrator account.
To change any switch password, you must login using the administrator password. Passwords
cannot be modified from the Layer 4 administrator account or the user account.
2. From the Main Menu, use the following command to access the System Menu:
Mai n# [ cf g/ sys/ access/ user
NQRTEL
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3. Select the Layer 4 administrator password:

System# | 4apw ‘

4. Enter the current administrator password (not the Layer 4 administrator password) at
the prompt:

Changi ng L4 ADM NI STRATOR password; validation required...
Enter current admi nistrator password:

NoTE — If you forget your administrator password, call your technical support representative
for help using the password fix-up mode.

5. Enter the new Layer 4 administrator password at the prompt:

‘ Enter new L4 admi nistrator password: ‘

6. Enter the new administrator password, again, at the prompt:

‘ Re-enter new L4 adm ni strator password: ‘

7. Apply and save your change by entering the following commands:

System Access# apply
System Access# save
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CHAPTER 3
Menu Basics

The GbE Switch Module’s Command Line Interface (CLI) is used for viewing switch informa-
tion and statistics. In addition, the administrator can use the CLI for performing all levels of
switch configuration.

To make the CLI easy to use, the various commands have been logically grouped into a series
of menus and sub-menus. Each menu displays a list of commands and/or sub-menus that are
available, along with a summary of what each command will do. Below each menu is a prompt
where you can enter any command appropriate to the current menu.

This chapter describes the Main Menu commands, and provides a list of commands and short-
cuts that are commonly available from all the menus within the CLI.

The Main Menu

The Main Menu appears after a successful connection and login. The following table shows
the Main Menu for the administrator login. Some features are not available under the user
login.

[ Mai n Menu]
info - Informati on Menu
stats - Statistics Menu
cfg - Configuration Menu
oper - Operations Command Menu
boot - Boot Options Menu
mai nt - Mai nt enance Menu
diff - Show pendi ng config changes [global conmand]
apply - Apply pending config changes [ gl obal conmand]
save - Save updated config to FLASH [ gl obal conmand]
revert - Revert pending or applied changes [gl obal conmand]
exit - Exit [global command, always avail abl e]
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Menu Summary

Information Menu

Provides sub-menus for displaying information about the current status of the switch:
from basic system settings to VLANS, Layer 4 settings, and more.

Statistics Menu

Provides sub-menus for displaying switch performance statistics. Included are port, IF, IP,
ICMP, TCP, UDP, SNMP, routing, ARP, DNS, VRRP, and Layer 4 statistics.
Configuration Menu

This menu is available only from an administrator login. It includes sub-menus for config-
uring every aspect of the switch. Changes to configuration are not active until explicitly
applied. Changes can be saved to non-volatile memory.

Operations Command Menu

Operations-level commands are used for making immediate and temporary changes to
switch configuration. This menu is used for bringing ports temporarily in and out of ser-
vice, performing port mirroring, and enabling or disabling Server Load Balancing func-
tions. It is also used for activating or deactivating optional software packages.

Boot Options Menu

This menu is used for upgrading switch software, selecting configuration blocks, and for
resetting the switch when necessary.

Maintenance Menu

This menu is used for debugging purposes, enabling you to generate a dump of the critical
state information in the switch, and to clear entries in the forwarding database and the
ARP and routing tables.
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Global Commands

Some basic commands are recognized throughout the menu hierarchy. These commands are
useful for obtaining online help, navigating through menus, and for applying and saving con-
figuration changes.

For help on a specific command, type hel p. You will see the following screen:

d obal Commands: [can be issued from any nenu]

hel p up print pwd
l'ines ver bose exit quit
diff apply save revert
pi ng traceroute t el net hi story
pushd popd

The following are used to navigate the nmenu structure:
Print current nenu
.. Move up one nmenu | evel
/  Top nenu if first, or command separator
I Execute command from history

Table 3-1 Description of Global Commands

Command Action
? command Provides more information about a specific command on the current menu.
or hel p When used without the command parameter, a summary of the global com-

mands is displayed.

or print Display the current menu.
or up Go up one level in the menu structure.
/ If placed at the beginning of a command, go to the Main Menu. Otherwise,

this is used to separate multiple commands placed on the same line.

lines Set the number of lines (n) that display on the screen at one time. The default
is 24 lines. When used without a value, the current setting is displayed.

diff Show any pending configuration changes.
apply Apply pending configuration changes.
save Write configuration changes to non-volatile flash memory.
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Table 3-1 Description of Global Commands

Command

Action

revert

Remove pending configuration changes between “apply” commands. Use
this command to restore configuration parameters set since last “apply” com-
mand.

exit or quit

Exit from the command line interface and log out.

pi ng

Use this command to verify station-to-station connectivity across the net-
work. The format is as follows:

pi ng <host name>| <IP address> [tries (1-32)> [msec delay]] [-
-nmgnt | - d| - dat a]
Where IP address is the hostname or IP address of the device, tries (optional)
is the number of attempts (1-32), msec delay (optional) is the number of mil-
liseconds between attempts. By default, the - d or - dat a option for net-
work ports is in effect. If the management port is used, specify the - mor
- mgnt option. The DNS parameters must be configured if specifying host-
names (see “Domain Name System Configuration” on page 218).

traceroute

Use this command to identify the route used for station-to-station connectiv-
ity across the network. The format is as follows:

tracerout e <host name>| <IP address> [<max-hops (1-32)>
[msec delay]] [- n{ - ngnt | - d| - dat a]
Where IP address is the hostname or IP address of the target station, max-
hops (optional) is the maximum distance to trace (1-16 devices), and delay
(optional) is the number of milliseconds for wait for the response. By default,
the - d or - dat a option for network ports is in effect. If the management
port is used, specify the - mor - mgnt option. As with pi ng, the DNS
parameters must be configured if specifying hostnames.

pwd

Display the command path used to reach the current menu.

ver bose n

Sets the level of information displayed on the screen:

0 =Quiet: Nothing appears except errors—not even prompts.

1 =Normal: Prompts and requested output are shown, but no menus.
2 =\erbose: Everything is shown.

When used without a value, the current setting is displayed.

t el net

This command is used to telnet out of the switch. The format is as follows:
<hostname>| <IP address> [port] [- ] - ngnt | - d| - dat a].

Where IP address is the hostname or IP address of the device. By default, the
- d or- dat a option for network ports is in effect. If the management port is
used, specify the - mor - mgnt option.

hi story

This command brings up the history of the last 10 commands.
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Command Line History and Editing

Using the command line interface, you can retrieve and modify previously entered commands
with just a few keystrokes. The following options are available globally at the command line:

Table 3-2 Command Line History and Editing Options

Option Description

hi story Display a numbered list of the last 10 previously entered commands.

! Repeat the last entered command.

'n Repeat the nt" command shown on the history list.

<Ctrl-p> (Also the up arrow key.) Recall the previous command from the history list. This can
be used multiple times to work backward through the last 10 commands. The recalled
command can be entered as is, or edited using the options below.

<Ctrl-n> (Also the down arrow key.) Recall the next command from the history list. This can be
used multiple times to work forward through the last 10 commands. The recalled com-
mand can be entered as is, or edited using the options below.

<Ctrl-a> Move the cursor to the beginning of command line.

<Ctrl-e> Move cursor to the end of the command line.

<Ctrl-b> (Also the left arrow key.) Move the cursor back one position to the left.

<Ctrl-f> (Also the right arrow key.) Move the cursor forward one position to the right.

<Backspace>  (Also the Delete key.) Erase one character to the left of the cursor position.

<Ctrl-d> Delete one character at the cursor position.

<Ctrl-k> Kill (erase) all characters from the cursor position to the end of the command line.

<Ctrl-I> Redraw the screen.

<Ctrl-u> Clear the entire line.

Other keys Insert new characters at the cursor position.
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Command Line Interface Shortcuts

Command Stacking

As a shortcut, you can type multiple commands on a single line, separated by forward slashes
(/). You can connect as many commands as required to access the menu option that you want.
For example, the keyboard shortcut to access the Spanning Tree Port Configuration Menu from
the Mai n# prompt is as follows:

‘ Mai n# cf g/ stg/ port

Command Abbreviation

Most commands can be abbreviated by entering the first characters which distinguish the com-
mand from the others in the same menu or sub-menu. For example, the command shown above
could also be entered as follows:

‘ Mai n# c/st/p

Tab Completion

By entering the first letter of a command at any menu prompt and hitting <Tab>, the CLI will
display all commands or options in that menu that begin with that letter. Entering additional
letters will further refine the list of commands or options displayed. If only one command fits
the input text when <Tab> is pressed, that command will be supplied on the command line,
waiting to be entered. If the <Tab> key is pressed without any input on the command line, the
currently active menu will be displayed.
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CHAPTER 4

The Information Menu

You can view configuration information for the switch in both the user and administrator command
modes. This chapter discusses how to use the command line interface to display switch infor-

mation.

/[info

Information Menu

sys
| 2

|3

slb
i nk
port
dunp

[I nformati on Menu]

System I nformati on Menu
Layer 2 Informati on Menu
Layer 3 Informati on Menu
Layer 4-7 Information Menu
Show l'i nk status

Show port information

Dunmp all information

The information provided by each menu option is briefly described in Table 4-1 on page 49,

with pointers to where detailed information can be found.

Table 4-1 Information Menu Options (/info)

Command Syntax and Usage

Sys

Displays the System Information Menu. For details, see page 50.

|2
Displays the Layer 2 Information Menu. For details, see page 54.

I3
Displays the Layer 3 Information Menu. For details, see page 64.

slb
Displays the Layer 4 Information Menu. For details, see page 79.
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Table 4-1 Information Menu Options (/info)

Command Syntax and Usage

i nk
Displays configuration information about each port, including:
Port alias
Port speed (10, 100, 10/100, or 1000)
Duplex mode (half, full, or auto)
Flow control for transmit and receive (no, yes, or auto)
Link status (up or down)
For details, see page 86.

port
Displays port status information, including:
Port alias
Whether the port uses VLAN Tagging or not
Port VLAN ID (PVID)
Port name
VLAN membership
For details, see page 87.

dunp
Dumps all switch information available from the Information Menu (10K or more, depending on
your configuration).

If you want to capture dump data to a file, set your communication software on your workstation to
capture session data prior to issuing the dump commands.

/1 nfolsys
System Information

[ System Menu]
general - Show general systeminformation
| og - Show | ast 30 sysl og nessages
dunp - Dunmp all systeminformation
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The information provided by each menu option is briefly described in Table 4-2 on page 51,
with pointers to where detailed information can be found.

Table 4-2 System Menu Options (/info/sys)

Command Syntax and Usage

gener al
Displays system information, including:

System date and time

Switch model name and number

Switch name and location

Time of last boot

MAC address of the switch management processor
IP address of IP interface #1

Hardware version and part number
Software image file and version number
Configuration name

Log-in banner, if one is configured

For details, see page 52.

| og
Displays 30 most recent syslog messages. For details, see page 53.

dunp
Dumps all switch information available from the Information Menu (10K or more, depending on
your configuration).
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/1 nfolsys/general
General System Information

System Information at 0:57:36 Thu Jul 1, 2003
Layer 2-7 G gabit Ethernet Switch Mdule for |BM eServer Bl adeCenter

Switch is up 5 days, 1 hour, 1 minute and 21 seconds.
Last boot: 0:01:03 Thu Jul 1, 2003 (power cycle)

MAC Address: 00:09:97: ec: e6: 00 Managerment | P Address (if 128):
10. 90. 90. 97

Har dwar e Order No: EL4512001

PLD Firmmare Version: 3.4

Sof tware Version 20.1.0.15 (FLASH i nage2), active configuration.

NOTE — The display of temperature will come up only if the temperature of any of the sensors
exceeds the temperature threshold. There will be a warning from the software if any of the sen-
sors exceeds this temperature threshold. The switch will shut down if the power supply over-
heats.

System information includes:

System date and time

Switch model

Switch name and location

Time of last boot

MAC address of the switch management processor
IP address of IP interface #1

Hardware version and part number

Software image file and version number
Configuration name

Log-in banner, if one is configured

NQRTEL
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/i nfolsys/| og
Show Last 30 Syslog Messages

Dat e Ti me Criticality |evel Message

Jul 8 17:25:41 NOTI CE system link up on port INT1
Jul 8 17:25:41 NOTI CE system link up on port |INT8
Jul 8 17:25:41 NOTI CE system link up on port INT7
Jul 8 17:25:41 NOTI CE system link up on port INT12
Jul 8 17:25:41 NOTI CE system link up on port INT11
Jul 8 17:25:41 NOTI CE system link up on port INT14
Jul 8 17:25:41 NOTI CE system link up on port INT13
Jul 8 17:25:41 NOTI CE system link up on port INT6
Jul 8 17:25:41 NOTI CE system link up on port INT5
Jul 8 17:25:41 NOTI CE system link up on port EXT4
Jul 8 17:25:41 NOTI CE system link up on port EXT1
Jul 8 17:25:41 NOTI CE system link up on port EXT3
Jul 8 17:25:41 NOTI CE system link up on port EXT2
Jul 8 17:25:41 NOTI CE system link up on port INT13
Jul 8 17:25:42 NOTI CE system link up on port |INT2
Jul 8 17:25:42 NOTI CE system link up on port |NT4
Jul 8 17:25:42 NOTI CE system link up on port INT3
Jul 8 17:25:42 NOTI CE system link up on port |INT6
Jul 8 17:25:42 NOTI CE system link up on port INT5
Jul 8 17:25:42 NOTI CE system link up on port INT10
Jul 8 17:25:42 NOTI CE system link up on port |INT9

Each syslog message has a criticality level associated with it, included in text form as a prefix
to the log message. One of eight different prefixes is used, depending on the condition that the
administrator is being notified of, as shown below.

B EMERG indicates the system is unusable
B ALERT: Indicates action should be taken immediately
B CRI T: Indicates critical conditions
B ERR indicates error conditions or errored operations
B WARNI NG indicates warning conditions
B NOTI CE: indicates a normal but significant condition
B | NFQO indicates an information message
B DEBUG indicates a debut-level message
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/[infoll?2
Layer 2 Menu

[ Layer 2 Menu]
fdb - Forwardi ng Dat abase | nformation Menu
I acp - Link Aggregation Control Protocol Menu
stg - Show STG i nformation
t runk - Show Trunk Group infornation
vl an - Show VLAN i nformation
dunp - Dunp all layer 2 infornation

The information provided by each menu option is briefly described in Table 4-3 on page 54,
with pointers to where detailed information can be found.

Table 4-3 Layer 2 Menu Options (/info/I2)

Command Syntax and Usage

fdb
Displays the Forwarding Database Information Menu. For details, see page 55.

I acp
Displays the Link Aggregation Control Protocol Menu. For details, see page 58.

stg
In addition to seeing if STG is enabled or disabled, you can view the following STG bridge infor-
mation:

Priority

Hello interval

Maximum age value

Forwarding delay

Aging time

You can also see the following port-specific STG information:

m Port alias and priority

m Cost

m State

For details, see page 60.

trunk
When trunk groups are configured, you can view the state of each port in the various trunk groups.
For details, see page 62.
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Table 4-3 Layer 2 Menu Options (/info/I2)

Command Syntax and Usage

vl an
Displays VLAN configuration information, including:
m VLAN Number
m VLAN Name
m Status
® Port membership of the VLAN
For details, see page 63.

dunp
Dumps all switch information available from the Layer 2 menu (10K or more, depending on your
configuration).

If you want to capture dump data to a file, set your communication software on your workstation to
capture session data prior to issuing the dump commands.

[infoll2/fdb
FDB Information Menu

[ Forwar di ng Dat abase Menu]
find - Show a single FDB entry by MAC address
port - Show FDB entries on a single port
trunk - Show FDB entries on a single trunk
vl an - Show FDB entries on a single VLAN
r ef pt - Show FDB entries referenced by a single port
dunp - Show all FDB entries

The forwarding database (FDB) contains information that maps the media access control
(MAC) address of each known device to the switch port where the device address was learned.
The FDB also shows which other ports have seen frames destined for a particular MAC
address.
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NOTE — The master forwarding database supports up to 2K MAC address entries on the MP
per switch. Each SP port supports up to 1K entries.

Table 4-4 FDB Information Menu Options (/info/I2/fdb)

Command Syntax and Usage

find <MAC address> [<VLAN>]
Displays a single database entry by its MAC address. You are prompted to enter the MAC address
of the device. Enter the MAC address using the format, xx: Xx: XX: XX: XX: XX. For example,
08: 00: 20: 12: 34: 56.

You can also enter the MAC address using the format, X XXXXXXXXXXX.
For example, 080020123456.

port <port number or alias (1-20)>
Displays all FDB entries for a particular port.

t runk <Trunk Group number>
Displays all FDB entries on a single trunk.

vl an <VLAN number (1-4095)>
Displays all FDB entries on a single VLAN.

ref pt <SP number (1-4)>
Displays the FDB entries referenced by a single port.

dunp
Displays all entries in the Forwarding Database. For more information, see page 57.
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[infoll2/fdb/dunp

Show All FDB Information

MAC addr ess VLAN Port Trunk State Referenced SPs Learned port

00: 02: 01: 00: 00: 00 300 EXT1 FWD 2 EXT1
00: 02: 01: 00: 00: 01 300 [INT11 FWD 1 I NT11
00: 02: 01: 00: 00: 02 300 | NT10 FWD 2 I NT10
00: 02: 01: 00: 00: 03 300 I NT7 FWD 1 I NT7
00: 02: 01: 00: 00: 04 300 I NT13 FWD 1 I NT13
00: 02: 01: 00: 00: 05 300 |INT14 FWD 2 I NT14
00: 02: 01: 00: 00: 06 300 I NT6 FWD 2 I NT6
00: 02: 01: 00: 00: 07 300 [INT12 FWD 2 I NT12
00: 02: 01: 00: 00: 08 300 I NTS FWD 12 I NTS
00: 02: 01: 00: 00: 09 300 I NT4 FWD 12 I NT4
00: 02: 01: 00: 00: 0a 300 I NT3 FWD 12 I NT3
00: 02: 01: 00: 00: Ob 300 I NT2 FWD 12 I NT2
00: 02: 01: 00: 00: Oc 4095 MGT1 FWD 1 MGT1

An address that is in the forwarding (FWD) state, means that it has been learned by the switch.
When in the trunking (TRK) state, the port field represents the trunk group number. If the state
for the port is listed as unknown (UNK), the MAC address has not yet been learned by the
switch, but has only been seen as a destination address. When an address is in the unknown
state, no outbound port is indicated, although ports which reference the address as a destination
will be listed under “Reference ports.”

If the state for the port is listed as an interface (I F), the MAC address is for a standard VRRP
virtual router. If the state is listed as a virtual server (VI P), the MAC address is for a virtual
server router—a virtual router with the same IP address as a virtual server.

Clearing Entries from the Forwarding Database

To delete a MAC address from the forwarding database (FDB) or to clear the entire FDB, refer
to “Forwarding Database Options” on page 295.
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[infoll2/1acp
Link Aggregation Control Protocol menu

[ LACP Menu]
aggr - Show LACP aggregator information for the port
port - Show LACP port information
dunp - Show all LACP ports information

Use these commands to display LACP status information about each port on a GbE Switch Mod-
ule.

Table 4-5 Link Aggregation Control Protocol (/info/I2/lacp)

Command Syntax and Usage

aggr
Displays detailed information of the LACP aggregator used by the selected port.

port
Displays LACP information about the selected port.

dunp
Displays a summary of LACP information. For details, see page 58.

[infoll2/1acp/dunp
Link Aggregation Control Protocol

port lacp adm nkey operkey selected prio attached trunk
aggr

EXT1 active 30 30 y 128 17 19

EXT2 active 30 30 y 128 17 19

EXT3 off 19 19 n 128 -- --

EXT4 of f 20 20 n 128 -- --

LACP dump includes the following information for each external port in the GhDESM:

B lacp
Displays the port’s LACP mode (active, passive, or off)
B adminkey
Displays the value of the port’s adminkey.
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B operkey
Shows the value of the port’s operational key.

B selected
Indicates whether the port has been selected to be part of a Link Aggregation Group.

B prio
Shows the value of the port priority.

B attached aggr
Displays the aggregator associated with each port.

B trunk
This value represents the LACP trunk group number.
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[infoll2/stg
Spanning Tree Information

Spanning Tree Goup 1. On
Current Root: Pat h- Cost Port Hell o MaxAge FwdDel Aging
8000 00:03:42:fa: 3b: 80 0 0 2 20 15 300
Parameters: Priority Hello MaxAge FwDel Aging
32768 2 20 15 300
Port Priority Cost State Desi gnat ed Bri dge Des Port
I NT1 128 5 FORWARDI NG  8000- 00: 03: 42: f a: 3b: 80 32769
I NT2 128 5 FORWARDI NG  8000- 00: 03: 42: f a: 3b: 80 32770
I NT3 128 0 Dl SABLED
| NT4 128 0 Dl SABLED
I NT5 128 0 Dl SABLED
| NT6 128 0 Dl SABLED
| NT7 128 0 Dl SABLED
| NT8 128 0 Dl SABLED
I NT9 128 0 Dl SABLED
I NT10 128 0 Dl SABLED
I NT11 128 10 FORWARDI NG  8000- 00: 03: 42: fa: 3b: 80 32779
I NT12 128 0 Dl SABLED
I NT13 128 0 Dl SABLED
| NT14 128 0 Dl SABLED
EXT1 128 0 Dl SABLED
EXT2 128 0 Dl SABLED
EXT3 128 0 DI SABLED
EXT4 128 0 Dl SABLED
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The switch software uses the IEEE 802.1d Spanning Tree Protocol (STP). In addition to seeing
if STG is enabled or disabled, you can view the following STG bridge information:

B Priority

B Hello interval

B Maximum age value
B Forwarding delay

B Agingtime

You can also see the following port-specific STG information:

Slot number
Port alias and priority

Cost

State

The following table describes the STG parameters.

Table 4-6 Spanning Tree Parameter Descriptions

Parameter Description

Priority (bridge) The bridge priority parameter controls which bridge on the network will
become the STG root bridge.

Hel | o The hello time parameter specifies, in seconds, how often the root bridge
transmits a configuration bridge protocol data unit (BPDU). Any bridge that
is not the root bridge uses the root bridge hello value.

MaxAge The maximum age parameter specifies, in seconds, the maximum time the
bridge waits without receiving a configuration bridge protocol data unit
before it reconfigure the STG network.

FwdDel The forward delay parameter specifies, in seconds, the amount of time that a
bridge port has to wait before it changes from learning state to forwarding
state.

Agi ng The aging time parameter specifies, in seconds, the amount of time the

bridge waits without receiving a packet from a station before removing the
station from the Forwarding Database.

priority (port) The port priority parameter helps determine which bridge port becomes the
designated port. In a network topology that has multiple bridge ports con-
nected to a single segment, the port with the lowest port priority becomes the
designated port for the segment.
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Table 4-6 Spanning Tree Parameter Descriptions (Continued)

Parameter Description

Cost The port path cost parameter is used to help determine the designated port for
a segment. Generally speaking, the faster the port, the lower the path cost. A
setting of 0 indicates that the cost will be set to the appropriate default after
the link speed has been auto negotiated.

State The state field shows the current state of the port. The state field can be either
BLOCKI NG LI STENI NG LEARNI NG FORWARDI NG or DI SABLED.

[infoll2/trunk
Trunk Group Information

Trunk group 1, failover ena, port state:
1: STG 1 forwarding
2: STG 1 forwarding

When trunk groups are configured, you can view the state of each port in the various trunk
groups.

NoOTE — If Spanning Tree Protocol on any port in the trunk group is set to f or war di ng, the
remaining ports in the trunk group will also be set to f or war di ng.
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[1nfoll2/vlan
VLAN Information

VLAN Name Status Junbo Ports

1 Def ault VLAN ena n EXT1 EXT3
2 pc03p ena n I NT2

7 pcO7f ena n I NT7

11 pc04u ena n I NT11

14 8600- 14 ena n | NT14

15 8600- 15 ena n I NT5

16 8600- 16 ena n | NT6

17 8600- 17 ena n | NT8

18 35k-1 ena n | NT9

19 35k-2 ena n | NT10

20 35k-3 ena n I NT12

21 35k-4 ena n I NT13

22 pc07z ena n I NT6

24 redl an ena n | NT7

300 ixiaTraffic ena n EXT1 I NT12 | NT13
4000 bpsports ena n I NT3-1 NT6
4095 Mgnt VLAN ena n MGT1 MGT2

This information display includes all configured VLANS and all member ports that have an
active link state. Port membership is represented in slot/port format.

VLAN information includes:

B VLAN Number
H  VLAN Name
B Status
B Jumbo frame support
B Port membership of the VLAN
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[infoll3
Layer 3 Menu

[ Layer 3 Menu]
route - IP Routing Information Menu
arp - ARP Information Menu
bgp - BGP Information Menu
ospf - OSPF Routing Information Menu
ip - Show I P information
vrrp - Show Virtual Router Redundancy Protocol information
dunp - Dunmp all layer 3 information

The information provided by each menu option is briefly described in Table 4-7 on page 64,
with pointers to where detailed information can be found.

Table 4-7 Layer 3 Menu Options (/info/I3)

Command Syntax and Usage

route

Displays the IP Routing Menu. Using the options of this menu, the system displays the following
for each configured or learned route:

m Route destination IP address, subnet mask, and gateway address

m Type of route

m Tag indicating origin of route

m Metric for RIP tagged routes, specifying the number of hops to the destination (1-15 hops, or 16
for infinite hops)

m The IP interface that the route uses

For details, see page 66.

arp
Displays the Address Resolution Protocol (ARP) Information Menu. For details, see page 68.

bgp
Displays BGP Information Menu. To view menu options, see page 71.

ospf
Displays OSPF routing information menu. For details, see page 73.
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Table 4-7 Layer 3 Menu Options (/info/I3)

Command Syntax and Usage

ip
Displays IP Information. For details, see page 77.
IP information, includes:

m |P interface information: Interface number, IP address, subnet mask, VLAN number, and opera-
tional status.

m Default gateway information: Metric for selecting which configured gateway to use, gateway
number, IP address, and health status

m |P forwarding information: Enable status, | net and | mask

m Port status

vrrp
Displays the VRRP Information Menu. For details, see page 77.

dunp
Dumps all switch information available from the Layer 3 Menu (10K or more, depending on your
configuration).

If you want to capture dump data to a file, set your communication software on your workstation to
capture session data prior to issuing the dump commands.
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[infol/l3/route
IP Routing Information

[P Routing Menu]
find - Show a single route by destination |P address
gw - Show routes to a single gateway
type - Show routes of a single type
tag - Show routes of a single tag
if - Show routes on a single interface
dunp - Show all routes

Using the commands listed below, you can display all or a portion of the IP routes currently
held in the switch.

Table 4-8 Route Information Menu Options (/info/lI3/route)

Command Syntax and Usage

find <IP address (such as 192.4.17.101)>
Displays a single route by destination IP address.

gw <default gateway address (such as 192.4.17.44)>
Displays routes to a single gateway.

type indirect|direct|local | broadcast|martian| mlticast
Displays routes of a single type. For a description of IP routing types, see Table 4-9 on page 67.

tag fixed|static|addr]|rip|ospf|bgp|broadcast| nartian|vip
Displays routes of a single tag. For a description of IP routing types, see Table 4-10 on page 68.

i f <interface number (1-128)>
Displays routes on a single interface.

dunp
Displays all routes configured in the switch. For more information, see page 66.
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/[1nfoll3/routel/dunp

Show All IP Route Information

Status code: * - best

Desti nati on Mask Gat eway Type Tag Metr |f
* 11.0.0.0 255.0.0.0 11.0.0.1 direct fixed 211
* 11.0.0.1 255, 255, 255. 255 11.0.0.1 | ocal addr 211
* 11.255. 255. 255 255. 255. 255. 255 11. 255. 255. 255 broadcast broadcast 211
* 12.0.0.0 255.0.0.0 12.0.0.1 direct fixed 12
* 12.0.0.1 255. 255. 255. 255 12.0.0.1 | ocal addr 12
* 12.255. 255, 255 255. 255, 255. 255 12. 255. 255. 255 broadcast broadcast 12
* 13.0.0.0 255.0.0.0 11.0.0.2 i ndirect ospf 2 211
* 47.0.0.0 255.0.0.0 47.133.88.1 indirect static 24
* 47.133.88.0 255. 255. 255. 0 47.133. 88. 46 direct fixed 24
* 172.30.52.223 255, 255. 255, 255 172. 30. 52. 223 br oadcast broadcast 2
* 224.0.0.0 224.0.0.0 0.0.0.0 martian martian
* 224.0.0.5 255, 255. 255.255 0.0.0.0 mul ti cast addr
The following table describes the Ty pe parameters.
Table 4-9 IP Routing Type Parameters (/info/l3/route/dump/type)
Parameter Description
i ndi rect The next hop to the host or subnet destination will be forwarded through a
router at the Gat eway address.
di rect Packets will be delivered to a destination host or subnet attached to the
switch.
| ocal Indicates a route to one of the switch’s IP interfaces.
br oadcast Indicates a broadcast route.
martian The destination belongs to a host or subnet which is filtered out. Packets to
this destination are discarded.
mul ti cast Indicates a multicast route.
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The following table describes the Tag parameters.

Table 4-10 IP Routing Tag Parameters (info/l3/route/tag)

Parameter Description

fixed The address belongs to a host or subnet attached to the switch.

static The address is a static route which has been configured on the GbE Switch
Module.

addr The address belongs to one of the switch’s IP interfaces.

rip The address was learned by the Routing Information Protocol (RIP).

ospf The address was learned by Open Shortest Path First (OSPF).

bgp The address was learned via Border Gateway Protocol (BGP)

br oadcast Indicates a broadcast address.

martian The address belongs to a filtered group.

vip Indicates a route destination that is a virtual server IP address. VIP routes are

needed to advertise virtual server IP addresses via BGP.

[infoll3/arp
ARP Information

[ Address Reso
find
port
vl an
r ef pt
dunp
hel p
addr

ution Protocol Menu]

Show a single ARP entry by | P address

Show ARP entries on a single port

Show ARP entries on a single VLAN

Show ARP entries referenced by a single port
Show all ARP entries

Show hel p on the fields of ARP entries

Show ARP address |i st

The ARP information includes IP address and MAC address of each entry, address status flags
(see Table 4-11 on page 68), VLAN and port for the address, and port referencing information.

Table 4-11 ARP Information Menu Options (/info/l3/arp)

Command Syntax and Usage

find <IP address (such as, 192.4.17.101>
Displays a single ARP entry by IP address.
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Table 4-11 ARP Information Menu Options (/info/l3/arp)

Command Syntax and Usage

port <portalias or number (1-20)>
Displays the ARP entries on a single port.

vl an <VLAN number (1-4095)>
Displays the ARP entries on a single VLAN.

ref pt <port alias or number (1-4)>
Displays the ARP entries referenced by a single port.

dunp
Displays all ARP entries. including:
IP address and MAC address of each entry
m Address status flag (see below)
m The VLAN and port to which the address belongs
m The ports which have referenced the address (empty if no port has routed traffic to the IP
address shown)
For more information, see page 70.

hel p
Displays Help information about ARP entries.

addr
Displays the ARP address list: IP address, IP mask, MAC address, and VLAN flags.

[1infoll3/arp/dunp
Show All ARP Entry Information

| P address Fl ags MAC addr ess VLAN Port Referenced SPs
47.80.22.1 00: e0: 16: 7c: 28: 86 1 |INT6 enpty

47. 80. 23. 243 P 00: 03: 42: fa: 3b: 30 1 12

47.80. 23. 245 00: c0: 4f: 60: 3e: cl 1 [INT6 enmpty
190.10.10.1 P 00: 03: 42: fa: 3b: 30 10 12

Referenced ports are the ports that request the ARP entry. So the traffic coming into the refer-
enced ports has the destination IP address. From the ARP entry (the referenced ports), this traf-
fic needs to be forwarded to the egress port (port INT6 in the above example).

NOTE — If you have VMA turned on, the referenced port will be the designated port. If you
have VMA turned off, the designated port will be the normal ingress port.
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The FI ag field is interpreted as follows:

Table 4-12 ARP Dump Flag Parameters

Flag Description

P Permanent entry created for switch IP interface.

P 4 Permanent entry created for Layer 4 proxy IP address or virtual server IP
address.

R Indirect route entry.

U Unresolved ARP entry. The MAC address has not been learned.

/i nfoll3/arp/addr
ARP Address List Information

| P address | P mask MAC addr ess VLAN Fl ags

205.178.18. 66 255. 255. 255. 255 00: 70: cf: 03: 20: 04 P
205.178.50.1 255. 255, 255. 255 00: 70: cf: 03: 20: 06 1
205.178.18.64  255.255.255. 255 00:70:cf:03:20: 05 1
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nf o/ | 3/ bgp
BGP Information Menu

[ BGP Menu]
peer - Show al |l BGP peers
sunmary - Show all BGP peers in sumary
dunp - Show BGP routing table

Table 4-13 BGP Peer Information Menu Options

Command Syntax and Usage

peer
Displays BGP peer information. See page 71 for a sample output.

sunmmary

Displays peer summary information such as AS, message received, message sent, up/down, state.

See page 72 for a sample output.

dunp
Displays the BGP routing table. See page 72 for a sample output.

[

nf o/l 3/i p/bgp/ peer
BGP Peer information

Following is an example of the information that/ i nf o/ | 3/ 1 p/ bgp/ peer provides.

BGP Peer | nformation:

3: 2.1.1.1 , version O, TTL 1
Rermote AS: 0, Local AS: 0, Link type: |BGP
Renmote router ID: 0.0.0.0, Local router ID 1.1.201.5

BGP status: idle, Od status: idle

Total received packets: 0, Total sent packets: O

Recei ved updates: 0, Sent updates: 0

Keepalive: 0, Holdtinme: 0, M nAdvTine: 60

Last Error Code: unknown(0), LastErrorSubcode: unspecified(0)
Establ i shed state transitions: 0O

4: 2.1.1.4 , version 0, TTL 1
Renmote AS: 0, Local AS: 0, Link type: |BGP
Renote router ID: 0.0.0.0, Local router ID: 1.1.201.5

BGP status: idle, Od status: idle

Total received packets: 0, Total sent packets: 0

Recei ved updates: 0, Sent updates: 0O

Keepalive: 0, Holdtinme: 0, M nAdvTine: 60

Last Error Code: unknown(0), LastErrorSubcode: unspecified(0)
Est abl i shed state transitions: O
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[infoll3/ip/bgp/summary
BGP Summary information

Following is an example of the information that / i nf o/ | 3/ i p/ bgp/ sunmar y provides.

BGP Peer Sunmary | nformation:
Peer \% AS MsgRcvd  MsgSent Up/ Down State
1: 205.178.23.142 4 142 113 121 00: 00: 28 est abl i shed
2: 205.178.15.148 O 148 0 0 never connect

[infoll3/ip/bgp/dunp
Dump BGP Information

Following is an example of the information that / i nf o/ | 3/ i p/ bgp/ dunp provides.

>> BGP# dunp
Status codes: * valid, > best, i - internal
Oigin codes: i - IGP, e - EGP, ? - inconplete
Net wor k Next Hop Metr LcPrf Wght Path
*> 10.0.0.0 205.178. 21. 147 1 256 147 148 i
*>j 205.178.15.0 0.0.0.0 0i
* 205.178. 21. 147 1 128 147 i
*> 205.178.17.0 205.178. 21. 147 1 128 147 i
13.0.0.0 205.178. 21. 147 1 256 147 {35} ?
The 13.0.0.0 is filtered out by rrmap; or, a |oop detected.
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/1 nfoll 3/ ospf
OSPF Information

[ GSPF | nformati on Menu]

general - Show general information

ai ndex - Show area(s) information

if - Show interface(s) information
virtual - Show details of virtual |inks
nbr - Show nei ghbor (s) infornmation
dbase - Dat abase Menu

sunaddr - Show sunmmary address |i st
nsunadd Show NSSA sunmary address |i st
routes - Show OSPF routes

Table 4-14 OSPF Information Menu options

Command Syntax and Usage

gener al
Displays general OSPF information. See page 74 for a sample output.

ai ndex <area index [0-2]>
Displays area information for a particular area index. If no parameter is supplied, it displays area
information for all the areas.

i f <interface number [1-128]>
Displays interface information for a particular interface. If no parameter is supplied, it displays
information for all the interfaces. See page 74 for a sample output.

vi rtual
Displays information about all the configured virtual links.

nbr <nbr router-id [A.B.C.D]>

Displays the status of a neighbor with a particular router ID. If no router ID is supplied, it displays
the information about all the current neighbors.

dbase
Displays OSPF database menu. To view menu options, see page 75.

sumaddr <area index [0-2]>
Displays the list of summary ranges belonging to non-NSSA areas.

nsumadd <area index [0-2]>
Displays the list of summary ranges belonging to NSSA areas.

rout es
Displays OSPF routing table. See page 76 for a sample output.
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/infoll 3/ ospf/general

OSPF General Information

OSPF Version 2

Router ID: 10.10.10.1

Started at 1663 and the process uptine is 4626
Area Border Router: yes, AS Boundary Router: no
LS types supported are 6

External LSA count O

Ext ernal LSA checksum sum 0x0

Nunber of interfaces in this router is 2

Nunber of virtual links in this router is 1

Total nunber of entries in the LSDB 10
Dat abase checksum sum 0x0
Total neighbors are 1, of which
2 are >=INIT state,
2 are >=EXCH state,
2 are =FULL state
Nunber of areas is 2, of which 3-transit O-nssa
Area Id : 0.0.0.0
Aut hentication : none
I nport ASExtern : yes
Nunmber of tinmes SPF ran : 8
Area Border Router count : 2
AS Boundary Router count : O
LSA count : 5
LSA Checksum sum : 0x2237B
Summary : noSunmary

16 new | sa received and 34 |Isa originated fromthis router

[infoll3/ospf/if

OSPF Interface Information

Ip Address 10.10.12.1, Area 0.0.0.1, Admn Status UP
Router ID 10.10.10.1, State DR, Priority 1

Poll interval 0, Transit delay 1

Desi gnated Router (1D) 10.10.10.1, Ip Address 10.10.12.1
Backup Designated Router (ID) 10.10.14.1, Ip Address 10.10.12.2
Timer intervals, Hello 10, Dead 40, Wait 1663, Retransmt 5,

Nei ghbor count is 1 If Events 4, Authentication type none
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/1nfoll 3/ ospf/dbase

OSPF Database Information

[ OSPF Dat abase Menu]
advrtr - LS Database info for an Advertising Router
asbrsum - ASBR Summary LS Dat abase info
dbsumm - LS Dat abase sunmary
ext - External LS Database info
nw - Network LS Database info
nssa - NSSA External LS Database info
rtr - Router LS Database info
sel f - Self Oiginated LS Database info
sunm - Network-Summary LS Database info
al | - A

Table 4-15 OSPF Database Information Menu (/info/I3/ospf/dbase)

Command Syntax and Usage

advrtr <router-id (A.B.C.D)>
Takes advertising router as a parameter. Displays all the Link State Advertisements (LSAS) in the
LS database that have the advertising router with the specified router 1D, for example: 20.1.1.1.

asbr sum <adv-rtr (A.B.C.D)> | <link_state_id (A.B.C.D> | <self>
Displays ASBR summary LSAs. The usage of this command is as follows:

a)asbrsum adv-rtr 20.1. 1.1 displays ASBR summary LSAs having the advertising
router 20.1.1.1.

b) asbrsum link_state_id 10.1. 1. 1 displays ASBR summary LSAs having the link
state ID 10.1.1.1.

c)asbrsum sel f displays the self advertised ASBR summary LSAs.
d) asbr sumwith no parameters displays all the ASBR summary LSAs.

dbsunm
Displays the following information about the LS database in a table format:

a) the number of LSAs of each type in each area.

b) the total number of LSAs for each area.

c) the total number of LSAs for each LSA type for all areas combined.
d) the total number of LSAs for all LSA types for all areas combined.
No parameters are required.

ext <adv-rtr (A.B.C.D)>| <link_state_id (A.B.C.D>| <self>
Displays the AS-external (type 5) LSAs with detailed information of each field of the LSAs. The
usage of this command is the same as the usage of the command asbr sum
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Table 4-15 OSPF Database Information Menu (/info/I3/ospf/dbase)

Command Syntax and Usage

nw <adv-rtr (A.B.C.D)>| <link_state_id (A.B.C.D>| <self>
Displays the network (type 2) LSAs with detailed information of each field of the LSA.network LS
database. The usage of this command is the same as the usage of the command asbr sum

nssa <adv-rtr (A.B.C.D)>| <link_state_id (A.B.C.D>| <self>
Displays the NSSA (type 7) LSAs with detailed information of each field of the LSAs. The usage
of this command is the same as the usage of the command asbr sum

rtr <adv-rtr (A.B.C.D)>| <link_state_id (A.B.C.D>| <self>
Displays the router (type 1) LSAs with detailed information of each field of the LSAs. The usage
of this command is the same as the usage of the command asbr sum

sel f
Displays all the self-advertised LSAs. No parameters are required.

summ <adv-rtr (A.B.C.D)>| <link_state_id (A.B.C.D>| <self>
Displays the network summary (type 3) LSAs with detailed information of each field of the LSAs.
The usage of this command is the same as the usage of the command asbr sum

al |
Displays all the LSAs.

/[1nfoll 3/ ospf/routes
OSPF Information Route Codes

Codes: | A - OSPF inter area,

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, E2 - OSPF external type 2

IA 10.10.0.0/16 via 200.1.1.2

IA 40.1.1.0/28 via 20.1.1.2

IA 80.1.1.0/24 via 200.1.1.2

IA 100.1.1.0/24 via 20.1.1.2

IA 140.1.1.0/27 via 20.1.1.2

IA 150.1.1.0/28 via 200.1.1.2
E2 172.18.1.1/32 via 30.1.1.2
E2 172.18.1.2/32 via 30.1.1.2
E2 172.18.1.3/32 via 30.1.1.2
E2 172.18.1.4/32 via 30.1.1.2
E2 172.18.1.5/32 via 30.1.1.2
E2 172.18.1.6/32 via 30.1.1.2
E2 172.18.1.7/32 via 30.1.1.2
E2 172.18.1.8/32 via 30.1.1.2
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[infol/ll3/ip

IP Information

Interface information:

1: 47.80. 23. 243 255. 255.254. 0 47. 80. 23. 255, vlan 1, up
Default gateway information: netric strict
1. 47.80.22.1, vl an any, up

Current |IP forwarding settings: ON, dirbr disabled
Current |ocal networks:
Current |P port settings:
Al'l other ports have forwardi ng ON
Current network filter settings:
none
Current route nmap settings:
Current BGP settings:
O\, pref 100
Current BGP peer settings:
Current BGP aggr settings:

nfol/l3/vrrp
VRRP Information

Virtual Router Redundancy Protocol (VRRP) support on GbE Switch Module provides redun-
dancy between routers in a LAN. This is accomplished by configuring the same virtual router 1P
address and ID number on each participating VRRP-capable routing device. One of the virtual
routers is then elected as the master, based on a number of priority criteria, and assumes control
of the shared virtual router IP address. If the master fails, one of the backup virtual routers will
assume routing authority and take control of the virtual router IP address.

VRRP i nformation:
1: vrid 2, 205.178.18.210, if 1, renter, prio 100, master, server
2: vrid 1, 205.178.18.202, if 1, renter, prio 100, backup
3: vrid 3, 205.178.18.204, if 1, renter, prio 100, naster, proxy

When virtual routers are configured, you can view the status of each virtual router using this
command. VRRP information includes:

B Virtual router number
B Virtual router ID and IP address
B Interface number
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B Ownership status
O owner identifies the preferred master virtual router. A virtual router is the owner
when the IP address of the virtual router and its IP interface are the same.
O renter identifies virtual routers which are not owned by this device.

B Priority value. During the election process, the virtual router with the highest priority
becomes master.

B Activity status

O nast er identifies the elected master virtual router.
O backup identifies that the virtual router is in backup mode.

O i nit identifies that the virtual router is waiting for a startup event. Once it receives a
startup event, it transitions to master if its priority is 255, (the IP address owner), or
transitions to backup if it is not the IP address owner.

W Server status. The ser ver state identifies virtual routers that support Layer 4 services.
These are known as virtual server routers: any virtual router whose IP address is the same
as any configured virtual server IP address.

B Proxy status. The proxy state identifies virtual proxy routers, where the virtual router
shares the same IP address as a proxy IP address. The use of virtual proxy routers enables
redundant switches to share the same IP address, minimizing the number of unique IP
addresses that must be configured.
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nfo/slb
SLB Information

[ Server Load Bal anci ng I nformati on Menu]
sess - Session Table Information Menu
real - Show real server information
virt - Show virtual server infornation
filt - Show filter infornation
port - Show port information
i dshash - Show I DS server selected by hash or nminm sses netric
bi nd - Show real server selected by hash or minm sses netric
cookie - Decode the HEX value to get the VIP and RIP
synatk - Show SYN attack detection information
dunp - Show all layer 4 infornation

Layer 4 information includes the following:

Table 4-16 Layer 4 Information Menu Options (/info/slb)

Command Syntax and Usage

sess
Displays the Session Table Information Menu. To view menu options, see page 80.

real <real server number (1-63)>

Displays Real server number, real IP address, MAC address, VLAN, physical switch port, layer
where health check is performed, and health check result.

vi rt <virtual server number (1-64)>
m Displays Virtual Server State: Virtual server number, IP address, virtual MAC address
m Virtual Port State: Virtual service or port, server port mapping, real server group, group backup
Server.

filt <filter ID (1-1024)>| i st| al | ow deny| r edi r| nat
Displays the filter number, destination port, real server port, real server group, health check layer,
group backup server, URL for health checks, and real server group, IP address, backup server, and
status.

port <port alias or number>

Displays the physical port number, proxy IP address, filter status, a list of applied filters, and client
and/or server Layer 4 activity.

i dshash <IP address 1> <IP address 2>
Displays the Intrusion Detection System server selected by hash or ni nm sses metric.

bi nd <IP address> <mask> <group number>
Displays the real server selected by hash or m nmi sses metric.

NECRTEL

NETWORKS Chapter 4: The Information Menu m 79

13N0340, March 2004



Alteon OS 20.1 Command Reference

Table 4-16 Layer 4 Information Menu Options (/info/slb)

Command Syntax and Usage

cooki e <16 hytes cookie value in hexadecimal format as OXXXXXXXXXXXXXXXXX>
Decodes the hexadecimal value to get the virtual server IP address and real server IP address.

synat k
Displays SYN attack detection information. To identify whether or not the server is under SYN
attack, the number of new half open sessions is examined within a set period of time, for example,
every two seconds. This feature requires dbi nd to be enabled.

dunp
Displays all Layer 4 information for the switch. For details, see page 85.

/i nfolslblsess
Session Table Information

[ Session Tabl e I nformati on Menu]
cip - Show all session entries with source |IP address
cport - Show all session entries with source port
dip - Show all session entries with destination |P address
dport - Show all session entries with destination port
pip - Show all session entries with proxy |P address
pport - Show all session entries with proxy port
filter - Show all session entries with matching filter
flag - Show all session entries with matching fl ag
port - Show all session entries with ingress port
r eal - Show all session entries with real |P address
sp - Show all session entries on sp
dunp - Show all session entries
hel p - Session entry description

Table 4-17 Session Information Menu Options (/info/slb/sess)

Command Syntax and Usage

ci p <IP address>
Displays all session entries with client’s source IP address.

cport <real port>
Displays all session entries with source (client) port.

di p <IP address>
Displays all session entries with destination IP address.
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Table 4-17 Session Information Menu Options (/info/slb/sess)

Command Syntax and Usage

dport <real port>
Displays all session entries with destination port.

pi p <IP address>
Displays all session entries with proxy IP address.

pport <proxy port>
Displays all session entries with proxy port.

filter <filter ID (1-1024)>
Displays all session entries with matching filter.

flag <E|L|N|P|S|T]UlwW>
Displays all session entries with matching flag.

port <port (1-20)>
Displays all session entries on the ingress port.

real <IP address>
Displays all session entries with real server IP address.

sp <port number (1-4)>
Displays all session entries on switch processor.

dunp
Displays all session entries. Information similar to the following may appear in a session
entry dump:
3, 01:1.1.1.1 4586, 2.2.2.1 http->1.1.1.2 3567 3.3.3.1http age6 f:10 EUSPT ¢
Mm@ 6 @ O ® (a @ 6 (9 10 @) @12 @3
Note: The fields, 1 to 13 associated with a session as identified in the above example, are described
in “Session dump information in Alteon OS” on page 83.

hel p
Displays the description of the session entry.
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Samples of Session Dumps for Different Applications
L4 HTTP

3,01: 172.21.12.19 1040, 39.2.2.1 http -> 47.81.24.79 http age 4
L4-L7 WCR HTTP

2,16: 172.21.8.200 44687, 172.21.8.51 http -> 192.168.1.11 wcr age 4 f:12 E
3,01: 172.21.12.19 1040, 39.2.2.1 http -> 47.81.24.79 urlwcr age 6 f:123 E

RTSP
L4-L7 RTSP

3,01:172.21.12.19 4586, 39.2.2.1 rtsp -> 47.81.144.13 rtsp age 10 EU
3,01:172.21.12.19 6970, 39.2.2.1 21220 -> 47.81.144.13 21220 age 10 P
The first session is RTSP TCP control connection.

The second session is RTSP UDP data connection.

3,01:172.21.12.19 6970, 39.2.2.1 rtsp -> 47.81.144.13 0 age 10 P
During client-server port negotiation, the destination port shows “rtsp” and server port
shows “0”

L7 WCR RTSP

3,01: 172.21.12.19 4586, 39.2.2.1 rtsp -> 47.81.144.13 urlwer age 10 f:100 EU
3,01:172.21.12.19 6970, 39.2.2.1 21220 -> 47.81.144.13 21220 age 10 P

Filtering LinkLB
2,07: 10.0.1.26 1706, 205.178.14.84 http -> 192.168.4.10 linklb age 8 f:10 E
FTP

1,00: 172.31.4.215 80, 172.31.4.200 0 172.31.3.11 age 8 EP c:1
1,09: 172.31.4.215 4098, 172.31.4.200 ftp ->172.31.3.20 ftp age 10 EU
1,09: 172.31.4.215 4102, 172.31.4.200 ftp-data ->172.31.3.20 ftp-data age 10 E

NAT
2,05: 172.21.8.16 2559, 10.0.1.26 http NAT age 2 f:24 E
Persistent session

3,00: 237.162.52.123 160.10.20.30 age 4 EPS C:3
The destination port, real server IP and server port are not shown for
persistent session.
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Session dump information in Alteon OS

Field Description
(1) SP nunber This field indicates the Switch Port number that created the ses-
sion.

(2) Ingress port This field shows the physical port through which the client traffic
enters the switch.

(3) Source IP This field contains the source IP address from the client’s IP

addr ess packet.

(4) Source port This field identifies the source port from the client’s TCP/UDP
packet.

(5) Destination I P This field identifies the destination IP address from the client’s
addr ess TCP/UDP packet.

(6) Destination This field identifies the destination port from client’s TCP/UDP
port packet.

(7a) Proxy IP This field contains the Proxy IP address substituted by the switch.
addr ess This field contains the real server IP address of the corresponding

server that the switch selects to forward the client packet to, for
load balancing. If the switch does not find a live server, this field
contains the same as the destination IP address mentioned in field
(5).

This field also shows the real server IP address for filtering. No
address is shown if the filter action is Allow, Deny or NAT.

It will show “ALLOW?”, “DENY” or “NAT” instead.

(7) Proxy Port This field identifies the TCP/UDP source port substituted by the
switch.

(8) Real Server |P Forload balancing, this field contains the IP address of the real server
Addr ess that the switch selects to forward client packet to. If the switch does not
find live server, this field is the same as destination IP address(5).
For example: 3,01: 1.1.1.1 1040, 2.2.2.1 http -> 3.3.3.1 http age 10
3,01:1.1.1.1 6970, 2.2.2.1 rtsp -> 2.2.2.1 21220 age 10 P
For filtering, this field also shows the real server IP address. No address is
shown if the filter action is Allow, Deny or NAT. It will show ALLOW,
DENY or NAT instead.
For example: 3,01: 1.1.1.1 1040, 2.2.2.1 http -> 3.3.3.1 http age 10 f:11
2,07:1.1.1.1 1706, 2.2.2.1 http-> 192.168.4.10 linklb age 8 f:10 E
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Field Description

(9) Server port This field is the same as the destination port (field 6) for load bal-
ancing except for the RTSP UDP session. For RTSP UDP session,
this server port is obtained from the client-server negotiation.

This field is the filtering application port for filtering. It is for
internal use only. This field can be “urlwcr”, “wer”, “idsIb”, “link-
slb” or “nonat”.

(10) Age This is the session timeout value. If no packet is received within
the value specified, the session is freed.

(11) Filter number This field indicates the session created by filtering code as a
result of the IP header keys matching the filtering criteria.

(12) Flag “E”: Indicates the session is in use and will be aged out if no
traffic is received within session timeout value.
“P”: Indicates the session is a persistent session and is not to be
aged out. Fields (6), (7) and (8) cannot not have persistent session.
“U”: Indicates the session is L7 delayed binding and the switch is
trying to open TCP connection to the real server.
“S”: Indicates the session is persistent session and the
application is special SSL or Cookie Phind.
“T”: Indicates the session is TCP rate limiting per-client entry.

(13) Persistent session This counter indicates the number of client sessions created to
user count associate with this persistent session.
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/1 nfolslb/dunm

Show All Layer 4 Information

Alteon OS 20.1 Command Reference

Real server state:

1: any
2. urlone
27: 20.20.20.101,

3: urltwo
4: urlthree

Redirect filter state:

Action redir

dport http, rport 3128,

200: group 1,
proxy enabl ed,
real servers:

vl an any

1: 210.1.2.200, 00:01:02:cl:4b:48, vlan 1, port 1, health 3, up
2: 210.1.2.1, 00:01:02:70:4d:4a, vlan 1, port 8, health 3, up
26: 20.20.20.102, 00:03:47:07: a4: 9e,

27: 20.20.20.101, 00:01:02:71:9c: a6,

Virtual server state:
1: 20.20. 20. 200, 00: 60: cf: 47: 5c: 1e
virtual ports:
http: rport http, group 88, backup none, dbind
HTTP Application: urlslb
real servers:
26: 20.20.20.102, backup none, 2 ns, up

excl usionary string matching: disabled

backup none,
excl usionary string matching: disabled

health 3, backup none
radi us snoop di sabl ed

3 ms, up
2 Is,

1: 210.1.2.200, backup none,
2: 210.1.2.1, backup none,
Port state:
1: filt disabled, filters: 80
2: idslb filt enabled, filters:
3: idslb filt enabled, filters:
4: filt disabled, filters: 50 200

vlan 1, port 6, health 3, up
vlan 1, port 7, health 3, up

1 ms, up

up
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[1infollink
Link Status Information

Alias Por t Speed Dupl ex Flow Ctrl Li nk
e T R - TX- - - RX-- ------
I NT1 1 1000 full yes yes up
I NT2 2 1000 full yes yes up
I NT3 3 1000 full yes yes up
I NT4 4 1000 full yes yes up
I NT5 5 1000 full yes yes down
I NT6 6 1000 full yes yes up
I NT7 7 1000 full yes yes up
I NT8 8 1000 full yes yes up
I NT9 9 1000 full yes yes up
INT10 10 1000 full yes yes up
INT11 11 1000 full yes yes up
INT12 12 1000 full yes yes up
INT13 13 1000 full yes yes up
INT14 14 1000 full yes yes up
MGT1 15 100 full yes yes up
MGT2 16 100 full yes yes down
EXT1 17 any any yes yes up
EXT2 18 any any yes yes up
EXT3 19 any any yes yes up
EXT4 20 any any yes yes up

Use this command to display link status information about each port on an GbE Switch Module

slot, including:

B Portalias

B Port speed (10, 100, 10/100, or 1000)

B Duplex mode (half, full, any, or auto)

B Flow control for transmit and receive (no, yes, or auto)
B Link status (up or down)
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/1 nfol port
Port Information

Alias Port Tag FAST RMON PVID NANVE VLAN( s)
I NT1 1 y n d 1 INTI1 1 4095
| NT2 2 y n d 1 [INT2 1 4095
I NT3 3 y n d 1 INT3 1 4095
| NT4 4 y n d 1 |INT4 1 4095
I NT5 5 y n d 1 |INT5 1 4095
| NT6 6 y n d 1 |INT6 1 4095
I NT7 7 y n d 1 |INT7 1 4095
| NT8 8 y n d 1 |INT8 1 4095
I NT9 9 y n d 1 [INT9 1 4095
I NT10 10 y n d 1 | NT10 1 4095
I NT11 11 y n d 1 |INT11 1 4095
I NT12 12 y n d 1 |INT12 1 4095
I NT13 13 y n d 1 I NT13 1 4095
I NT14 14 y n d 1 [|NT14 1 4095
MGT1 15 y n d 4095 MGT1 4095
MGT2 16 y n d 4095 MGT2 4095
EXT1 17 n n d 1 EXT1 1
EXT2 18 n n d 1 EXT2 1
EXT3 19 n n d 1 EXT3 1
EXT4 20 n n d 1 EXT4 1

Port information includes:

B Portalias

B Whether the port uses VLAN tagging or not (y or n)

E Port VLAN ID (PVID)

H Port name

B VLAN membership

B Whether RMON is enabled or disabled on the port
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/1 nfoldunp
Information Dump

Use the dump command to dump all switch information available from the Information Menu
(10K or more, depending on your configuration). This data is useful for tuning and debugging

switch performance.

If you want to capture dump data to a file, set your communication software on your worksta-
tion to capture session data prior to issuing the dump commands.
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CHAPTER 5

The Statistics Menu

You can view switch performance statistics in both the user and administrator command modes.

This chapter discusses how to use the command line interface to display switch statistics.

/[ stats

Statistics Menu

port
|2
I3
sl b
np
sp
pace
snnp
dunp

[Statistics Menu]

Port Stats Menu

Layer 2 Stats Menu

Layer 3 Stats Menu

Server Load Bal ancing (L4-7) Stats Menu
MP-speci fic Stats Menu

SP-specific Stats Menu

Packet Acceleration Stats Menu

Show SNWP stats

Dump all stats
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Table 5-1 Statistics Menu Options (/stats)

Command Syntax and Usage

port <portalias or number (1-20)>
Displays the Port Statistics Menu for the specified port. Use this command to display traffic statis-
tics on a port-by-port basis. Traffic statistics are included in SNMP Management Information Base
(MIB) objects. To view menu options, see page 91.

|2
Displays the Layer 2 Stats Menu. To view menu options, see page 102.

I3
Displays the Layer 3 Stats Menu. To view menu options, see page 104.

slb
Displays the Server Load Balancing (SLB) Menu. To view menu options, see page 122.

np
Displays the Management Processor Statistics Menu. Use this command to view information on
how switch management processes and resources are currently being allocated. To view menu
options, see page 145.

sp <SP number (1-4)>
Displays Switch Processor specific menu. To view menu options, see page 148.

pace
Displays Packet Acceleration Stats Menu. To view menu options, see page 149.

snnp
Displays SNMP statistics. See page 150 for sample output.

dunp
Dumps all switch statistics. Use this command to gather data for tuning and debugging switch per-
formance. If you want to capture dump data to a file, set your communication software on your
workstation to capture session data prior to issuing the dump command. For details, see page 153.
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/ st at s/ port <portalias or number>
Port Statistics Menu

This menu displays traffic statistics on a port-by-port basis. Traffic statistics include SNMP
Management Information Base (MIB) objects.

[Port Statistics Menu]
brg - Show bridging ("dotl1l") stats
et her - Show Et hernet ("dot3") stats
if - Show interface ("if") stats
ip - Show Internet Protocol ("IP") stats
I'i nk - Show link stats
r non - Show RMON stats
cl ear - Clear all port stats

Table 5-2 Port Statistics Menu Options (/stats/port)

Command Syntax and Usage

brg
Displays bridging (“dot1”) statistics for the port. See page 92 for sample output.

et her
Displays Ethernet (“dot1”) statistics for the port. See page 93 for sample output.

if
Displays interface statistics for the port. See page 96 for sample output.

ip
Displays IP statistics for the port. See page 98 for sample output.

l'i nk
Displays link statistics for the port. See page 99 for sample output.

rnon
Displays RMON statistics for the port. See page 99 for sample output.

cl ear
This command clears all the statistics on the port.
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/ st at s/ port

<port alias or number>/ br g

Bridging Statistics

This menu option enables you to display the bridging statistics of the selected port.

dot 1Port | nFr anes:

Bridging statistics for

dot 1Por t Qut Fr anes:

dot 1Port | nDi scards:

dot 1TpLear nedEnt ryDi scar ds: 0
dot 1BasePort Del ayExceededDi scar ds: NA
dot 1BasePort M uExceededDi scar ds: NA
dot 1St pPort For war dTr ansi ti ons: 0

port | NT1:
63242584
63277826

0

Table 5-3 Bridging Statistics of a Port (/stats/port/brg)

Statistics

Description

dot 1Por t | nFr anes

The number of frames that have been received by this port from its seg-
ment. A frame received on the interface corresponding to this port is only
counted by this object if and only if it is for a protocol being processed by
the local bridging function, including bridge management frames.

dot 1Port Qut Fr anmes

The number of frames that have been transmitted by this port to its seg-
ment. Note that a frame transmitted on the interface corresponding to this
port is only counted by this object if and only if it is for a protocol being
processed by the local bridging function, including bridge management
frames.

dot 1Port | nDi scar ds

Count of valid frames received which were discarded (that is, filtered) by
the Forwarding Process.

dot 1TpLear nedEntry
Di scar ds

The total number of Forwarding Database entries, which have been or
would have been learnt, but have been discarded due to a lack of space to
store them in the Forwarding Database. If this counter is increasing, it
indicates that the Forwarding Database is regularly becoming full (a con-
dition which has unpleasant performance effects on the subnetwork). If
this counter has a significant value but is not presently increasing, it indi-
cates that the problem has been occurring but is not persistent.

dot 1BasePor t Del ay
ExceededDi scar ds

The number of frames discarded by this port due to excessive transit
delay through the bridge. It is incriminated by both transparent and
source route bridges.

dot 1BasePort M u
ExceededDi scar ds

The number of frames discarded by this port due to an excessive size. It is
incremented by both transparent and source route bridges.

dot 1St pPor t Forward
Transitions

The number of times this port has transitioned from the Learning state to
the Forwarding state.
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/ st at s/ port

Alteon OS 20.1 Command Reference

<port alias or number>/ et her

Ethernet Statistics

This menu option enables you to display the ethernet statistics of the selected port

dot 3St at sFCSError s:
dot 3St at sSi ngl eCol |

dot 3St at sMul ti pl eCol | i si onFr anes:
dot 3St at sSQETest Errors:

dot 3St at sDef erredTransm ssi ons:

dot 3St at sLat eCol | i si ons:

dot 3St at sExcessi veCol | i si ons:

dot 3St at sl nternal MacTransm t Errors:
dot 3Stat sCarri er SenseErrors:

dot 3St at sFrameToolLongs:

dot 3St at sl nt er nal MacRecei veErrors:
dot 3Col | Frequenci es [ 1-15]:

Et hernet statistics for port |NT1:
dot 3St at sAl i gnnent Errors:

i si onFranes:

%ooo%ooo%oooo

Table 5-4 Ethernet Statistics for Port (/stats/port/ether)

Statistics

Description

dot 3St at sAl i gnnent
Errors

A count of frames received on a particular interface that are not an inte-
gral number of octets in length and do not pass the Frame Check
Sequence (FCS) check.

The count represented by an instance of this object is incremented when
the al i gnment Er r or status is returned by the MAC service to the
Logical Link Control (LLC) (or other MAC user). Received frames for
which multiple error conditions obtained are, according to the conven-
tions of IEEE 802.3 Layer Management, counted exclusively according
to the error status presented to the LLC.

dot 3St at sSFCSErr or s

A count of frames received on a particular interface that are an integral
number of octets in length but do not pass the Frame Check Sequence
(FCS) check.

The count represented by an instance of this object is incremented when
the f r ameCheckEr r or status is returned by the MAC service to the
LLC (or other MAC user). Received frames for which multiple error con-
ditions obtained are, according to the conventions of IEEE 802.3 Layer
Management, counted exclusively according to the error status presented
to the LLC.
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Table 5-4 Ethernet Statistics for Port (/stats/port/ether)

Statistics

Description

dot 3St at sSi ngl e-
Col | i si onFr anes

A count of successfully transmitted frames on a particular interface for
which transmission is inhibited by exactly one collision.

A frame that is counted by an instance of this object is also counted by the
corresponding instance of either the i f Qut Ucast Pkt s, i f Qut Mul -
ticast Pkts,orifQut Broadcast Pkt s, and is not counted by the
corresponding instance of the dot 3St at sMul ti pl eCol | i si on-
Fr anme object.

dot 3Stat sMul ti pl e-
Col | i si onFr anes

A count of successfully transmitted frames on a particular interface for
which transmission is inhibited by more than one collision.

A frame that is counted by an instance of this object is also counted by the
corresponding instance of either the i f Qut Ucast Pkt s, i f Qut Mul -
ticast Pkts,orifQutBroadcast Pkt s, and is not counted by the
corresponding instance of the dot 3St at sSi ngl eCol | i si on-

Fr anes object.

dot 3St at sSQETest -
Errors

A count of times that the SQE TEST ERROR message is generated by the
PLS sub layer for a particular interface. The SQE TEST ERROR message
is defined in section 7.2.2.2.4 of ANSI/IEEE 802.3-1985 and its genera-
tion is described in section 7.2.4.6 of the same document.

dot 3St at sDef err ed-
Transm ssi ons

A count of frames for which the first transmission attempt on a particular
interface is delayed because the medium is busy.

The count represented by an instance of this object does not include
frames involved in collisions.

dot 3St at sLat e-
Col i sions

The number of times that a collision is detected on a particular interface
later than 512 bit-times into the transmission of a packet.

Five hundred and twelve bit-times corresponds to 51.2 microseconds on a
10 Mbit/s system. A (late) collision included in a count represented by an
instance of this object is also considered as a (generic) collision for pur-
poses of other collision-related statistics.

dot 3St at sExcessi ve
Col | i si ons

A count of frames for which transmission on a particular interface fails
due to excessive collisions.

dot 3St at sl nternal -
MacTransmtErrors

A count of frames for which transmission on a particular interface fails
due to an internal MAC sub layer transmit error. A frame is only counted
by an instance of this object if it is not counted by the corresponding
instance of either the dot 3St at sLat eCol | i si ons object, the

dot 3St at sExcessi veCol | i si ons object, or the dot 3St at s-
Carri er SenseErr or s object.

The precise meaning of the count represented by an instance of this object
is implementation-specific. In particular, an instance of this object may
represent a count of transmission errors on a particular interface that are
not otherwise counted.
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Table 5-4 Ethernet Statistics for Port (/stats/port/ether)

Statistics Description
dot 3StatsCarri er- The number of times that the carrier sense condition was lost or never
SenseErrors asserted when attempting to transmit a frame on a particular interface.

The count represented by an instance of this object is incremented at most
once per transmission attempt, even if the carrier sense condition fluctu-
ates during a transmission attempt.

dot 3St at sFrameToo- A count of frames received on a particular interface that exceed the maxi-
Longs mum permitted frame size.
The count represented by an instance of this object is incremented when
the f r ameToolLong status is returned by the MAC service to the LLC
(or other MAC user). Received frames for which multiple error condi-
tions obtained are, according to the conventions of IEEE 802.3 Layer
Management, counted exclusively according to the error status presented

to the LLC.
dot 3Stat sl nternal - A count of frames for which reception on a particular interface fails due
MacRecei veErrors to an internal MAC sub layer receive error. A frame is only counted by an

instance of this object if it is not counted by the corresponding instance of
either the dot 3St at sFr aneToolLongs object, the dot 3St at s-

Al i gnnent Er r or s object, or the dot 3St at SFCSEr r or s object.
The precise meaning of the count represented by an instance of this object
is implementation-specific. In particular, an instance of this object may
represent a count of received errors on a particular interface that are not
otherwise counted.

dot 3Col | - A count of individual MAC frames for which the transmission

Fr equenci es (successful or otherwise) on a particular interface occurs after the frame
has experienced exactly the number of collisions in the associated
dot 3Col | Count object. For example, a frame which is transmitted on
interface 77 after experiencing exactly 4 collisions would be indicated by
incrementing only dot 3Col | Fr equenci es. 77.4. No other instance
of dot 3Col | Fr equenci es would be incremented in this example.
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/ st at s/ port <portalias or number>/i f
Interface Statistics

This menu option enables you to display the interface statistics of the selected port.

Cctets:

Ucast Pkt s:

Br oadcast Pkt s:
Mul ticast Pkt s:
Di scar ds:
Errors:

Interface statistics for port EXT1:

i fHCIn Counters i f HCQut Counters
51697080313 51721056808
65356399 65385714

0 6516

0 0

0 0

0 21187

Table 5-5 Interface Statistics for Port (/stats/port/if)

Statistics

Description

iflnCctets

The total number of octets received on the interface, including framing
characters.

i flnUcast Pkts

The number of packets, delivered by this sub-layer to a higher sub- layer,
which were not addressed to a multicast or broadcast address at this sub-
layer.

i f1 nBroadcast Pkts

The number of packets, delivered by this sub-layer to a higher sub- layer,
which were addressed to a broadcast address at this sub-layer.

i flnMilticastPkts

The total number of packets that higher-level protocols requested to be
transmitted, and which were addressed to a multicast address at this sub-
layer, including those that were discarded or not sent. For a MAC layer
protocol, this includes both Group and Functional addresses.

i f1 nDi scards

The number of inbound packets which were chosen to be discarded even
though no errors had been detected to prevent their being delivered to a
higher-layer protocol. One possible reason for discarding such a packet
could be to free up buffer space.

iflnErrors

For packet-oriented interfaces, the number of inbound packets that con-
tained errors preventing them from being delivered to a higher-layer pro-
tocol. For character-oriented or fixed-length interfaces, the number of
inbound transmission units that contained errors preventing them from
being deliverable to a higher-layer protocol.
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Table 5-5 Interface Statistics for Port (/stats/port/if)

Statistics

Description

i f1 nUnknownPr ot os

For packet-oriented interfaces, the number of packets received via the
interface which were discarded because of an unknown or unsupported
protocol. For character-oriented or fixed-length interfaces which support
protocol multiplexing, the number of transmission units received via the
interface which were discarded because of an unknown or unsupported
protocol. For any interface which does not support protocol multiplexing,
this counter will always be 0.

ifQutQctets

The total number of octets transmitted out of the interface, including
framing characters.

i f Qut Ucast Pkts

The total number of packets that higher-level protocols requested to be
transmitted, and which were not addressed to a multicast or broadcast
address at this sub-layer, including those that were discarded or not sent.

i f Qut Broadcast Pkt s

The total number of packets that higher-level protocols requested to be
transmitted, and which were addressed to a broadcast address at this sub-
layer, including those that were discarded or not sent. This object is a 64-
bit version of i f Qut Br oadcast Pkt s.

i faQut Mul ticast Pkts

The total number of packets that higher-level protocols requested to be
transmitted, and which were addressed to a multicast address at this sub-
layer, including those that were discarded or not sent. For a MAC layer
protocol, this includes both Group and Functional addresses. This object
is a 64-bit version of i f Qut Mul ti cast Pkt s.

i fQutDi scards

The number of outbound packets which were chosen to be discarded even
though no errors had been detected to prevent their being transmitted.
One possible reason for discarding such a packet could be to free up
buffer space.

ifQutErrors For packet-oriented interfaces, the number of outbound packets that
could not be transmitted because of errors. For character-oriented or
fixed-length interfaces, the number of outbound transmission units that
could not be transmitted because of errors.
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/ st at s/ port

<port alias or number>/1 p

Interface Protocol Statistics

This menu option enables you to display the interface statistics of the selected port.

i pl nRecei ves:

i pl nNAddr Errors:

i pl nUnknownPr ot os:
i pl nDel i vers:

i pTt| Exceeds:

i pLANDat t acks:

| P statistics for port |INT1:

o

i pFor wDat agr ans:
i pl nDi scards: 0

cNeoNolNeoNoNe

Table 5-6 Interface Protocol Statistics (/stats/port/ip)

Statistics

Description

i pl nRecei ves

The total number of input datagrams received from interfaces, including
those received in error.

i pl NAddr Errors

The number of input datagrams discarded because the IP address in their
IP header's destination field was not a valid address to be received at this
entity (the switch). This count includes invalid addresses (for example,
0.0.0.0) and addresses of unsupported Classes (for example, Class E). For
entities which are not IP Gateways and therefore do not forward data-
grams, this counter includes datagrams discarded because the destination
address was not a local address.

i pFor wDat agr ans

The number of input datagrams for which this entity (the switch) was not
their final IP destination, as a result of which an attempt was made to find
a route to forward them to that final destination. In entities which do not
act as IP Gateways, this counter will include only those packets which
were Source-Routed via this entity (the switch), and the Source- Route
option processing was successful.

i pl nUnknownPr ot os

The number of locally-addressed datagrams received successfully but
discarded because of an unknown or unsupported protocol.

i pl nDi scards

The number of input IP datagrams for which no problems were encoun-
tered to prevent their continued processing, but which were discarded (for
example, for lack of buffer space). Note that this counter does not include
any datagrams discarded while awaiting re-assembly.

i pl nDel i vers

The total number of input datagrams successfully delivered to IP user-
protocols (including ICMP).

i pTt| Exceeds

The number of IP datagram for which an | CMP TTL exceeded mes-
sage was sent.
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/ st at s/ port <portalias or number>/ 11 nk
Link Statistics

This menu enables you to display the link statistics of the selected port.

Link statistics for port INT1:
I i nkSt at eChange: 1

Table 5-7 Link Statistics (/stats/port/link)

Statistics Description

I i nkSt at eChange The total number of link state changes.

/ st at s/ port <portalias or number>/r non
RMON Statistics

This menu option enables you to display the remote monitor statistics of the selected port.

RMON statistics for port EXT1:

et her St at sDr opEvent s: 0
et herStatsCctets: 3727038769
et her St at sPkt s: 69869242
et her St at sBr oadcast Pkt s: 0
et her St at sMul ti cast Pkt s: 0
et her St at sSCRCAl i gnErrors: 0
et her St at sUnder si zePkt s: 0
et her St at sOver si zePkt s: 0
et her St at sFragnent s: 0
et her St at sJabber s: 0
et her St at sCol | i si ons: 0
et her St at sPkt s64Cct et s: 102426
et her St at sPkt s65t 0127Cct et s: 6050515
et her St at sPkt s128t 0255Cct et s: 12293234
et her St at sPkt s256t 0511Cct et s: 24586063
et her St at sPkt s64Cct et s: 49171870
et her St at sPkt s1024t 01518Cct et s: 47539775

NCRTEL
NETWORKS Chapter 5: The Statistics Menu m 99

13N0340, March 2004




Alteon OS 20.1 Command Reference

Table 5-8 Remote Monitor Statistics (/stats/port/rmon)

Statistics

Description

et her St at sDr op
Events

The total number of events in which packets were dropped by the probe
due to lack of resources. Note that this number is not necessarily the num-
ber of packets dropped; it is just the number of times this condition has
been detected.

etherStatsCctets

The total number of octets of data (including those in bad packets)
received on the network (excluding framing bits but including FCS
octets).

This object can be used as a reasonable estimate of utilization (which is
the percent utilization of the ethernet segment). If greater precision is
desired, the et her St at sPkt s and et her St at sCct et s objects
should be sampled before and after a common interval. The differences in
the sampled values are Pkt s and Cct et s, respectively, and the number
of seconds in the interval is | nt er val . These values are used to calcu-
late the utilization as follows:

PKkts x (9.6 + 6.4) + (Octets x 0.8)
Interval x 10, 000

The result of this equation is the percent value of utilization.

Utilization =

et her St at sPkt s

The total number of packets (including bad packets, broadcast packets,
and multicast packets) received.

et her St at sBr oad-
cast Pkts

The total number of good packets received that were directed to the
broadcast address. Note that this does not include multicast packets.

etherStatsMul ti -
cast Pkt s

The total number of good packets received that were directed to a multi-
cast address. Note that this number does not include packets directed to
the broadcast address.

et her St at sSCRCAl i gn
Errors

The total number of packets received that had a length (excluding fram-
ing bits, but including Frame Check Sequence (FCS) octets) of between
64 and 1518 octets, inclusive, but had either a bad Frame Check
Sequence (FCS) with an integral number of octets (FCS Error) or a bad
FCS with a non-integral number of octets (Alignment Error).

et her St at sUnder -
si zePkt s

The total number of packets received that were less than 64 octets long
(excluding framing bits, but including FCS octets) and were otherwise
well formed.

et her St at sOver -
si zePkt s

The total number of packets received that were longer than 1518 octets
(excluding framing bits, but including FCS octets) and were otherwise
well formed.
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Table 5-8 Remote Monitor Statistics (/stats/port/rmon)

Statistics

Description

et her St at sFr ag-
ment s

The total number of packets received that were less than 64 octets in
length (excluding framing bits but including FCS octets) and had either a
bad Frame Check Sequence (FCS) with an integral number of octets
(FCS Error) or a bad FCS with a non-integral number of octets (Align-
ment Error).

Note that it is entirely normal for et her St at sFr agnent s to incre-
ment. This is because it counts both runts (which are normal occurrences
due to collisions) and noise hits. (A runt is a packet that is less than 64
bytes.)

et her St at sJabbers

The total number of packets received that were longer than 1518 octets
(excluding framing bits, but including FCS octets), and had either a bad
Frame Check Sequence (FCS) with an integral number of octets (FCS
Error) or a bad FCS with a non-integral number of octets (Alignment
Error).

Note that this definition of jabber is different than the definition in IEEE-
802.3 section 8.2.1.5 (10Base-5) and section 10.3.1.4 (10Base-2). These
documents define jabber as the condition where any packet exceeds 20
ms. The allowed range to detect jabber is between 20 milliseconds and
150 milliseconds.

et her St at s-
Col i sions

The best estimate of the total number of collisions on this Ethernet seg-
ment.

The value returned will depend on the location of the RMON probe. Sec-
tion 8.2.1.3 (10Base-5) and section 10.3.1.3 (10Base-2) of IEEE standard
802.3 states that a station must detect a collision, in the receive mode, if
three or more stations are transmitting simultaneously. A repeater port
must detect a collision when two or more stations are transmitting simul-
taneously. Thus a probe placed on a repeater port could record more colli-
sions than a probe connected to a station on the same segment would.
Probe location plays a much smaller role when considering 10Base-T.
14.2.1.4 (10Base-T) of IEEE standard 802.3 defines a collision as the
simultaneous presence of signals on the DO and RD circuits (transmitting
and receiving at the same time). A 10Base-T station can only detect colli-
sions when it is transmitting. Thus probes placed on a station and a
repeater, should report the same number of collisions.

Note also that an RMON probe inside a repeater should ideally report col-
lisions between the repeater and one or more other hosts (transmit colli-
sions as defined by IEEE 802.3K) plus receiver collisions observed on
any coax segments to which the repeater is connected.

et her St at sPkt s64-
Cctets

The total number of packets (including bad packets) received that were
64 octets in length (excluding framing bits but including Frame Check
Sequence (FCS) octets).
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Table 5-8 Remote Monitor Statistics (/stats/port/rmon)

Statistics Description

et her St at sPkt s65- The total number of packets (including bad packets) received that were

tol27Cctets between 65 and 127 octets in length (excluding framing bits but including
FCS octets).

et her St at sPkt s128-  The total number of packets (including bad packets) received that were
t0255Cctets between 128 and 255 octets in length (excluding framing bits but includ-
ing Frame Check Sequence (FCS) octets).

et her St at sPkt s256-  The total number of packets (including bad packets) received that were
to511Cctets between 256 and 511 octets in length (excluding framing bits but includ-
ing FCS octets).

et her St at sPkt s512-  The total number of packets (including bad packets) received that were
t01023Cct et s between 512 and 1023 octets in length (excluding framing bits but includ-
ing FCS octets).

et her St at sPkt s- The total number of packets (including bad packets) received that were
1024t 01518Cct et s between 1024 and 1518 octets in length (excluding framing bits but
including FCS octets).

[stats/| 2
Layer 2 Statistics Menu
[Layer 2 Statistics Menu]

fdb - Show FDB stats
| acp - Show LACP stats

Table 5-9 Statistics Menu Options (/stats/I2)

Command Syntax and Usage

fdb
Displays FDB statistics. See page 103 for sample output.

| acp <port alias or number (17-20)>
Displays Link Aggregation Control Protocol (LACP) statistics. See page 104 for sample output.
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[stats/| 2/fdb
FDB Statistics

FDB statistics:
creates:
current:
| ookups:
finds:
find_or_c's:

30503 del et es: 30420
83 hi wat : 855
511889 | ookup fails: 1126
21801 find fails: 0
36140 overfl ows: 0

This menu option enables you to display statistics regarding the use of the forwarding data-
base, including the number of new entries, finds, and unsuccessful searches.

FDB statistics are described in the following table:

Table 5-10 Forwarding Database Statistics (/stats/fdb)

Statistic Description

creates Number of entries created in the Forwarding Database.
current Current number of entries in the Forwarding Database.

| ookups Number of entry lookups in the Forwarding Database.
finds Number of successful searches in the Forwarding Database.

find_or_c’'s

Number of entries found or created in the Forwarding Database.

del et es

Number of entries deleted from the Forwarding Database.

hi wat

Highest number of entries recorded at any given time in the Forwarding
Database.

| ookup fails

Number of unsuccessful searches made in the Forwarding Database.

find fails Number of search failures in the Forwarding Database.
overfl ows Number of entries overflowing the Forwarding Database.
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/[ stats/| 2/1 acp <portalias or number>

LACP Statistics

Valid LACPDUs received: -
Valid Marker PDUs received: -
Valid Marker Rsp PDUs received: -
Unknown version/ TLV type: -
Il egal subtype received: -
LACPDUs transmitted: -
Mar ker PDUs transmitted: -
Mar ker Rsp PDUs transmitted: -

[stats/| 3

Layer 3 Statistics Menu

IPinterface ("if") stats

[Layer 3 Statistics Menu]
ospf - OSPF Statistics Menu
ip - Show I P stats
route - Show route stats
arp - Show ARP stats
vrrp - Show VRRP stats
dns - Show DNS stats
icnmp - Show | CWP stats
i f - Show IP interface ("if") stats
tcp - Show TCP stats
udp - Show UDP stats
ifclear - Cear
ipclear - Clear IP stats
dunp - Dump layer 3 stats
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Table 5-11 Statistics Menu Options (/stats/I3)

Command Syntax and Usage

ospf
Displays OSPF statistics Menu. See page 106 for sample output.

ip
Displays IP statistics. See page 111 for sample output.

route
Displays route statistics. See page 113 for sample output.

arp
Displays Address Resolution Protocol (ARP) statistics. See page 114 for sample output.

vrrp
When virtual routers are configured, you can display the following protocol statistics for VRRP:
m Advertisements received (vrr pl nAdver s)
m Advertisements transmitted ( vr r pQut Adver s)
m Advertisements received, but ignored (vr r pBadAdver s)
See page 115 for sample output.

dns
Displays Domain Name Server (DNS) statistics. See page 116 for sample output.

icnp
Displays ICMP statistics. See page 116 for sample output.

i f <interface number (1-128)>
Displays IP interface statistics. See page 118 for sample output.

tcp
Displays TCP statistics. See page 120 for sample output.
udp
Displays UDP statistics. See page 121 for sample output.
i fclear
Clears IP interface statistics. Use this command with caution as it will delete all the IP interface
statistics.
i pcl ear
Clears IP statistics. Use this command with caution as it will delete all the IP statistics.
dunp

Dumps all Layer 3 statistics. Use this command to gather data for tuning and debugging switch
performance. If you want to capture dump data to a file, set your communication software on your
workstation to capture session data prior to issuing the dump command.
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/ stats/| 3/ ospf
OSPF Statistics Menu

[ OSPF stats Menu]
general - Show gl obal stats
ai ndex - Show area(s) stats
if - Show interface(s) stats

Table 5-12 OSPF Statistics Menu (/stats/I3/ospf)

Command Syntax and Usage

gener al
Displays global statistics. See page 107 for sample output.

ai ndex
Displays area statistics.

if
Displays interface statistics.
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[ stats/| 3/ ospf/general
OSPF Global Statistics

The OSPF General Statistics contain the sum total of all OSPF packets received on all OSPF

areas and interfaces.

OSPF stats

Rx/ Tx Stats:

Pkt s

hell o

dat abase

I s requests
I s acks

| s updates

Nbr change stats:
hel |l o
start
n2way
adj oi nt ok
negoti ati on done
exchange done
bad requests
bad sequence
| oadi ng done
nlway
rst_ad
down
Ti mers ki ckof f
hel | o
retransmt
I sa | ock
| sa ack
dbage
sunmary
ase export

P OOMNOONNNNON

514
1028

[eNolNoNo)

Intf change Stats

hel | o

down

| oop

unl oop

wait timer
backup

nbr change

GQONOONSDN
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Table 5-13 OSPF General Statistics (stats/I3/ospf/general)

Statistics Description

Rx/ Tx Stats:

Rx Pkts The sum total of all OSPF packets received on all OSPF areas and inter-
faces.

Tx Pkts The sum total of all OSPF packets transmitted on all OSPF areas and
interfaces.

Rx Hello The sum total of all Hello packets received on all OSPF areas and inter-
faces.

TX Hello The sum total of all Hello packets transmitted on all OSPF areas and
interfaces.

Rx Dat abase The sum total of all Database Description packets received on all OSPF

areas and interfaces.

Tx Dat abase The sum total of all Database Description packets transmitted on all
OSPF areas and interfaces.

Rx |'s Requests The sum total of all Link State Request packets received on all OSPF
areas and interfaces.

Tx |'s Requests The sum total of all Link State Request packets transmitted on all OSPF
areas and interfaces.

Rx |'s Acks The sum total of all Link State Acknowledgement packets received on all
OSPF areas and interfaces.

TX |I's Acks The sum total of all Link State Acknowledgement packets transmitted on
all OSPF areas and interfaces.

Rx |'s Updates The sum total of all Link State Update packets received on all OSPF areas
and interfaces.

Tx |'s Updates The sum total of all Link State Update packets transmitted on all OSPF
areas and interfaces.
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Table 5-13 OSPF General Statistics (stats/I3/ospf/general) (Continued)

Statistics

Description

Nor Change Stats:

hel |l o The sum total of all Hello packets received from neighbors on all OSPF
areas and interfaces.

Start The sum total number of neighbors in this state (that is, an indication that
Hello packets should now be sent to the neighbor at intervals of Hel -
| ol nt erval seconds.) across all OSPF areas and interfaces.

n2way The sum total number of bidirectional communication establishment
between this router and other neighboring routers.

adj oi nt ok The sum total number of decisions to be made (again) as to whether an

adjacency should be established/maintained with the neighbor across all
OSPF areas and interfaces.

negoti ati on done

The sum total number of neighbors in this state wherein the Master/slave
relationship has been negotiated, and sequence numbers have been
exchanged, across all OSPF areas and interfaces.

exchange done

The sum total number of neighbors in this state (that is, in an adjacency's
final state) having transmitted a full sequence of Database Description
packets, across all OSPF areas and interfaces.

bad requests

The sum total number of Link State Requests which have been received
for a link state advertisement not contained in the database across all
interfaces and OSPF areas.

bad sequence

The sum total number of Database Description packets which have been
received that either:

a) Has an unexpected DD sequence number

b) Unexpectedly has the init bit set

¢) Has an options field differing from the last Options field

received in a Database Description packet.

Any of these conditions indicate that some error has occurred during
adjacency establishment for all OSPF areas and interfaces.

| oadi ng done

The sum total number of link state updates received for all out-of-date
portions of the database across all OSPF areas and interfaces.

nilway The sum total number of Hello packets received from neighbors, in which
this router is not mentioned across all OSPF interfaces and areas.

rst_ad The sum total number of times the Neighbor adjacency has been reset
across all OPSF areas and interfaces.

down The total number of Neighboring routers down (that is, in the initial
state of a neighbor conversation.) across all OSPF areas and interfaces.
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Table 5-13 OSPF General Statistics (stats/I3/ospf/general) (Continued)

Statistics

Description

Intf Change Stats:

hel | o The sum total number of Hello packets sent on all interfaces and areas.

down The sum total number of interfaces down in all OSPF areas.

| oop The sum total of interfaces no longer connected to the attached network
across all OSPF areas and interfaces.

unl oop The sum total number of interfaces, connected to the attached network in

all OSPF areas.

wait tiner

The sum total number of times the Wait Timer has been fired, indicating
the end of the waiting period that is required before electing a (Backup)
Designated Router across all OSPF areas and interfaces.

backup

The sum total number of Backup Designated Routers on the attached net-
work for all OSPF areas and interfaces.

nbr change

The sum total number of changes in the set of bidirectional neighbors
associated with any interface across all OSPF areas.

Ti mers Ki ckoff:

hel | o The sum total number of times the Hello timer has been fired (which trig-
gers the send of a Hello packet) across all OPSF areas and interfaces.

retransmt The sum total number of times the Retransmit timer has been fired across
all OPSF areas and interfaces.

I sa | ock The sum total number of times the Link State Advertisement (LSA) lock
timer has been fired across all OSPF areas and interfaces.

| sa ack The sum total number of times the LSA Ack timer has been fired across
all OSPF areas and interfaces.

dbage The total number of times the data base age (Dbage) has been fired.

sunmary The total number of times the Summary timer has been fired.

ase export The total number of times the Autonomous System Export (ASE) timer

has been fired.
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[stats/|3/ip
IP Statistics

| P statistics:
i pl nRecei ves: 3115873 i plnHdrErrors: 1
i pl nNAddr Errors: 35447 i pFor wDat agr ans: 0
i pl nUnknownPr ot os: 500504 i pl nDi scards: 0
i pl nDel i vers: 2334166 i pQut Request s: 1010542
i pQut Di scards: 4 i pQut NoRout es: 4
i pReasnmReqds: 0 i pReasnKs: 0
i pReasnfail s: 0 i pFragKs: 0
i pFragFail s: 0 i pFragCr eat es: 0
i pRout i ngDi scar ds: 0 i pDef aul t TTL: 255
i pReasnTi meout : 5
Table 5-14 [P Statistics (stats/I3/ip)
Statistics Description
i pl nRecei ves The total number of input datagrams received from interfaces, including

those received in error.

i plnHdrErrors The number of input datagrams discarded due to errors in their IP head-
ers, including bad checksuns, version number mismatch, other format
errors, time-to-live exceeded, errors discovered in processing their IP
options, and so forth.

i pl NAddr Errors The number of input datagrams discarded because the IP address in their
IP header's destination field was not a valid address to be received at this
entity (the switch). This count includes invalid addresses (for example,
0.0.0.0) and addresses of unsupported Classes (for example, Class E). For
entities which are not IP Gateways and therefore do not forward data-
grams, this counter includes datagrams discarded because the destination
address was not a local address.

i pFor wDat agr ans The number of input datagrams for which this entity (the switch) was not
their final IP destination, as a result of which an attempt was made to find
a route to forward them to that final destination. In entities which do not
act as IP Gateways, this counter will include only those packets, which
were Source-Routed via this entity (the switch), and the Source- Route
option processing was successful.

i pl nUnknownPr ot os The number of locally addressed datagrams received successfully but dis-
carded because of an unknown or unsupported protocol.
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Table 5-14 [P Statistics (stats/I3/ip)

Statistics

Description

i pl nDi scards

The number of input IP datagrams for which no problems were encoun-
tered to prevent their continued processing, but which were discarded (for
example, for lack of buffer space). Note that this counter does not include
any datagrams discarded while awaiting re-assembly.

i pl nDel i vers

The total number of input datagrams successfully delivered to IP user-
protocols (including ICMP).

i pQut Request s

The total number of IP datagrams which local IP user-protocols (includ-
ing ICMP) supplied to IP in requests for transmission. Note that this
counter does not include any datagrams counted in

i pFor wDat agr ans.

i pCQut Di scards

The number of output IP datagrams for which no problem was
encountered to prevent their transmission to their destination, but which
were discarded (for example, for lack of buffer space). Note that this
counter would include datagrams counted ini pFor wDat agr ans if any
such packets met this (discretionary) discard criterion.

i pQut NoRout es

The number of IP datagrams discarded because no route could be found
to transmit them to their destination. Note that this counter includes any
packets counted ini pFor wDat agr ans, which meet this no-route crite-
rion. Note that this includes any datagrams which a host cannot route
because all of its default gateways are down.

i pReasmReqds The number of IP fragments received which needed to be reassembled at
this entity (the switch).

i pReasmOKs The number of IP datagrams successfully re- assembled.

i pReasnfail s The number of failures detected by the IP re- assembly algorithm (for
whatever reason: timed out, errors, and so forth). Note that this is not nec-
essarily a count of discarded IP fragments since some algorithms (notably
the algorithm in RFC 815) can lose track of the number of fragments by
combining them as they are received.

i pFragCKs The number of IP datagrams that have been successfully fragmented at
this entity (the switch).

i pFragFail s The number of IP datagrams that have been discarded because they

needed to be fragmented at this entity (the switch) but could not be, for
example, because their Don' t Fragnent flag was set.

i pFragCreates

The number of IP datagram fragments that have been generated as a
result of fragmentation at this entity (the switch).
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Table 5-14 [P Statistics (stats/I3/ip)

Statistics Description

i pRout i nghi scar ds The number of routing entries, which were chosen to be discarded even
though they are valid. One possible reason for discarding such an entry
could be to free-up buffer space for other routing entries.

i pDefaul t TTL The default value inserted into the Ti me- To- Li ve (TTL) field of the
IP header of datagrams originated at this entity (the switch), whenever a
TTL value is not supplied by the transport layer protocol.

i pReasni neout The maximum number of seconds, which received fragments are held
while they are awaiting reassembly at this entity (the switch).

[stats/| 3/ route
Route Statistics

Route statistics:
i pRout esCur : 7 i pRoutesH ghWater: 7
i pRout esMax: 1024

RI P statistics:
riplnPkts: 0 ripQutPkts: 0

ri pBadPkt s: 0 ripRoutesAgedQut: 0
BGP statistics:
bgpl nPkt s: 0 bgpQut Pkt s: 0
bgpBadPkt s: 0 bgpSesskFail ures: 0
bgpRout esAdded: 0 bgpRout esRenmoved: 0
bgpRout esCur : 0 bgpRout esFai | ed: 0
bgpRout esl gnor ed: 0 bgpRout esFiltered: 0
Table 5-15 Route Statistics (/stats/I3/route)

Statistics Description

i pRout esCur The total number of outstanding routes in the route table.

i pRout esH ghWat er The highest number of routes ever recorded in the route table.

i pRout esMax The maximum number of routes that are supported.

RI P statistics:

riplnPkts The total number of good RIP advertisement packets received.
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Table 5-15 Route Statistics (/stats/I3/route)

Statistics Description

ri pQut Pkts The total number of RIP advertisement packets sent.

ri pBadPkt s The total number of RIP advertisement packets received that were
dropped.

ri pRout esAgedCut The total number of routes learned via RIP that has aged out.

BGP statistics:

bgpl nPkt s The total number of BGP packets received.

bgpQut Pkt s The total number of BGP packets sent.

bgpBadPkt s The total number of BGP packets dropped.

bgpSessFai | ures The total number of failed sessions.

bgpRout esAdded The total number of routes that were added to the routing table.
bgpRout esRenpved The total number of routes that were removed from the routing table.
bgpRout esCur The total number of current BGP routes.

bgpRout esFai | ed The total number of BGP routes that failed to add in the routing table.
bgpRout esl gnor ed The total number of routes ignored because the peer was not con-

nected locally or multihop was not configured.

bgpRout esFi | t er ed The total number of routes dropped by the filter.

[stats/| 3/arp
ARP statistics

This menu option enables you to display Address Resolution Protocol statistics.

ARP statistics:
arpEntriesCur: 3 arpEntriesH ghWater: 4
ar pEntri esiax: 4096

Table 5-16 ARP Statistics (/stats/I3/arp)

Statistics Description
ar pEntri esCur The total number of outstanding ARP entries in the ARP table.
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Table 5-16 ARP Statistics (/stats/I3/arp)

Statistics Description
ar pEntri esH ghWat er The highest number of ARP entries ever recorded in the ARP table.
ar pEnt ri esiMax The maximum number of ARP entries that are supported.

[stats/|3/vrrp
VRRP Statistics

Virtual Router Redundancy Protocol (VRRP) support on the GbE Switch Module provides
redundancy between routers in a LAN. This is accomplished by configuring the same virtual
router IP address and 1D number on each participating VRRP-capable routing device. One of
the virtual routers is then elected as the master, based on a number of priority criteria, and
assumes control of the shared virtual router IP address. If the master fails, one of the backup
virtual routers will assume routing authority and take control of the virtual router IP address.

When virtual routers are configured, you can display the following protocol statistics for VRRP:

B Advertisements received (vrr pl nAdver s)
B Advertisements transmitted (vr r pQut Adver s)
B Advertisements received, but ignored (vr r pBadAdver s)

The statistics for the VRRP LAN are displayed:

VRRP statistics:
vrrpl nAdvers: 0 vrr pBadAdvers: 0
vrrpQut Advers: 0

Table 5-17 VRRP Statistics (/stats/I3/vrrp)

Statistics Description
vrrpl nAdvers The total number of VRRP advertisements that have been received.
vrr pBadAdver s The total number of VRRP advertisements received that were dropped.
vrrpQut Advers The total number of VRRP advertisements that have been sent.
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[stats/| 3/ dns
DNS Statistics

This menu option enables you to display Domain Name System statistics.

DNS statistics:
dnsl nRequests: 0 dnsQut Requests: 0
dnsBadRequest s: 0

Table 5-18 DNS Statistics (/stats/dns)

Statistics Description

dnsl nRequest s The total number of DNS request packets that have been received.
dnsQut Request s The total number of DNS response packets that have been transmitted.
dnsBadRequest s The total number of DNS request packets received that were dropped.

[stats/|3/icnmp
ICMP Statistics

| CMP statistics:

i cpl nMsgs: 245802 i cnpl nErrors: 1393
i cnpl nDest Unr eachs: 41 i cnpl nTi meExcds: 0
i cnpl nPar nPr obs: 0 i cnpl nSrcQuenchs: 0
i cnpl nRedi rects: 0 i cnpl nEchos: 18
i cnpl nEchoReps: 244350 i cnpl nTi mest anps: 0
i cnpl nTi mest anpReps: 0 i cnpl nAddr Masks: 0
i cnpl nAddr MaskReps: 0 i cnpQut Msgs: 253810
i cnpQut Errors: 0 i cnpQut Dest Unr eachs: 15
i cmpQut Ti meExcds: 0 i cnpQut Par nPr obs: 0
i cnmpQut Sr cQuenchs: 0 i cnpQut Redi rects: 0
i cmpQut Echos: 253777 i cnpQut EchoReps: 18
i cpQut Ti mest anps: 0 i cnpQut Ti mest anpReps: 0
i cmpQut Addr Masks: 0 i cnpQut Addr MaskReps: 0

Table 5-19 ICMP Statistics (/stats/I3/icmp)

Statistics Description

i cnpl nMsgs The total number of ICMP messages which the entity (the switch)
received. Note that this counter includes all those counted by
i cnpl nErrors.
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Table 5-19 ICMP Statistics (/stats/I3/icmp)

Statistics

Description

icnplnErrors

The number of ICMP messages which the entity (the switch)
received but determined as having ICMP-specific errors (bad ICMP
checksuns, bad length, and so forth).

i cnpl nDest Unr eachs

The number of ICMP Destination Unreachable messages received.

i cnpl nTi meExcds

The number of ICMP Time Exceeded messages received.

i cnpl nPar nmPr obs

The number of ICMP Parameter Problem messages received.

i cpl nSrcQuenchs

The number of ICMP Source Quench (buffer almost full, stop send-
ing data) messages received.

i cnpl nRedi rects

The number of ICMP Redirect messages received.

i cnpl nEchos

The number of ICMP Echo (request) messages received.

i cnpl nEchoReps

The number of ICMP Echo Reply messages received.

i cnpl nTi mest anps

The number of ICMP Timestamp (request) messages received.

i cnpl nTi mest anpReps

The number of ICMP Timestamp Repl y messages received.

i cnpl nAddr Masks

The number of ICMP Address Mask Request messages received.

i cpl nAddr MaskReps

The number of ICMP Address Mask Reply messages received.

i cmpQut Msgs

The total number of ICMP messages which this entity (the switch)
attempted to send. Note that this counter includes all those counted
by i cnpQut Errors.

icmpQutErrors

The number of ICMP messages which this entity (the switch) did not
send due to problems discovered within ICMP such as a lack of
buffer. This value should not include errors discovered outside the
ICMP layer such as the inability of IP to route the resultant data-
gram. In some implementations there may be no types of errors that
contribute to this counter's value.

i cmpQut Dest Unr eachs

The number of ICMP Destination Unreachable messages sent.

i cmpQut Ti meExcds

The number of ICMP Time Exceeded messages sent.

i cmpQut Par nPr obs

The number of ICMP Parameter Problem messages sent.

i cmpQut SrcQuenchs

The number of ICMP Source Quench (buffer almost full, stop send-
ing data) messages sent.

i cmpQut Redi rects

The number of ICMP Redirect messages sent. For a host, this object
will always be zero, since hosts do not send redirects.
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Table 5-19 ICMP Statistics (/stats/I3/icmp)

Statistics

Description

i cmpQut Echos

The number of ICMP Echo (request) messages sent.

i cmpQut EchoReps

The number of ICMP Echo Reply messages sent.

i cpQut Ti mest anps

The number of ICMP Timestamp (request) messages sent.

i cpQut Ti mest anpReps

The number of ICMP Timestamp Repl y messages sent.

i cmpQut Addr Masks

The number of ICMP Address Mask Request messages sent.

i cmpQut Addr MaskReps

The number of ICMP Address Mask Reply messages sent.

[stats/|3/if <interface number>

Interface Statistics

IPinterface 1 statistics:

iflnCctets:
i f1 nNUCast Pkt s:
iflnErrors:
i fQutCct et s:
i f Qut NUcast Pkt s:
i fQutErrors:

48948386 i fl nUcast Pkt s: 220553
167895 i f1nDi scards: 0

0 i f1 nUnknownPr ot os: 0
27100789 i f Qut Ucast Pkt s: 441938
218652 i fQut Di scards: 0

0 i f St at eChanges 1

Table 5-20 Interface Statistics (/stats/I3/if)

Statistics

Description

iflnCctets

The total number of octets received on the interface, including framing
characters.

i fl nUcast Pkts

The number of packets, delivered by this sub-layer to a higher (sub-
layer), which were not addressed to a multicast or broadcast address at
this sub-layer.

i f1 nNUCast Pkt s

The number of packets, delivered by this sub-layer to a higher (sub-
layer), which were addressed to a multicast or broadcast address at this
sub-layer. This object is deprecated in favor of i f 1 nMul ti cast Pkts
andi f 1 nBroadcast Pkt s.

i f1nDi scards

The number of inbound packets that were chosen to be discarded even
though no errors had been detected to prevent their being delivered to a
higher-layer protocol. One possible reason for discarding such a packet
could be to free up buffer space.
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Table 5-20 Interface Statistics (/stats/I3/if)

Statistics

Description

iflnErrors

For packet-oriented interfaces, the number of inbound packets that con-
tained errors preventing them from being delivered to a higher-layer pro-
tocol. For character-oriented or fixed-length interfaces, the number of
inbound transmission units that contained errors preventing them from
being deliverable to a higher-layer protocol.

i f1 nUnknownPr ot os

For packet-oriented interfaces, the number of packets received via the
interface which were discarded because of an unknown or unsupported
protocol. For character-oriented or fixed-length interfaces which support
protocol multiplexing the number of transmission units received via the
interface which were discarded because of an unknown or unsupported
protocol. For any interface which does not support protocol multiplexing,
this counter will always

be 0.

ifQutCctets

The total number of octets transmitted out of the interface, including
framing characters.

i f Qut Ucast Pkts

The total number of packets that higher-level protocols requested to be
transmitted, and which were not addressed to a multicast or broadcast
address at this sub-layer, including those that were discarded or not sent.

i f Qut NUcast Pkt s

The total number of packets that higher-level protocols requested to be
transmitted, and which were addressed to a multicast or broadcast address
at this sub-layer, including those that were discarded or not sent.

This object is deprecated in favor of i f Qut Mul ti cast Pkt s and

i f Qut Broadcast Pkt s.

i foutDi scards

The number of outbound packets, which were chosen to be discarded
even though no errors had been detected to prevent their being transmit-
ted. One possible reason for discarding such a packet could be to free up
buffer space.

ifQutErrors

For packet-oriented interfaces, the number of outbound packets that
could not be transmitted because of errors. For character-oriented or
fixed-length interfaces, the number of outbound transmission units that
could not be transmitted because of errors.

i f St at eChanges

The number of times an interface has transitioned from either down to up
or from up to down.
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[stats/|3/tcp
TCP Statistics

TCP statistics:
t cpRt oAl gorithm
t cpRt oMax:
t cpActi veOpens:
tcpAttenpt Fail s:
t cpl nSegs:
t cpRet r ansSegs:
t cpCur Buf f :
tcpQut Rst s:

4 tcpRt oM n: 0
240000 t cpMaxConn: 512
252214 t cpPassi veQpens: 7
528 t cpEst abReset s: 4
756401 t cpQut Segs: 756655
0 tcplnErrs: 0

0 t cpCur Conn: 3

417

Table 5-21 TCP Statistics (/stats/I3/tcp)

Statistics

Description

t cpRt 0Al gori thm

The algorithm used to determine the t i meout value used for retransmit-
ting unacknowledged octets.

tcpRtoM n

The minimum value permitted by a TCP implementation for the retrans-
mission t i meout , measured in milliseconds. More refined semantics
for objects of this type depend upon the algorithm used to determine the
retransmission t i meout . In particular, when the t i meout algorithm is
rsre(3), an object of this type has the semantics of the LBOUND quantity
described in RFC 793.

t cpRt oMax

The maximum value permitted by a TCP implementation for the retrans-
mission t i meout , measured in milliseconds. More refined semantics
for objects of this type depend upon the algorithm used to determine the
retransmission t i meout . In particular, when the t i meout algorithm is
rsre(3), an object of this type has the semantics of the UBOUND quantity
described in RFC 793.

t cpMaxConn

The limit on the total number of TCP connections the entity (the switch)
can support. In entities where the maximum number of connections is
dynamic, this object should contain the value -1.

t cpActi veOpens

The number of times TCP connections have made a direct transition to
the SYN-SENT state from the CLOSED state.

t cpPassi veQpens

The number of times TCP connections have made a direct transition to
the SYN-RCVD state from the LISTEN state.

tcpAttenpt Fail s

The number of times TCP connections have made a direct transition to
the CLOSED state from either the SYN-SENT state or the SYN-RCVD
state, plus the number of times TCP connections have made a direct tran-
sition to the LISTEN state from the SYN-RCVD state.
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Table 5-21 TCP Statistics (/stats/I3/tcp)

Statistics

Description

t cpEst abReset s

The number of times TCP connections have made a direct transition to
the CLOSED state from either the ESTABLISHED state or the CLOSE-
WAIT state.

t cpl nSegs The total number of segments received, including those received in error.
This count includes segments received on currently established connec-
tions.

t cpQut Segs The total number of segments sent, including those on current connec-

tions but excluding those containing only retransmitted octets.

t cpRet r ansSegs

The total number of segments retransmitted - that is, the number of TCP
segments transmitted containing one or more previously transmitted octets.

tcplnErrs The total number of segments received in error (for example, bad TCP
checksuns).

t cpCur Buf f The total number of outstanding memory allocations from heap by TCP
protocol stack.

t cpCur Conn The total number of outstanding TCP sessions that are currently opened.

tcpQut Rsts The number of TCP segments sent containing the RST flag.

[ stats/| 3/ udp
UDP Statistics

udpl nErrors:

UDP statistics:
udpl nDat agr ans:

54 udpCQut Dat agr ans: 43
0 udpNoPort s: 1578077

Table 5-22 UDP Statistics (/stats/I3/udp)

Statistics

Description

udpl nDat agr ans

The total number of UDP datagrams delivered to the switch.

udpQut Dat agr ans

The total number of UDP datagrams sent from this entity (the switch).

udpl nErrors

The number of received UDP datagrams that could not be delivered for
reasons other than the lack of an application at the destination port.

udpNoPort s The total number of received UDP datagrams for which there was no
application at the destination port.
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[stats/slb
Load Balancing Statistics Menu

[ Server Load Bal ancing Statistics Menu]
sp - SLB Switch SP Stats Menu
real - Show real server stats
group - Show real server group stats
virt - Show virtual server stats
filt - Show filter stats
| ayer7 - Show Layer 7 stats
ssl - Show SSL SLB stats
ftp - Show FTP SLB parsing and NAT stats
rtsp - Show RTSP SLB stats
dns - Show DNS SLB stats
wap - Show WAP SLB stats
tcp - Show TCP rate linmting stats
mai nt - Show mai nt enance stats
cl ear - Clear non-operational Server Load Bal ancing stats
aux - Show auxiliary session table stats
dunp - Dump all SLB statistics

Table 5-23 SLB Statistics Menu Options (/stats/slb)

Command Syntax and Usage

sp <SP number (1-4)>
Displays the server load balancing statistics menu. To view menu options, see page 124.

real <real server number (1-63)>
Displays the following real server statistics:

Number of times the real server has failed its health checks

Number of sessions currently open on the real server

Total sessions the real server was assigned

Highest number of simultaneous sessions recorded for each real server
Real server transmit/receive octets

See page 125 for sample output.

group <real server group number (1-64)>
Displays the following real server group statistics:
m Current and total sessions for each real server in the real server group.
m Current and total sessions for all real servers associated with the real server group.
m Highest number of simultaneous sessions recorded for each real server.
m Real server transmit/receive octets. For per-service octet counters, see page 127.
See page 128 for sample output.
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Table 5-23 SLB Statistics Menu Options (/stats/slb)

Command Syntax and Usage

vi rt <virtual server number (1-64)>
Displays the following virtual server statistics:
m Current and total sessions for each real server associated with the virtual server.
m Current and total sessions for all real servers associated with the virtual server.
m Highest number of simultaneous sessions recorded for each real server.
m Real server transmit/receive octets. For per-service octet counters, see page 127.
See page 129 for sample output.

filt <filter ID (1-1024)>
Displays the total number of times any filter has been used. See page 129 for sample output.

| ayer?7
Displays Layer 7 statistics. See page 130 for sample output.

ssl
Displays SSL server load balancing statistics. See page 134 for sample output.

ftp
Displays FTP SLB parsing and NAT statistics. See page 135 for sample output.

rtsp
Displays RTSP SLB statistics. See page 138 for sample output.

dns
Displays DNS SLB statistics. See page 138 for sample output.

wap
Displays WAP SLB statistics. See page 140 for sample output.

tcp
Displays statistics for TCP rate limiting. See page 142 for sample output.

mai nt
Displays SLB maintenance statistics. See page 142 for sample output.

cl ear [y|n]
Clears all non-operating SLB statistics on the GbE Switch Module, resetting them to zero. This
command does not reset the switch and does not affect the following counters:
m Counters required for Layer 4 and Layer 7 operation (such as current real server sessions).
m All related SNMP counters.
To view the statistics reset by this command, refer to Table 5-41 on page 144.

aux
Displays auxiliary session table statistics.
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Table 5-23 SLB Statistics Menu Options (/stats/slb)

Command Syntax and Usage

dunp
Dumps all switch SLB statistics. Use this command to gather data for tuning and debugging switch
performance. To save dump data to a file, set your communication software on your workstation to
capture session data prior to issuing the dump command.

/| stats/slb/sp

Server Load Balancing SP statistics Menu

[ Server Load Bal ancing SP Statistics Menu]
r eal - Show real server stats
group - Show real server group stats
virt - Show virtual server stats
filt - Show filter stats
mai nt - Show nmi nt enance stats
aux - Show auxiliary session table stats
cl ear - Clear SP stats

Table 5-24 SP Statistics Menu options (/stats/slb/sp)

Command Syntax and Usage

real <real server number (1-63)>
Displays real server statistics of the switch port. See page 125 for a sample output.

group <real server group number (1-64)>
Displays real server group statistics of the switch port. See page 125 for a sample output.

vi rt <virtual server number (1-64)>
Displays statistics of the virtual server. See page 125 for a sample output.

filt <filter ID (1-1024)>
Displays statistics of the filter. See page 126 for a sample output.

mai nt
Displays the SP maintenance statistics. See page 126 for a sample output.

aux
Displays the statistics of the auxiliary session table.

cl ear
Deletes all the SP statistics.
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| stats/ sl b/sp/real <realserver number>
SP Real Server Statistics

Port 1 Real server 1 stats:

Current sessions: 3
Tot al sessions: 3
Cctets: 24

[ stats/ sl b/sp <spnumber>/group <real
group server number>

SP Real Group Server Statistics

Real server group 1 stats:
Current Total Highest
Real | P address Sessi ons Sessi ons Sessi ons Cctets
1 200.100.10.14 20 60 9 480000
2 200.100.10. 15 20 77 12 616000
40 137 21 1096000

/ stats/slb/sp <spnumber>/virt <virtual
server number>

SP Virtual Server Statistics

Real server group 1 stats:
Current Total Highest
Real | P address Sessi ons Sessi ons Sessi ons Cctets
1 200.100.10.14 20 60 9 480000
2 200.100. 10. 15 20 77 12 616000
200. 100. 10. 100 40 137 21 1096000
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[ stats/slb/sp <spnumber>/filt <filter

number>

SP Filter Statistics

Poet 1 Filter 30 stats:
Total Firings: 2

/ stat s/ sl b/sp <spnumber>/ nai nt

SP Maintenance Statistics

Maxi mum sessi ons:
Current sessions:
4 second aver age:
64 second aver age:
Term nat ed sessi ons:
Al l ocation failures:
Non TCP/ I P franes:
TCP fragnents:
UDP dat agr ans:
I ncorrect VIPs:
I ncorrect Vports:
No avail abl e real server:
Filtered (denied) franes:
LAND att acks:

| P fragment sessions:
| P fragment discards:
| P fragment table full:

SP 1 SLB Mui nt enance stats:

Total IP fragnment sessions:

523264

[cNeoNeoNeoNeoNolNoNolNolNeoNoNolNolNolNolNolNel
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/| stat s/ sl b/real <realserver number>
Real Server SLB Statistics

Real server 1 stats:

Heal th check failures: 0

Current sessions: 129

Tot al sessions: 65478

H ghest sessi ons: 4343
Cctets 523824000

NOTE — Octets are provided per server, not per service, unless configured as described in “Per
Service Octet Counters” on page 127.

Table 5-25 Real Server SLB Statistics (/stats/slb/real)

Statistics Description

Current sessions The total number of outstanding sessions that are established to the par-
ticular real server.

Total sessions The total number of sessions that have been established to the particular
real server.

Hi ghest sessions The highest number of sessions ever recorded for the particular real
server.

Cctets The total number of octets sent by the particular real server.

Per Service Octet Counters

For each load-balanced real server, the octet counters represent the combined number of trans-
mit and receive bytes (octets). These counters are then added to report the total octets for each
virtual server.

The octet counters are provided per server—not per service. If you need octet counters on a per-
service basis, you can accomplish this through the following configuration:

1. Configure a separate IP address for each service on each server being load balanced.

For instance, you can configure IP address 10.1.1.20 for HTTP services, and 10.1.1.21 for FTP
services on the same physical server.
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2.

On the GbE Switch Module, configure a real server with a real IP address for each ser-
vice above.

Continuing the example above, two real servers would be configured for the physical server
(representing each real service). If there were five physical servers providing the two services
(HTTP and FTP), 10 real servers would have to be configured: five for the HTTP services on
each physical server, and five for the FTP services on each physical server.

On the GbE Switch Module, configure one real server group for each type of service, and
group each appropriate real server IP address into the group that handles the specific
service.

Thus, in keeping with our example, two groups would be configured: one for handling HTTP
and one for handling FTP.

Configure a virtual server and add the appropriate services to that virtual server.

/ stat s/ sl b/ group <real server group number>

Real Server Group Statistics

Real server group 1 stats:

Current Total Highest
Real | P address Sessi ons Sessi ons Sessi ons Cctets
1 200.100.10.14 20 60 9 480000
2 200.100.10. 15 20 77 12 616000
40 137 21 1096000

Real server group statistics include the following:

B Current and total sessions for each real server in the real server group.

B Current and total sessions for all real servers associated with the real server group.
B Highest number of simultaneous sessions recorded for each real server.
[ |

Real server transmit/receive octets. For per-service octet counters, see the procedure on
“Per Service Octet Counters” on page 127.
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[ stats/slb/virt <virtual server number>
Virtual Server SLB Statistics

Virtual server 1 stats:
Current Total Highest
Real | P address Sessi ons Sessi ons Sessi ons Cctets
1 200.100.10.14 20 60 9 480000
2 200.100.10.15 20 77 12 616000
200. 100. 10. 20 40 309 21 1096000

NOTE — The virtual server IP address is shown on the last line, below the real server IP addresses.

Virtual server statistics include the following:

B Current and total sessions for each real server associated with the virtual server.
B Current and total sessions for all real servers associated with the virtual server.

B Highest number of simultaneous sessions recorded for each real server.
|

Real server transmit/receive octets. For per-service octet counters, see “Per Service Octet
Counters” on page 127.

[stats/slb/filt <filter number>

NECRTEL

Filter SLB Statistics

Filter 1 stats:
Total firings: 1011

You can obtain the total number of times any filter has been used.
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[ stats/sl b/l ayer7
SLB Layer7 Statistics Menu

[Layer 7 Statistics Menu]
redir - Show URL Redirection stats
str - Show SLB String stats
mai nt - Show Layer 7 Maintenance stats

Table 5-26 SLB Layer 7 Statistics Menu Options (/stats/sIb/layer7)

Command Syntax & Usage

redir
Displays URL Redirection statistics. See page 130 for a sample output.

str
Displays SLB string statistics. See page 131 for a sample output.

mai nt
Displays Layer 7 maintenance statistics. See page 132 for a sample output.

/[ stats/slb/layer7/redir

Layer7 Redirection Statistics

Total URL based web cache redirection stats:
Total cache server hits:

Total origin server hits:

Total straight to origin server hits:

Total none-GETs hits:

Total 'Cookie: ' hits:

Total no-cache hits:

[eleololoNoNe)

Table 5-27 Layer 7 Redirection Statistics (/stats/slb/layer7/redir)

Statistics Description

Total cache server hits The total number of HTTP requests redirected to the cache server.

Total origin server hits The total number of HTTP requests forwarded to the origin server.

Total straight to ori- Thetotal number of HTTP requests forwarded from straight to the
gin server hits origin server.

Total none-CGETs hits The total number of none GET requests forwarded to the origin server.

Total 'Cookie:' hits The total number of cookie requests forwarded to the origin server.
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Table 5-27 Layer 7 Redirection Statistics (/stats/slb/layer7/redir)

Statistics Description

Total no-cache hits The total number of requests containing no-cache header forwarded
to the origin server.

[ stats/slb/layer7/str
Layer 7 SLB String Statistics

SLB String stats:
ID SLB String Hts
1 any 1527115
2 www. [ abcdef ghij klm *. com 0
3 www. [ nopgr st uvwxyz] *. com 0
4 www. j unk. com 0
5 www. abc. com 0
6 ww. [ abcdefj hijkln]*.org 0
7 www. [ nopgr st uvwxyz] *. org 0
Table 5-28 Layer 7 SLB String Statistics (/stats/slb/layer7/str)
Statistics Description
ID SLB String The user-defined strings being used in URL matching.
Hts The total number of instances that are load-balanced due to matching of
the particular URL ID.
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[ stats/sl b/l ayer7/ mai nt
Layer 7 SLB Maintenance Statistics

Clients reset by switch on server side: 0

Connection Splicing to support HTTP/1.1: 0

Hal f open connecti ons: 0

Switch retries: 0

Random ear |y drops: 0

Requests exceeded 4500 bytes: 0

Invalid 3-way handshakes: 0

Current SP[1] menory units: 327 Lowest : 327
Current SP[2] menory units: 327 Lowest : 327
Current SP[3] nmenory units: 327 Lowest : 327
Current SP[4] menory units: 327 Lowest : 327
Current SP nenory units: 1308

Current SEQ buffer entries: 0 H ghest: 0
Current Data buffer use: 0 Hi ghest: 0
Current SP buffer entries: 0 Hi ghest: 0
Total Nonzero SEQ All oc: 0

Total SEQ Buffer Allocs: 0 Total SEQ Frees: 0
Total Data Buffer Allocs: 0 Total Data Frees: 0
Alloc Fails - Seq buffers: 0 Alloc Fails - Ubufs: 0
Max sessions per bucket: 0 Max franes per session: 0
Max bytes buffered (sess): 0

Table 5-29 SLB Layer 7 Maintenance Statistics (/stats/slb/layer7/maint)

Statistics Description
Clients reset by The number of reset frames sent to the server by the switch during

switch on server side server connection termination.

Connection Splicing to The total number of connection swapping between different real
support HTTP/ 1.1 servers in supporting multiple HTTP/1.1 client requests.0

Hal f open connections  The total numbers of outstanding TCP connections that are half
opened. It is incremented when the switch responds to TCP SYN
packet and decremented upon receiving TCP SYN ACK packet from
the requester.

Switch retries The total number of switch retries to connect to the real server.

Random early drops The total number of SYN frames dropped when the buffer is low.

Request s exceeded 4500 The total number of GET requests that exceeded 4500 bytes.

byt es
Invalid 3-way hand- The total number of dropped frames because of invalid 3-way hand
shakes shakes.
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Table 5-29 SLB Layer 7 Maintenance Statistics (/stats/slb/layer7/maint)

Statistics

Description

Current SP nenory
units

The current available SP memory units.

Current SEQ buffer
entries

The number of outstanding sequence buffers used.

Hi ghest SEQ buffer
entries

The highest number of sequence buffers ever used.

Current Data buffer
use

The number of outstanding data buffers used.

Hi ghest Data buffer
use

The highest number of data buffers ever used.

Total Nonzero SEQ
Al | oc

The total number of sequence buffer allocated.2

Total SEQ Buffer
Al'l ocs

The total number of sequence buffer allocations.

Total SEQ Frees

The total number of sequence buffer is freed.

Total Data Buffer
Al l ocs

The total number of buffers allocated to store client request.2

Total Data Frees

The total of number buffers freed.

Alloc Fails - Seq
buffers

The number of times sequence buffer allocation failed.

Alloc Fails - Ubufs

The number of times the URL data buffer allocation failed.

Max sessions per
bucket

The maximum number of items (sessions) allowed in the session
table hash bucket chain.

Max franes per session

The maximum number of frames to be buffered per session.

Max bytes buffered
(sess)

The maximum number of bytes to be buffered per session.
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/ stats/slb/ssl
SLB Secure Socket Layer Statistics

SSL SLB mai ntenance stats:
Sessionld allocation fails: 0

Uni que Sessi onl ds 0 0
SSL connections 0 0
Persi stent Port Sessions 0 0

Current Total Highest
Sessi ons Sessi ons Sessi ons

Table 5-30 SLB Secure Socket Layer Statistics (/stats/slb/ssl)

Statistics Description
SSL SLB nmi nt enance Debug stats for SSL Sessi onl d based persistence.
stats

Sessionld allocation The number of times allocation of a session table entry failed when

fails attempting to store a Sessi onl d in the table.

The table shows the Current Sessions, the total sessions seen on the switch since last reset and the high

water mark of current sessions for the following:

Uni que Sessi onl ds Many SSL sessions can use the same Sessi onl d, these should all
bind to the same server. This number shows the number of unique

SSL sessions seen on the switch.

SSL connecti ons The number of different TCP connections using SSL service.
Persi stent Port The number of Sessi onl ds, to allow for persistence across differ-
Sessi ons ent client ports.
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[stats/slb/ftp

File Transfer Protocol SLB and Filter Statistics Menu

[FTP SLB parsing and Filter Statistics Menu]
active - Show active FTP NAT filter stats
parsing - Show FTP SLB parsing server stats
mai nt - Show FTP nmi ntenance stats
dunp - Dump all FTP SLB/ NAT stats

Table 5-31 FTP SLB Parsing and Filter Statistics Menu Options (/stats/slb/ftp)

Command Syntax and Usage

active
Shows active FTP SLB parsing and filter statistics. See page 135 for sample output.

par si ng
Shows parsing statistics. See page 136 for sample output.

mai nt
Shows maintenance statistics. See page 136 for sample output.

dunp
Shows all FTP SLB/NAT statistics. See page 137.

/[ stats/slb/ftp/active

Active FTP SLB Parsing and Filter Statistics

Total Active FTP NAT stats(PORT):

Total FTP: 0
Total New Active FTP | ndex: 0
Active FTP NAT ACK/ SEQ diff: 0

Table 5-32 Active FTP Slb Parsing and Filter statistics (/stats/slb/ftp/active)

Statistics Description

Total Active FTP NAT The number of times the switch receives the port command from
stats (PORT) the client.

Total FTP The number of times the switch receives both active and passive
FTP connections.

Total New Active FTP The number of times the switch creates a new index due to por t
| ndex command from the client.

Active FTP NAT ACK/ SEQ The difference in the numbers of ACK and SEQ that the Switch
diff needs for packet adjustment.
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[ stats/slb/ftp/parsing

Passive FTP SLB Parsing Statistics

Total FTP SLB Parsing Stats(PASV):

Total FTP: 0
Total New FTP SLB parsing | ndex: 0
FTP SLB parsing ACK/ SEQ diff: 0

Table 5-33 Passive FTP SLB Parsing Statistics (/stats/slb/ftp/parsing)

Statistics

Description

Total FTP

The number of times the switch receives both active and passive
FTP connections.

Total New FTP SLB
par si ng | ndex

The number of times the switch creates a new index in response to
the pasv command from the client.

FTP SLB parsi ng ACK/
SEQ di f f

The difference in the numbers of ACK and SEQ that the switch
needs FTP SLB parsing.

[ stats/slb/ftp/ mint

FTP SLB Maintenance Statistics

‘ FTP node switch error:

Table 5-34 FTP SLB Maintenance Statistics (/stats/slb/ftp/maint)

Statistics

Description

FTP node switch error

The number of times the switch is not able to switch modes from
active to passive and vice versa.
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[ stats/slb/ftp/dunp

FTP SLB Statistics Dump

Total FTP:

Total FTP NAT Filtered:

Total new active FTP NAT I ndex:
Total new FTP SLB parsing | ndex:
FTP Active FTP NAT ACK/ SEQ diff:
FTP SLB parsi ng ACK/ SEQ diff:
FTP node switch error:

[eNeololNololNolNo)

Table 5-35 FTP SLB Statistics Dump (/stats/slb/ftp/dump)

Statistics Description

Total FTP The total number of FTP sessions that occurred.

Total FTP NAT Filtered The total number of FTP NAT filter sessions that occurred.

Total new active FTP The total number of new data sessions created for FTP NAT filter in

NAT | ndex active mode.

Total new FTP SLB The number of times the switch creates a new index in response to
par si ng | ndex the pasv command from the client.

FTP Active FTP NAT The total number of times the adjustment between ACK and SEQ
ACK/ SEQ di ff occured on the filter.

FTP SLB parsi ng ACK/ The difference in the numbers of ACK and SEQ that the switch
SEQ di ff needs for FTP SLB parsing.

FTP node switch error  The number of times the switch could not switch mode from active
to passive and vice versa.
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/[stats/slb/rtsp
RTSP SLB Statistics

Control
SP  Qonnection

R WN P

uoP Connection Buffer Al oc
Streans Redi rect Deni ed Al ocs Fai | ures
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

Table 5-36 RTSP SLB Statistics (/stats/slb/rtsp)

Statistics

Description

Cont rol Connecti on The total number of TCP connections for RTSP control connection.

UDP Streans The total number of UDP connections for data channels. The number
depends upon the type of media player being used.

Redi r ect The total number of times the connection got redirected.

Connect i onDeni ed The total number of times the connections got denied due to shortage of

resources or the real server being down.

Buf fer Al |l ocs

The total number of buffer allocations used.

Al'l ocFai |l ures

The total number of times the buffer allocation failed.

[/ stat s/ sl b/ dns
DNS SLB Statistics

138 m Chapter 5:

Total nunber of TCP DNS queri es: 0
Total nunber of UDP DNS queri es: 0
Total nunber of invalid DNS queries: 0
Total nunber of nultiple DNS queries: 0
Total nunber of domain name parse errors: 0
Total nunber of failed real server nane matches: 0
Total nunmber of DNS parsing internal errors: 0
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Table 5-37 DNS SLB Statistics (/stats/slb/dns)

Statistics

Description

Tot al nunber of TCP
DNS queri es

The total number of DNS queries that received through TCP
connections.

Tot al nunber of UDP
DNS queri es

The total number of DNS queries received through UDP requests.

Total nunber of
invalid DNS queries

The total number of malformed DNS queries received.

Total nunber of
nmul ti pl e DNS queri es

The total number of DNS queries that contain more than one domain
name to be resolved. Currently only one domain name resolution per
request is supported.

Tot al nunber of domain
nanme parse errors

The total number of DNS queries that have short or invalid domain
names to be resolved.

Tot al nunber of failed
real server nane
mat ches

The total number of times the user failed to find a real server which
has the same 17 strings that match the domain name to be resolved.

Total number of DNS
parsing i nternal
errors

The total number of out of memory and other unexpected errors the
user gets while processing the DNS query.
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/ st at s/ sl b/ wap
WAP SLB Statistics

WAP Mai nt enance stats:
current sessions: 0
all ocation failures: 0
i ncorrect VIPs: 0
i ncorrect Vports: 0
no avail abl e real server: 0
requests to wong SP: 0
TPCP External Notification stats:
add session regs: 0 del session regs: 0
req fails- q full: 0 req fails- q full: 0
req fails- SP dead: 0 req fails- SP dead: 0
entries in use: 0 entries in use: 0
max entries in use: 0 max entries in use: 0
RADI US Snoopi ng stats:
acct regs:
acct start reqgs:
acct stop regs:
add session regs:
req fails- q full:
req fails- DMA:

acct wap reqgs:
acct update regs:
acct bad regs:

del session regs:
req fails- SP dead:
max entries in use:

(cNeoNolNeNoNo)
(cNeoNoNelNoNo)

Table 5-38 WAP SLB Statistics (/stats/slb/wap)

Statistics Description

WAP Mai nt enance stats:

current sessions The number of session bindings currently in use.

al l ocation failures Indicates instances where the switch ran out of available bindings for a
port.

i ncorrect VIPs Indicates the number of times the switch received a Layer 4 request for
a virtual server which was not configured.

i ncorrect Vports This dropped frames counter indicates that the virtual server has received
frames for TCP/UDP services that have not been configured. Normally
this indicates a mis-configuration on the virtual server or the client.

no avail abl e real This dropped frames counter indicates that all real servers are either out
server of service or at their maxcon limit.

requests to wrong SP The number of session add/delete requests sent to the wrong SP.
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Table 5-38 WAP SLB Statistics (/stats/slb/wap)

Statistics

Description

TPCP Ext er nal

Notification stats:

add session regs

The number of WAP session add requests via TPCP.

del

sessi on regs

The number of WAP session delete requests via TPCP.

req fails- q full

The number of add-request failures due to request queue being full.

req fails- SP dead

The number of add-request failures due to dead target SP.

entries in use

The number of queue entries in use.

max entries in use

The maximum number of queue entries in use at one time for session
delete requests via TPCP.

RADI US Snoopi ng stats:

acct regs The number of RADIUS Accounting frames received.

acct wap reqgs The number of wrapped RADIUS Accounting frames
received.

acct start reqs The number of RADIUS Accounting Start frames received.

acct update reqgs The number of RADIUS Accounting Update frames.

acct stop reqgs The number of RADIUS Accounting Stop frames received.

acct bad regs The number of bad RADIUS Accounting frames received.

add session regs

The number of WAP session add requests via RADIUS snooping.

del

session regs

The number of WAP session delete requests via RADIUS snooping.

req fails- q full

The number of add/delete requests failed due to request queue being
full.

req fails- SP dead

The number of add/delete request failures due to dead target SP.

req fails- DMVA

The number of add/delete requests failed due to DMA write failure.

max entries in use

The maximum number of queue entries in use at a time for session add/
delete requests via RADIUS snooping.
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/[ stats/slb/tcp
SLB TCP Rate Limiting Statistics

TCP rate limting stats:
Total hold downs triggered: 0
Current per-client state entries: 0

Table 5-39 SLB TCP Rate Limiting Statistics (/stats/slb/tcp)

Statistics Description
Total hold downs The total number of hold downs that occurred since the last stats clear.
triggered

Current per-client The current number of per client state entries in the session table.

state entries

[ st at s/ sl b/ nai nt
SLB Maintenance Statistics

SLB Mai nt enance stats:
Maxi mum sessi ons: 2093056
Current sessions:

4 second aver age:

64 second aver age:
Ter m nat ed sessi ons:
Al'l ocation failures:
TCP fragnents:
UDP dat agr ans:
Non TCP/ I P franes:
I ncorrect VIPs:
I ncorrect Vports:
No avail abl e real server:
Backup server activations:
Overfl ow server activations:
Filtered (denied) franes:
LAND att acks:
Total IP fragment sessions:
Current |P fragnent sessions
| P fragment di scards:
I P fragment table full:

[eNeoNeoNeoNoNoNeoNoNoNeoNolNolNoNoNolNoNolNoNol
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SLB Maintenance statistics are described in the following table.

Table 5-40 Server Load Balancing Maintenance Statistics (/stats/slb/maint)

Statistic

Description

Maxi mum sessi ons

The maximum number of simultaneous sessions supported.

Current Sessions

Number of session bindings currently in use (the last 4 and 64 seconds).

Term nat ed Sessi ons

Number of sessions removed from the session table because the server
assigned to them failed and graceful server failure was not enabled.

Al'l ocation Failures

Indicates instances where the Switch ran out of available sessions for a port.

TCP Fragnents

Indicates the number of TCP fragments encountered by the switch. Layer 4
processing might not handle TCP fragments, depending on configuration.

UDP Dat agr ans

Indicates that the virtual server IP address and MAC are receiving UDP
frames when UDP balancing is not turned on.

Non TCP/ | P Franes

Indicates the number of non-IP based frames received by the virtual server.

Incorrect VIPs

Indicates the number of times the switch received a Layer 4 request for a
virtual server which was not configured.

I ncorrect Vports

This dropped frames counter indicates that the virtual server has received
frames for TCP/UDP services that have not been configured. Normally this
indicates a mis-configuration on the virtual server or the client, but it may
be an indication of a potential security probing application like SATAN.

No Server Avail abl e

This dropped frames counter indicates that all real servers are either out
of service or at their maxcon limit.

Backup Server
Activations

This indicates the number of times a real server failure has occurred and
caused a backup server to be brought online.

Overfl ow Server
Activations

This indicates the number of times a real server has reached the maxcon
limit and caused an overflow server to be brought online.

Filtered (Denied)
Franmes

This indicates the number of frames that were dropped because they
matched an active filter with the deny action set.

LAND att acks

This counter increases whenever a packet has the same source and desti-
nation IP addresses and ports.

Total |P fragment
sessi ons

This represents the total number of fragment sessions the switch has pro-
cessed so far.

Current I P fragnent
sessi ons

This represents the current number of fragment sessions.

| P fragment dis-
cards

The number of fragmented packets that are discarded due to lack of
resources.

| P fragment table
full

This counter indicates how many times session table is full.
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[ stats/slb/clear
Clearing the SLB Statistics

The following statistics are reset to zero when the clear command is given and confirmed:

Table 5-41 SLB Statistics Reset (/stats/slb/clear)

Statistics

Description

Real server stats:

Health check failures
Total sessions
Highest sessions
Octets

Real server group

Total sessions

stats: Highest sessions
Octets

Virtual server Total sessions

stats Highest sessions
Octets

Filter stats Total firings

SLB switch port

Real server stats: Octets, Total sessions

stats, per port Real server group: Octets, Total sessions
Virtual server: Octets, Total sessions
Total firings: Octets

G obal SLB stats Per real server:

DNS handoffs
HTTP redirects
Per server group:
DNS handoffs
HTTP redirects

URL SLB and Redi -
rection stats

Redir:
Total cache server hits
Total origin server hits
Total none-GETSs hits
Total 'Cookie: ' hits
Total no-cache hits
LB:
ID SLB String hits

SSL SLB stats

Total Sessions
Highest Sessions
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Table 5-41 SLB Statistics Reset (/stats/slb/clear)

Statistics Description

FTP SLB parsi ng and Total FTP

NAT stats Total FTP NAT Filtered
Total new active FTP NAT Index
Total new FTP SLB parsing Index
FTP Active FTP NAT ACK/SEQ diff
FTP SLB parsing ACK/SEQ diff

Real server stats Health check failures
Total sessions
Highest sessions

Octets
Real server group Total sessions
stats Highest sessions
Octets
Virtual server Total sessions
stats Highest sessions
Octets

/stats/ np
Management Processor Statistics

[ MP-specific Statistics Menu]
pkt - Show Packet stats
tch - Show AIl TCP control blocks in use
uch - Show Al UDP control blocks in use
sfd - Show Al Socket FD in use
cpu - Show CPU utilization

Table 5-42 Management Processor Statistics Menu Options (/stats/mp)

Command Syntax and Usage

pkt
Displays packet statistics, to check for leads and load. To view a sample output and a description of
the stats, see page 146.

tch

Displays all TCP control blocks that are in use. To view a sample output and a description of the
stats, see page 147.
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Table 5-42 Management Processor Statistics Menu Options (/stats/mp)

Command Syntax and Usage

uch
Displays all UDP control blocks that are in use. To view a sample output, see page 147.

sfd
Displays all Socket File Descriptors that are in use. To view a sample output, see page 148.

cpu
Displays CPU utilization for periods of up to 1, 4, and 64 seconds. To view a sample output and a
description of the stats, see page 148.

/ st at s/ np/ pkt
MP Packet Statistics

Packet counts:

al | ocs: 1166996 frees: 1166996
medi uns: 0 nedi uns hi -wat er mar k: 7
smal | s: 0 smal | s hi -wat er mar k: 7
failures: 0

Table 5-43 Packet Statistics (/stats/mp/pkt)

Statistics Description

al | ocs Total number of packet allocations from the packet buffer pool by the
TCP/IP protocol stack.

frees Total number of times the packet buffers are freed (released) to the packet
buffer pool by the TCP/IP protocol stack.

nmedi uns Total number of packet allocations with size between 128 to 1536 bytes
from the packet buffer pool by the TCP/IP protocol stack.

smal | s Total number of packet allocations with size less than 128 bytes from the
packet buffer pool by the TCP/IP protocol stack.

failures Total number of packet allocation failures from the packet buffer pool by
the TCP/IP protocol stack.

frees Total number of packets freed from the packet buffer pool by the TCP/IP
protocol stack.
nmedi unms hi -wat er - The highest number of packet allocation with size between 128 to 1536
mar k bytes from the packet buffer pool by the TCP/IP protocol stack.
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Table 5-43 Packet Statistics (/stats/mp/pkt)

Statistics Description

smal | s hi -wat er mar k The highest number of packet allocation with size less than 128 bytes
from the packet buffer pool by the TCP/IP protocol stack.

[/ stats/ np/tch
TCP Statistics

Al TCP allocated control bl ocks:
10ad41e8: 0.0.0.0 0 <=>0.0.0.0 80 listen
10ad5790: 47.81.27.5 1171 <=> 47.80. 23. 243 23 established

Table 5-44 MP Specified TCP Statistics (/stats/mp/tcb)

Statistics Description
10ad41e8/ 10ad5790 Memory
0.0.0.0/47.81.27.5 Destination IP address
0/ 1171 Destination port

0.0. 0.0/ 47.80. 23. 243 Source IP

80/ 23 Source port

| i sten/ established State

/ st at s/ np/ uch
UCB Statistics

Al'l UDP allocated control bl ocks:
161: listen
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/ stats/ np/sfd
MP-Specific SFD Statistics

Al'l Socket FD all ocat ed:

max_fdi =2

fdi =0 fd=15 pfdi=-1

10c27fd8: 0.0.0.0 0<=>47.133.108.161 80 |isten TCP server
fdi=1 fd=16 pfdi=-1

10b9564c: 0.0.0.0 0<=>47.133.108. 161 23 listen TCP server

fdi=2 fd=17 pfdi=1
10c27c78: 47.129. 153. 150 5341<=>47. 133. 108. 161 23 accept TCP server

/ st at s/ np/ cpu
CPU Statistics

This menu option enables you to display the CPU utilization statistics.

CPU utilization:

cpultil 1Second: 53%
cpulti |l 4Seconds: 54%
cpultil 64Seconds: 54%

Table 5-45 CPU Statistics (stats/mp/cpu)

Statistics Description

cpultil 1Second The utilization of MP CPU over 1 second. It shows the percentage.

cpultil 4Seconds The utilization of MP CPU over 4 seconds. It shows the percentage.

cpulti| 64Seconds  The utilization of MP CPU over 64 seconds. It shows the percentage.

/ st at s/ sp <SP Number>
SP Specific Statistics Menu

[ SP-specific Statistics Menu]
mai nt - Show nmai ntenance stats
cl ear - Clear naintenance stats
cpu - Show CPU utilization
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Table 5-46 SP Specific Statistics (/stats/sp)

Statistics

Description

mai nt

Indicates the total number of all the letter statistics received or sent
from this SP.

clear

Deletes all the maintenance statistics.

cpu

Displays what percentage of the CPU has been utilized.

/ st at s/ pace
Packet Acceleration Statistics Menu

error
info
mai nt
fp

cl ear
dunp

[ Packet Accel eration Statistics Menu]

PACE Error Stats

PACE Informational Stats

PACE Mai nt enance Stats

PACE HFP Stats

Cl ear non-operational PACE stats
Dunmp all PACE statistics

Table 5-47 Packet Acceleration Statistics (/stats/pace)

Statistics

Description

error

Display error statistics on the PACE processor.

info

Display general information about PACE performance.

maint

Display session data about the utilzation of PACE resources.

fp

Display hardware counts for data passed through the frame processor.

cl ear

Clear non-operational PACE statistics.

dunp

Dump all PACE statistics.
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/ stats/snnp

SNMP Statistics

SNMP statistics:
snnpl nPkt s:

snnpl nBadC t yNanes:
snnpl nASNPar seErr s:

snnmpQut Pkt s:
snnpl nTooBi gs:
snnpl nBadVal ues:
snnpl nGenErrs:

snnpl nTot al Set Var s:

snnpl nGet Next s:

snnpl nGet Responses:

snnpCQut TooBi gs:
snnmpCQut BadVal ues:
snnmpCQut GenErrs:
snmpCQut Get Next s:

snnpCQut Cet Responses:

a1

snnpl nBadVer si ons:
snnpl nBadC t yUses:
snnpEnabl eAut hTr aps:
snnpl nBadTypes:
snnpl nNoSuchNanes:
snnpl nReadOnl ys:
snnpl nTot al ReqVar s:
snnpl nGet Request s:
snnpl nSet Request s:
snnpl nTr aps:
snnpQut NoSuchNanes:
snnpQut ReadOnl ys:
snnmpQut Get Request s:
snnmpQut Set Request s:
snnpQut Tr aps:

(&)

AP OOCOOONOOOOMOON

[¢)]
OOOONOONUIOOOOOO

o1

Table 5-48 SNMP Statistics (/stats/snmp)

Statistics

Description

snnpl nPkt s

The total number of Messages delivered to the SNMP entity from the
transport service.

snnpl nBadVer si ons

The total number of SNMP Messages, which were delivered to the
SNMP protocol entity and were for an unsupported SNMP version.

snnpl nBadC t yNanes

The total number of SNMP Messages delivered to the SNMP entity which
used an SNMP community name not known to the said entity (the switch).

snnpl nBadC tyUses

The total number of SNMP Messages delivered to the SNMP protocol
entity which represented an SNMP operation which was not allowed by
the SNMP community named in the Message.

snnpl nASNPar seErrs

The total number of ASN.1 or BER errors encountered by the SNMP pro-
tocol entity when decoding SNMP Messages received.

Note: OSI's method of specifying abstract objects is called ASN.1
(Abstract Syntax Notation One, defined in X.208), and one set of rules
for representing such objects as strings of ones and zeros is called the
BER (Basic Encoding Rules, defined in X.209). ASN.1 is a flexible nota-
tion that allows one to define a variety of data types, from simple types
such as integers and bit strings to structured types such as sets and
sequences. BER describes how to represent or encode values of each
ASN.1 type as a string of eight-bit octets.
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Table 5-48 SNMP Statistics (/stats/snmp)

Statistics

Description

snnpEnabl eAut h
Tr aps

An object to enable or disable the authentication traps generated by this
entity (the switch).

snnmpQut Pkt s

The total number of SNMP Messages which were passed from the SNMP
protocol entity to the transport service.

snnpl nBadTypes

The total number of SNMP Messages which failed ASN parsing.

snnpl nTooBi gs

The total number of SNMP Protocol Data Units (PDUS) which were
delivered to the SNMP protocol entity and for which the value of the
error-status field is too big.

snnpl nNoSuchNanes

The total number of SNMP Protocol Data Units (PDUs) which were
delivered to the SNMP protocol entity and for which the value of the
error-status field is noSuchNane.

snnpl nBadVal ues

The total number of SNMP Protocol Data Units (PDUs) which were
delivered to the SNMP protocol entity and for which the value of the
error-status field is badVal ue.

snnpl nReadOnl ys

The total number of valid SNMP Protocol Data Units (PDUs), which
were delivered to the SNMP protocol entity and for which the value of
the error-status field is “read-Only'. It should be noted that it is a protocol
error to generate an SNMP PDU, which contains the value ‘read-Only" in
the error-status field. As such, this object is provided as a means of
detecting incorrect implementations of the SNMP.

snnpl nGenErrs

The total number of SNMP Protocol Data Units (PDUs), which were
delivered to the SNMP protocol entity and for which the value of the
error-status field is genErr .

snnpl nTot al ReqVar s

The total number of MIB objects which have been retrieved successfully
by the SNMP protocol entity as a result of receiving valid SNMP Get-
Request and Get-Next Protocol Data Units (PDUS).

snnpl nTot al Set Var s

The total number of MIB objects, which have been altered successfully
by the SNMP protocol entity as a result of receiving valid SNMP Set-
Request Protocol Data Units (PDUs).

snnpl nGet Request s

The total number of SNMP Get-Request Protocol Data Units (PDUs),
which have been accepted and processed by the SNMP protocol entity.

snnpl nGet Next s

The total number of SNMP Get-Next Protocol Data Units (PDUSs), which
have been accepted and processed by the SNMP protocol entity.

snnpl nSet Request s

The total number of SNMP Set-Request Protocol Data Units (PDUS),
which have been accepted and processed by the SNMP protocol entity.
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Table 5-48 SNMP Statistics (/stats/snmp)

Statistics

Description

snnpl nGet Responses

The total number of SNMP Get-Response Protocol Data Units (PDUs),
which have been accepted and processed by the SNMP protocol entity.

snnpl nTr aps

The total number of SNMP Trap Protocol Data Units (PDUs), which have
been accepted and processed by the SNMP protocol entity.

snnpQut TooBi gs

The total number of SNMP Protocol Data Units (PDUs), which were gen-
erated by the SNMP protocol entity and for which the value of the error-
status field is too big.

snnpQut NoSuchNanes

The total number of SNMP Protocol Data Units (PDUs), which were gen-
erated by the SNMP protocol entity and for which the value of the error-
status is noSuchNane.

snnpCQut BadVal ues

The total number of SNMP Protocol Data Units (PDUs), which were gen-
erated by the SNMP protocol entity and for which the value of the error-
status field is badVal ue.

snnmpQut ReadOnl ys

Not in use.

snmpQut GenErrs

The total number of SNMP Protocol Data Units (PDUs), which were gen-
erated by the SNMP protocol entity and for which the value of the error-
status field is genErr.

snnmpCut Cet Request s

The total number of SNMP Get-Request Protocol Data Units (PDUs),
which have been generated by the SNMP protocol entity.

snmpCQut Get Next s

The total number of SNMP Get-Next Protocol Data Units (PDUSs), which
have been generated by the SNMP protocol entity.

snnpCut Set Request s

The total number of SNMP Set-Request Protocol Data Units (PDUS),
which have been generated by the SNMP protocol entity.

snnpCut Cet
Responses

The total number of SNMP Get-Response Protocol Data Units (PDUS),
which have been generated by the SNMP protocol entity.

snnpCQut Tr aps

The total number of SNMP Trap Protocol Data Units (PDUS), which have
been generated by the SNMP protocol entity.
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/ stats/dunp
Statistics Dump

Use the dump command to dump all switch statistics available from the Statistics Menu (40K or more,
depending on your configuration). This data can be used to tune or debug switch performance.

If you want to capture dump data to a file, set your communication software on your worksta-
tion to capture session data prior to issuing the dump commands.
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CHAPTER 6

The Configuration Menu

This chapter discusses how to use the Command Line Interface (CLI) for making, viewing, and
saving switch configuration changes. Many of the commands, although not new, display more
or different information than in the previous version. Important differences are called out in the

text.

To make finding information easier, the menu options under the Server Load Balancing Menu
(/ cf g/ sl b) are in Chapter 7.

/ cfg

Configuration Menu

sys
port
pmrr
|2

I3
slb
set up
dunp
ptcfg
gtcfg

[ Configuration Menu]

System wi de Paranmeter Menu

Port Menu

Port Mrroring Menu

Layer 2 Menu

Layer 3 Menu

Server Load Bal anci ng (Layer 4-7) Menu

Step by step configuration set up

Dunp current configuration to script file
Backup current configuration to tftp server
Restore current configuration fromtftp server

Table 6-1 Configuration Menu Options (/cfg)

Command Syntax and Usage

Sys

Displays the System Configuration Menu. To view menu options, see page 159.

port <port alias or number (1-20)>
Displays the Port Configuration Menu. To view menu options, see page 170.
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Table 6-1 Configuration Menu Options (/cfg)

Command Syntax and Usage

pmrr
Displays the Mirroring Configuration Menu. To view menu options, see page 173.

|2
Displays the Layer 2 Configuration Menu. To view menu options, see page 175.

I3
Displays the Layer 3 Configuration Menu. To view menu options, see page 188.

slb

Displays the Server Load Balancing Configuration Menu. To view menu options, see Chapter 7,
“The SLB Configuration Menu”.

set up
Step-by-step configuration set-up of the switch. For details, see page 233.

dunp
Dumps current configuration to a script file. For details, see page 233.

pt cf g <host name or IP address of TFTP server> <filename on host>
Backs up current configuration to TFTP server. For details, see page 234.

gt cf g <host name or IP address of TFTP server> <filename on host>
Restores current configuration from TFTP server. For details, see page 234.

Viewing, Applying, and Saving Changes

As you use the configuration menus to set switch parameters, the changes you make do not
take effect immediately. All changes are considered “pending” until you explicitly apply them.
Also, any changes are lost the next time the switch boots unless the changes are explicitly
saved.

NOTE — Some operations can override the settings in the Configuration menu. Therefore, set-
tings you view in the Configuration menu (for example, port status) might differ from run-time
information that you view in the Information menu or on the management module. The Infor-
mation menu displays current run-time information of switch parameters.
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While configuration changes are in the pending state, you can do the following:

B View the pending changes
B Apply the pending changes
B Save the changes to flash memory

Viewing Pending Changes

You can view all pending configuration changes by entering di f f at the menu prompt.

NOTE — The di f f command is a global command. Therefore, you can enter di f f at any
prompt in the CLI.

Applying Pending Changes

To make your configuration changes active, you must apply them. To apply configuration
changes, enter appl y at any prompt in the CLI.

| # apply

NOTE — The appl y command is a global command. Therefore, you can enter appl y at any
prompt in the administrative interface.

NoTE — All configuration changes take effect immediately when applied, except for starting
Spanning Tree Group. To turn STG on or off, you must apply the changes, save them (see
below), and then reset the switch (see “Resetting the Switch” on page 292).

Saving the Configuration

In addition to applying the configuration changes, you can save them to flash memory on the
GbE Switch Module.

NoTE — If you do not save the changes, they will be lost the next time the system is rebooted.

To save the new configuration, enter the following command at any CLI prompt:

‘ # save

NECRTEL

NETWORKS Chapter 6: The Configuration Menu m 157
13N0340, March 2004



Alteon OS 20.1 Command Reference

When you save configuration changes, the changes are saved to the active configuration block.
The configuration being replaced by the save is first copied to the backup configuration block.
If you do not want the previous configuration block copied to the backup configuration block,
enter the following instead:

# save n

You can decide which configuration you want to run the next time you reset the switch. Your
options include:

B The active configuration block
B The backup configuration block
B Factory default configuration

You can view all pending configuration changes that have been applied but not saved to flash
memory using the di ff f | ash command. It is a global command that can be executed from
any menu.

For instructions on selecting the configuration to run at the next system reset, see “Selecting a
Configuration Block” on page 291.
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/ cfglsys
System Configuration

[ Syst em Menu]
syslog - Syslog Menu
sshd - SSH Server Menu
radius - RADIUS Authentication Menu
ntp - NTP Server Menu
ssnnp - System SNWP Menu
access - System Access Menu
date - Set systemdate
tine - Set systemtinme
idle - Set timeout for idle CLI sessions
notice - Set login notice
bannr - Set | ogin banner
sntp - Set SMIP host
hprompt - Enabl e/ di sabl e di spl ay host nane (sysNane) in CLI pronpt
boot p - Enabl e/ di sabl e use of BOOTP
cur - Display current systemw de paraneters

This menu provides configuration of switch management parameters such as user and adminis-
trator privilege mode passwords, Web-based management settings, and management access
lists.

Table 6-2 System Configuration Menu Options (/cfg/sys)

Command Syntax and Usage

sysl og
Displays the Syslog Menu. To view menu options, see page 160.

sshd
Displays the SSH Server Menu. To view menu options, see page 161.

radi us
Displays the RADIUS Authentication Menu. To view menu options, see page 163.

ntp
Displays the Network Time Protocol (NTP) Server Menu. To view menu options, see page 164.

ssnnp
Displays the System SNMP Menu. To view menu options, see page 165.

access
Displays the System Access Menu. To view menu options, see page 167.
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Table 6-2 System Configuration Menu Options (/cfg/sys)

Command Syntax and Usage

date
Prompts the user for the system date. The date reverts to its default value when the switch is reset.

tine
Configures the system time using a 24-hour clock format. The time reverts to its default value
when the switch is reset.

i dl e <idle timeout in minutes Telnet>
Sets the idle timeout for CLI sessions, from 1 to 60 minutes. The default is 5 minutes.

noti ce <max 1024 char multi-line login notice> <' -' to end>
Displays login notice immediately before the “Enter password:” prompt. This notice can contain
up to 1024 characters and new lines.

bannr <string, maximum 80 characters>
Configures a login banner of up to 80 characters. When a user or administrator logs into the switch,
the login banner is displayed. It is also displayed as part of the output from the / i nf o/ sys com-
mand.

snt p <SMTP host name or IP address>
Sets the Simple Mail Transfer Protocol (SMTP) host, which is used for sending bandwidth man-
agement history information.

hpronpt di sabl e| enabl e
Enables or disables displaying of the host name (system administrator’s name) in the Command
Line Interface (CLI).

boot p di sabl e| enabl e
Enables or disables the use of BOOTP. If you enable BOOTP, the switch will query its BOOTP
server for all of the switch IP parameters. This command is disabled by default.

cur
Displays the current system parameters.

/ cf g/ sys/sysl og

System Host Log Configuration

[ Sysl og Menu]
host - Set | P address of first syslog host
host 2 - Set | P address of second sysl og host
sever - Set the severity of first syslog host
sever2 - Set the severity of second sysl og host
consol e - Enabl e/ di sabl e consol e out put of syslog nmessages
| og - Enabl e/ di sabl e sysl oggi ng of features
cur - Display current syslog settings
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Table 6-3 System Configuration Menu Options (/cfg/sys/syslog)

Command Syntax and Usage

host <new syslog host IP address (such as, 192.4.17.223)>
Sets the IP address of the first syslog host.

host 2 <new syslog host IP address (such as, 192.4.17.223)>
Sets the IP address of the second syslog host.

sever <syslog host local severity (0-7)>

This option sets the severity level of the first syslog host displayed. The default is 7, which means
log all the seven severity levels.

sever 2 <syslog host local severity (0-7)>

This option sets the severity level of the second syslog host displayed. The default is 7, which
means, log all the seven severity levels.

consol e di sabl e| enabl e
Enables or disables delivering syslog messages to the console. When necessary, disabling con-
sol e ensures the switch is not affected by syslog messages. It is enabled by default.

| og <feature| all> <enable| disable>
Displays a list of features for which syslog messages can be generated. You can choose to enable/
disable specific features (such as vlans, gslb, filter), or enable/disable syslog on all available
features.

cur
Displays the current syslog settings.

/ cfg/sys/sshd

SSH Server Configuration Menu

[ SSHD Menu]
intrval - Set Interval for generating the RSA server key
scpadm - Set SCP-only adm n password
hkeygen - Generate the RSA host key
skeygen - GCenerate the RSA server key
sshport - Set SSH server port nunber
ena - Enabl e the SCP apply and save
dis - Disable the SCP apply and save
on - Turn SSH server ON
of f - Turn SSH server OFF
cur - Display current SSH server configuration

For the GbE Switch Module, this menu enables Secure Shell access from any SSH client. SSH
scripts can be viewed by using the / ¢f g/ dunp command (see page 233).
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NoOTE — Except for cur, the commands of this menu are only accessible through the manage-

ment module interface.

Table 6-4 System Configuration Menu Options (/cfg/sys/sshd)

Command Syntax and Usage

intrval <0-24>

Set the interval for auto-generation of the RSA server key.

scpadm
Set the administration password for SCP access.

hkeygen
Generate the RSA host key.

skeygen
Generate the RSA server key.

sshport <TCP port number>
Sets the SSH server port number.

ena
Enables the SCP apply and save.

dis
Disables the SCP apply and save.

on
Enables the SSH server.

of f
Disables the SSH server.

cur
Displays the current SSH server configuration.
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[ cfg/sys/radius
RADIUS Server Configuration

[ RADI US Server Menu]

prisrv - Set primary RADI US server address
secsrv - Set secondary RADI US server address
secret - Set RADIUS secret

port - Set RADI US port

retries - Set RADIUS server retries
tinmeout - Set RADIUS server tinmeout

telnet - Enable or disable RADI US backdoor for telnet
on - Turn RADIUS authentication ON

of f - Turn RADIUS authentication OFF

cur - Display current RADI US configuration

Table 6-5 System Configuration Menu Options (/cfg/sys/radius)

Command Syntax and Usage

prisrv <IP address>
Sets the primary RADIUS server address.

secsrv <IP address>
Sets the secondary RADIUS server address.

secret <1-32 character secret>
This is the shared secret between the switch and the RADIUS server(s).

port <RADIUS port configure, default 1645>
Enter the number of the UDP port to be configured, between 1500 - 3000. The default is 1645.

retries <RADIUS server retries (1-3)>

Sets the number of failed authentication requests before switching to a different RADIUS server.
The default is 3 requests.

ti meout <RADIUS server timeout seconds (1-10)>

Sets the amount of time, in seconds, before a RADIUS server authentication attempt is considered
to have failed. The default is 3 seconds.

tel net disabl elenabl e
Enables or disables the RADIUS backdoor for telnet. t el net also applies to SSH/SCP
connections.

To obtain the Radius backdoor password for your GhESM, contact your IBM Service and

Support line.
on
Enables the RADIUS server.
of f
Disables the RADIUS server.
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Table 6-5 System Configuration Menu Options (/cfg/sys/radius)

Command Syntax and Usage

cur
Displays the current RADIUS server parameters.

[ cfgl/sys/ntp

NTP Server Configuration

[ NTP Server Menu]
server - Set primary NTP server address
intrval - Set NTP server resync interval
tzone - Set NTP tinezone offset from G
dlight - Enable or disable NTP daylight savings tine
on - Turn NTP service ON
of f - Turn NTP service OFF
cur - Display current NTP configuration

This menu enables you to synchronize the switch clock to a Network Time Protocol (NTP)
server. By default, this option is disabled.

Table 6-6 System Configuration Menu Options (/cfg/sys/ntp)

Command Syntax and Usage

server <NTP Server IP address>
Prompts for the IP addresses of the primary NTP server to which you want to synchronize the
switch clock.

i ntrval <resync interval in minutes>
Specifies the interval, that is, how often, in minutes (1-2880), to re-synchronize the switch clock
with the NTP server.

t zone <timezone offset, in HH:MM>
Prompts for the NTP time zone offset, in hours and minutes, of the switch you are synchronizing
from Greenwich Mean Time (GMT).

dl i ght disabl e| enabl e
Disables or enables daylight savings time in the system clock. When enabled, the switch will add
an extra hour to the system clock so that it is consistent with the local clock. By default, this option
is disabled.

on
Enables the NTP synchronization service.
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Table 6-6 System Configuration Menu Options (/cfg/sys/ntp)

Command Syntax and Usage

of f

Disables the NTP synchronization service.

cur

Displays the current NTP service settings.

cf g/ sys/ ssnnp
System SNMP Menu

name

| ocn
cont
rconm
wconm
trapl
trap2
t lcomnm
t 2comm
ti meout
aut h

I'i nkt
cur

[ System SNVP Menu]

Set
Set
Set
Set
Set
Set
Set
Set
Set
Set

Enabl e/ di sabl e SNVMP "sysAut henTr ap”
Enabl e/ di sabl e SNVWP | i nk up/down trap
Di splay current system SNVP configuration

SNWP " sysNane"

SNWP "syslocati on”

SNWP "sysCont act "

SNVP read comunity string

SNVP wite comunity string

first SNMP trap host address

second SNMP trap host address
community string for first trap host
conmunity string for second trap host
timeout for the SNWP state nachine

The Alteon OS software supports SNMP-based network management. If you are running an
SNMP network management station on your network, you can manage the switch using the
following standard SNMP MIBs:

®m  MIB I (RFC 1213)
m  Ethernet MIB (RFC 1643)
®  Bridge MIB (RFC 1493)
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SNMP parameters that can be modified include:

System name

System location

System contact

Use of the SNMP system authentication trap function
Read community string

Write community string

Trap hosts

Trap community strings

Table 6-7 System SNMP Menu Options (/cfg/sys/ssnmp)

Command Syntax and Usage

name <new string, maximum 64 characters>
Configures the name for the system. The name can have a maximum of 64 characters.

| ocn <new string, maximum 64 characters>
Configures the name of the system location. The location can have a maximum of 64 characters.

cont <new string, maximum 64 characters>
Configures the name of the system contact. The contact can have a maximum of 64 characters.

r conm <new SNMP read community string, maximum 32 characters>
Configures the SNMP read community string. The read community string controls SNMP “get”
access to the switch. It can have a maximum of 32 characters. The default read community string is
public.

weconmm <new SNMP write community string, maximum 32 characters>
Configures the SNMP write community string. The write community string controls SNMP “set”
and “get” access to the switch. It can have a maximum of 32 characters. The default write commu-
nity string is private.

trapl <new SNMP trap host IP address (such as, 192.4.17.101)>
Configures the IP address of the first SNMP trap host using dotted decimal notation. The SNMP
trap host is the device that receives SNMP trap messages from the switch.

trap2 <new SNMP trap host IP address (such as, 192.4.17.101)>
Configures the IP address of the second SNMP trap host using dotted decimal notation.

t Lconm <new trap host community string, maximum 32 characters>
Configures the community string for the first trap host. The default community string for the first
trap host is public.

t 2conm <new trap host community string, maximum 32 characters>
Configures the community string for the second trap host. The default community string for the
second trap host is public.
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Table 6-7 System SNMP Menu Options (/cfg/sys/ssnmp)

Command Syntax and Usage

ti meout
Set the timeout value for the SNMP state machine.

aut h di sabl e| enabl e
Enables or disables the use of the system authentication trap facility. The default setting is dis-
abled.

I i nkt <port>[di sabl e| enabl €]
Enables or disables the sending of SNMP link up and link down traps. The default setting is
enabled.

cur
Displays the current SNMP configuration.

cf g/ sys/ access
System Access Menu

[ System Access Menu]
user - User Access Control Menu (passwords)
http - Enabl e/ di sabl e HTTP (\Wb) access
wpor t - Set HTTP (Web) server port nunber
met - Set managenent networKk
nmask - Set mmnagenent netnask
snnp - Set SNWP access control
t net - Enabl e/ di sabl e Tel net access
t nport - Set Tel net server port nunber
cur - Display current system access configuration

Table 6-8 System Configuration Menu Options (/cfg/sys/access)

Command Syntax and Usage

user
Displays the User Access Control Menu. To view menu options, see page 168.

http di sabl e| enabl e
Enables or disables HTTP (Web) access to the Browser-Based Interface. It is enabled by default.

wport <TCP port number (1-65535)>
Sets the switch port used for serving switch Web content. The default is HTTP port 80. If Global
Server Load Balancing is to be used, set this to a different port (such as 8080).
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Table 6-8 System Configuration Menu Options (/cfg/sys/access)

Command Syntax and Usage

mmet <IP subnet (such as 192.4.17.0)>
Sets the base source IP address that allows access to switch management through Telnet, SNMP,
RIP, or the Alteon OS Browser-Based Interface. A range of IP addresses is produced when used
with nmask (below). Specify an IP address in dotted-decimal notation.

nmask <IP subnet mask (such as 255.255.0.0)>
This IP address mask is used with nmet to set a range of source IP addresses allowed access to
switch management functions. Specify the mask in dotted-decimal notation.

snnp di sabl e|read-only|read-wite
Disables or provides read-only/write-read SNMP access.

t net
Enables or disables telnet access.This command is enabled by default. You will see this command
only if you are connected to the switch through the management module.

t nport <TCP port number>
Sets an optional telnet server port number for cases where the server listens for telnet sessions on a
non-standard port.

cur
Displays the current system access parameters.

/| cf g/ sys/ access/ user
User Access Control Configuration

[ User Access Control Menu]
usrpw - Set user password (user)
sopw - Set SLB operator password (sl boper)
| dJopw - Set L4 operator password (I 4oper)
opw - Set operator password (oper)
sapw - Set Slb administrator password (sl badm n)
| dapw - Set L4 administrator password (| 4admnin)
adnpw - Set administrator password (admin)
cur - Display current user statistics
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NOTE — Passwords can be a maximum of 15 characters.

Table 6-9 User Access Control Menu Options (/cfg/sys/user)

Command Syntax and Usage

usr pw
Sets the user (user ) password. The user has no direct responsibility for switch management. He or
she can view switch status information and statistics, but cannot make any configuration changes.

sopw
Sets the SLB operator (sl boper ) password. The SLB operator manages Web servers and other
Internet services and their loads. He or she can view all switch information and statistics and can
enable/disable servers using the Server Load Balancing configuration menus.

Access includes “user ” functions.

| 4opw
Sets the Layer 4 operator (I 4oper ) password. The Layer 4 operator manages traffic on the lines
leading to the shared Internet services. He or she can view all switch information and statistics.

Access includes “s| boper ” functions.

opw
Sets the operator (oper ) password. The operator password can have a maximum of 15 characters.
The operator manages all functions of the switch. He or she can view all switch information and
statistics and can reset ports or the entire switch.

Access includes “I 4oper ” functions.

sapw
Sets the SLB administrator (sl badni n) password. Administrator who configures and manages
Web servers and other Internet services and their loads. He or she can view all switch information
and statistics, but can configure changes only on the Server Load Balancing menus. Note that the
Filter Menu options are not accessible to the SLB administrator.

Access includes “I 4oper ” functions.

| 4apw
Sets the Layer 4 administrator (I 4admi n) password. The Layer 4 administrator configures and
manages traffic on the lines leading to the shared Internet services. He or she can view all switch
information and statistics and can configure parameters on the Server Load Balancing menus, with
the exception of not being able to configure filters.

Access includes “s| badmi n” functions.
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Table 6-9 User Access Control Menu Options (/cfg/sys/user)

Command Syntax and Usage

adnpw
Sets the administrator (adni n) password. The super user administrator has complete access to all
menus, information, and configuration commands on the GbE Switch Module, including the abil-
ity to change both the user and administrator passwords.

Access includes “oper ” and “l 4admi n” functions.

cur
Displays the current user status.

/ cf g/ port <port alias or number>
Port Configuration

[Port INT1 Menu]
gig - G g Phy Menu
pvid - Set default port VLANid
name - Set port nane
rmon - Enabl e/ Di sabl e RMON for port
tag - Enabl e/ di sabl e VLAN tagging for port
iponly - Enable/disable allowing only IP related franes
fastfwd - Enabl e/ di sabl e Port Fast Forwardi ng node
ena - Enabl e port
dis - Disable port
cur - Display current port configuration

The Port Menu enables you to configure settings for individual switch ports (INT1-INT14,
EXT-EXT4). This command is enabled by default.

Table 6-10 Port Configuration Menu Options (/cfg/port)

Command Syntax and Usage

gig
If a port is configured to support Gigabit Ethernet, this option displays the Gigabit Ethernet Physi-
cal Link Menu. To view menu options, see page 172.

pvi d <VLAN number, 1-4095>
Sets the default VLAN number which will be used to forward frames which are not VLAN tagged.
The default number is 1 for non-management ports.
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Table 6-10 Port Configuration Menu Options (/cfg/port)

Command Syntax and Usage

name <64 character string>| none
Sets a name for the port. The assigned port name appears next to the port number on some infor-
mation and statistics screens. The default is set to None.

rmon di sabl e| enabl e
Disables or enables RMON for this port. It is disabled by default.

tag disabl e| enabl e
Disables or enables VLAN tagging for this port. It is disabled by default.

i ponly di sabl e| enabl e
Disables or enables allowing only IP-related frames. It is disabled by default.

fastfwd di sabl e| enabl e
Disables or enables Port Fast Forwarding, which permits a port that participates in Spanning
Tree to bypass the Listening and Learning states and enter directly into the Forwarding state.
While in the Forwarding state, the port listens to the BPDUs to learn if there is a loop and, if
dictated by normal STG behavior (following priorities, etc), the port transitions into the Blocking
state. This feature permits the GbE Switch Module to interoperate well within Rapid Spanning
Tree networks.

ena
Enables the port.

di s
Disables the port. (To temporarily disable a port without changing its configuration attributes, refer
to “Temporarily Disabling a Port” on page 173.)

cur
Displays current port parameters.
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/ cf g/ port <port alias or number> gi g
Port Link Configuration

[G gabit Link Menu]
speed - Set link speed
node - Set full or half duplex node
fctl - Set flow control
aut o - Set auto negotiation
cur - Display current gig link configuration

Use these menu options to set port parameters for the port link.

NoTE — Since the speed and node parameters cannot be set for Gigabit Ethernet ports, these
options do not appear on the Gigabit Link Menu.

Link menu options are described in Table 6-11 and appear on the gi g port configuration menu
for the GbE Switch Module. Using this configuration menu, you can set port parameters such as
speed, flow control, and negotiation mode for the port link.

Table 6-11 Port Link Configuration Menu Options (/cfg/port <alias or number> gig)

Command Syntax and Usage

speed 10| 100| any
Sets the link speed. Not all options are valid on all ports. The choices include:
m “Any,” for automatic detection (default)
m 10 Mbps
m 100 Mbps

node ful || hal f|any
Sets the operating mode. The choices include:
m “Any,” for auto negotiation (default)
m Full-duplex
m Half-duplex

fctl rx|tx|both|none
Sets the flow control. The choices include:

m Receive flow control

m Transmit flow control

m Both receive and transmit flow control (default)
m No flow control

auto on] of f
Enables or disables auto negotiation for the port.
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Table 6-11 Port Link Configuration Menu Options (/cfg/port <alias or number> gig)

Command Syntax and Usage

cur
Displays current port parameters.

Temporarily Disabling a Port

To temporarily disable a port without changing its stored configuration attributes, enter the fol-
lowing command at any prompt:

‘ Mai n# [ oper/ port <portalias or number>/ di s

Because this configuration sets a temporary state for the port, you do not need to use appl y or
save. The port state will revert to its original configuration when the GbE Switch Module is
reset. See the “Operations Menu” on page 281 for other operations-level commands.

[cfg/lpmrr

Port Mirroring Menu

[Port Mrroring Menu]
mrror - Enable/Disable Mrroring
nmonport - Monitoring Port based PM Menu
cur - Display All Mrrored and Mnitoring Ports

Port mirroring is disabled by default. For more information about port mirroring on the
GbE Switch Module, see “Appendix A: Troubleshooting” in the Alteon OS Application Guide.

NoTE — Traffic on VLAN 4095 is not mirrored to the external ports.
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The Port Mirroring Menu is used to configure, enable, and disable the monitored port. When
enabled, network packets being sent and/or received on a target port are duplicated and sent to
a monitor port. By attaching a network analyzer to the monitor port, you can collect detailed
information about your network performance and usage.

Table 6-12 Port Mirroring menu options (/cfg/pmirr)

Command Syntax and Usage

nmrror disabl e|] enabl e
Enables or disables port mirroring

nonport <port alias or number (1-20)>
Displays port-mirroring menu. To view menu options, see page 174.

cur
Displays current settings of the mirrored and monitoring ports.

[ cfg/ pmrr/nonport
Port-Mirroring Menu

[Port EXT1 Menu]
add - Add "Mrrored" port
rem - Rem"Mrrored" port
cur - Display current Port-based Port Mrroring configuration

Table 6-13 Port-Based Port-Mirroring Menu Options (/cfg//pmirr/monport)

Command Syntax and Usage

add <mirrored port (port to mirror from)> <direction (in, out, or both)>
Adds the port to be mirrored. This command also allows you to enter the direction of the traffic. It
is necessary to specify the direction because:

If the source port of the frame matches the mirrored port and the mirrored direction is ingress or
both (ingress and egress), the frame is sent to the mirrored port.

If the destination port of the frame matches the mirrored port and the mirrored direction is egress or
both, the frame is sent to the monitoring port.

rem <mirrored port (port to mirror from)>
Removes the mirrored port.

cur
Displays the current settings of the monitoring port.
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[cfgll2

NERTEL

Layer 2 Menu

[ Layer 2 Menu]
stg - Spanning Tree Menu
trunk - Trunk Goup Menu
t hash - | P Trunk Hash Menu
I acp - Link Aggregation Control Protocol Menu
vl an - VLAN Menu
cur - Display current layer 2 paraneters

Table 6-14 Configuration Menu Options (/cfg/I2)

Command Syntax and Usage

st g <group number [1-16]>
Displays the Spanning Tree Configuration Menu. To view menu options, see page 176.

t runk <trunk group number (1-2)>
Displays the Trunk Group Configuration Menu. To view menu options, see page 180.

t hash
Displays the IP Trunk Hash Menu. To view menu options, see page 181.

I acp
Displays the Link Aggregation Control Protocol Menu. To view menu options, see page 184.

vl an <VLAN number (1-4095)>
Displays the VLAN Configuration Menu. To view menu options, see page 186.

cur
Displays current Layer 2 parameters.
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[cfgll2/stg

Spanning Tree Configuration

[ Spanning Tree Group 1 Menu]
brg - Bridge paraneter nmenu
port - Port paranmeter menu
add - Add VLAN(s) to Spanning Tree G oup
renove - Renove VLAN(s) from Spanning Tree G oup
cl ear - Rermove all VLANs from Spanning Tree G oup
on - dobally turn Spanning Tree ON
of f - Aobally turn Spanning Tree OFF
default - Default Spanning Tree and Menber paraneters
cur - Display current bridge paraneters

Alteon OS supports the IEEE 802.1d Spanning Tree Protocol (STP). STG is used to prevent
loops in the network topology. There are 16 spanning tree groups that can be configured on the
switch (STG 16 is reserved for management). This command is turned on by default.

NoTE — When VRRP is used for active/active redundancy, STG must be enabled.

Table 6-15 Spanning Tree Configuration Menu (/cfg/l2/stg)

Command Syntax and Usage

brg
Displays the Bridge Spanning Tree Menu. To view menu options, see page 177.

port <portalias or number (1-20)>
Displays the Spanning Tree Port Menu. To view menu options, see page 179.

add <VLAN number (1-4095)>
Associates a VLAN with a spanning tree and requires an external VLAN ID as a parameter.

remove <VLAN number (1-4095)>
Breaks the association between a VLAN and a spanning tree and requires an external VLAN ID as
a parameter.

cl ear
Removes all VLANs from a spanning tree.

on
Globally enables Spanning Tree Protocol.

of f
Globally disables Spanning Tree Protocol.
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Table 6-15 Spanning Tree Configuration Menu (/cfg/l2/stg)

Command Syntax and Usage

def aul t
Restores a spanning tree instance to its default configuration.

cur

Displays current Spanning Tree Protocol parameters.

[cfgll2/stg/brg

Bridge Spanning Tree Configuration

[ Bridge Spanning Tree Menu]

prior - Set bridge Priority [0-65535]

hel | o - Set bridge Hello Time [1-10 secs]

mxage - Set bridge Max Age (6-40 secs)

fwd - Set bridge Forward Delay (4-30 secs)

agi ng - Set bridge Aging Tinme (1-65535 secs, 0 to disable)
cur - Display current bridge paraneters

Spanning Tree bridge parameters affect the global STG operation of the switch. STG bridge
parameters include:

|
|
|
|
|
NECRTEL
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Bridge priority
Bridge hello time
Bridge maximum age
Forwarding delay
Bridge aging time
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Table 6-16 Bridge Spanning Tree Menu Options (/cfg/l2/stg/brg)

Command Syntax and Usage

pri or <new bridge priority (0-65535)>
Configures the bridge priority. The bridge priority parameter controls which bridge on the network
is the STG root bridge. To make this switch the root bridge, configure the bridge priority lower
than all other switches and bridges on your network. The lower the value, the higher the bridge pri-
ority. The range is 0 to 65535, and the default is 32768.

hel | o <new bridge hello time (1-10 secs)>
Configures the bridge hello time.The hello time specifies how often the root bridge transmits a
configuration bridge protocol data unit (BPDU). Any bridge that is not the root bridge uses the root
bridge hello value. The range is 1 to 10 seconds, and the default is 2 seconds.

nmxage <new bridge max age (6-40 secs)>
Configures the bridge maximum age. The maximum age parameter specifies the maximum time
the bridge waits without receiving a configuration bridge protocol data unit before it re configures
the STG network. The range is 6 to 40 seconds, and the default is 20 seconds.

fwd <new bridge Forward Delay (4-30 secs)>
Configures the bridge forward delay parameter. The forward delay parameter specifies the amount
of time that a bridge port has to wait before it changes from the listening state to the learning state

and from the learning state to the forwarding state. The range is 4 to 30 seconds, and the default is
15 seconds.

agi ng <new bridge Aging Time (1-65535 secs, 0 to disable)>

Configures the forwarding database aging time. The aging time specifies the amount of time the
bridge waits without receiving a packet from a station before removing the station from the for-
warding database. The range is 1 to 65535 seconds, and the default is 300 seconds. To disable

aging, set this parameter to 0.

current
Displays the current bridge STG parameters.

When configuring STG bridge parameters, the following formulas must be used:

B 2*(fwd-1) > mxage
B 2*(hello+1) < mxage

NQRTEL
178 m Chapter 6: The Configuration Menu NETWORKS

13N0340, March 2004



Alteon OS 20.1 Command Reference

[ cfgll 2/ stg <STP Group Index>/ port <port

alias or number>
Spanning Tree Port Configuration

[ Spanning Tree Port EXT1 Menu]
prior - Set port Priority (0-255)
cost - Set port Path Cost (1-65535, 0 for default)
on - Turn port's Spanning Tree ON
of f - Turn port's Spanning Tree OFF
cur - Display current port Spanning Tree paraneters

Spanning Tree port parameters are used to modify STG operation on an individual port basis.
STG port parameters include:

B Port priority
B Port path cost

The por t option of STG is turned on by default.

Table 6-17 Spanning Tree Port Menu (/cfg/I2/stg/port)

Command Syntax and Usage

prior <new port Priority (0-255)>
Configures the port priority. The port priority helps determine which bridge port becomes the des-
ignated port. In a network topology that has multiple bridge ports connected to a single segment,
the port with the lowest port priority becomes the designated port for the segment. The range is 0
to 255, and the default is 128.

cost <new port Path Cost (1-65535, 0 for default)>
Configures the port path cost. The port path cost is used to help determine the designated port for a
segment. Generally speaking, the faster the port, the lower the path cost. The range is 1 to 65535.
The default is 10 for 100Mbps ports, and 1 for Gigabit ports. A value of 0 indicates that the default
cost will be computed for an auto negotiated link speed.

on
Enables STG on the port.

of f
Disables STG on the port.

cur
Displays the current STG port parameters.
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[ cfgll2/trunk <trunkgroup number>
Trunk Configuration

[ Trunk group 1 Menu]
add - Add port to trunk group
rem - Rermove port fromtrunk group
failovr - Enabl e/disable fail over support
ena - Enabl e trunk group
dis - Disable trunk group
del - Delete trunk group
cur - Display current Trunk G oup configuration

Trunk groups can provide super-bandwidth connections between GbE Switch Modules or other
trunk capable devices. A trunk is a group of ports that act together, combining their bandwidth
to create a single, larger port. Up to 2 trunk groups can be configured on the GbE Switch Mod-
ule, with the following restrictions:

B Any physical switch port can belong to no more than one trunk group.

B Up to four ports/trunks can belong to the same trunk group.

B Best performance is achieved when all ports in a trunk are configured for the same speed.
B Trunking from non-Alteon devices must comply with Cisco® EtherChannel® technology.

By default, the trunk group is empty and disabled.
Table 6-18 Trunk Configuration Menu Options (/cfg/I2/trunk)

Command Syntax and Usage

add <port alias or number (EXT1-EXT4)>
Adds a physical port to the current trunk group.

r em <port alias or number (EXT1-EXT4)>
Removes a physical port from the current trunk group.

failovr
Sets trunk group failover to enabled or disabled.

ena

Enables the current trunk group.
dis

Turns the current trunk group off.

del
Removes the current trunk group configuration.

cur
Displays current trunk group parameters.
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[ cfgll2/thash

IP Trunk Hash menu

[P Trunk Hash Menu]
|2 - L2 IP Trunk Hash Settings Menu
I3 - L3 IP Trunk Hash Settings Menu
cur - Display current |IP trunk hash configuration

Use the following commands to configure IP trunk hash settings for the GhESM.

Table 6-19 IP Trunk Hash commands (/cfg/I2/thash)

Command Syntax and Usage

I 2
Displays the layer 2 Trunk Hash Settings menu. To view menu options, see page 181.

I3
Displays the layer 3 Trunk Hash Settings menu. To view menu options, see page 182.

cur
Display current trunk hash configuration.

[cfgll2/thash/| 2

Layer 2 IP Trunk Hash menu

[12 I'P Trunk Hash Settings Menu]
snmac - Enabl e/ di sabl e snmac hash
dmac - Enabl e/ di sabl e dnac hash
sip - Enabl e/ di sabl e sip hash
dip - Enabl e/ di sabl e di p hash
cur - Display current trunk hash setting

Trunk hash parameters are set globally for the GbE Switch Module. You can enable one or two
parameters, to configure any of the following valid combinations:

B SMAC (source MAC only)

B DMAC (destination MAC only)
B SIP (source IP only)
B DIP (destination IP only)
B SIP + DIP (source IP and destination IP)
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B SMAC + DMAC (source MAC and destination MAC)
B SMAC + SIP (source MAC and source IP)
B SMAC + DIP (source MAC and destination IP)

Use the following commands to configure layer 2 IP trunk hash parameters for the GhESM.

Table 6-20 Layer 2 IP Trunk Hash commands (/cfg/I2/thash/I2)

Command Syntax and Usage

smac enabl e| di sabl e
Enable or disable trunk hashing on the source MAC.

dmac enabl e| di sabl e
Enable or disable trunk hashing on the destination MAC.

si p enabl e| di sabl e
Enable or disable trunk hashing on the source IP.

di p enabl e| di sabl e
Enable or disable trunk hashing on the destination IP.

cur
Display current layer 2 trunk hash setting.

[cfgll2/thash/ 13

Layer 3 IP Trunk Hash menu

[12 I'P Trunk Hash Settings Menu]

smac - Enabl e/ di sabl e smac hash

drrac - Enabl e/ di sabl e dmac hash

sip - Enabl e/ di sabl e sip hash

dip - Enabl e/ di sabl e di p hash

cur - Display current trunk hash setting
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Use the following commands to configure layer 3 IP trunk hash settings for the GhESM.

Table 6-21 Layer 3 IP Trunk Hash commands (/cfg/I2/thash/I3)

Command Syntax and Usage

smac enabl e| di sabl e
Enable or disable trunk hashing on the source MAC.

dmac enabl e| di sabl e
Enable or disable trunk hashing on the destination MAC.

si p enabl e| di sabl e
Enable or disable trunk hashing on the source IP.

di p enabl e| di sabl e
Enable or disable trunk hashing on the destination IP.

cur
Display current layer 3 trunk hash setting.
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[cfgll 2/l acp

Link Aggregation Control Protocol menu

[ LACP Menu]
sysprio - Set LACP systempriority
timeout - Set LACP systemtineout scale for timng out partner
info
port - LACP port Menu
cur - Display current LACP configuration

Use the following commands to configure Link Aggregation Control Protocol (LACP) for the
GbESM.

Table 6-22 Link Aggregation Control Protocol (/cfg/I2/lacp)

Command Syntax and Usage

syspri o <1-65535>
Defines the priority value for the GhESM. Lower numbers provide higher priority. The default
value is 32768.

ti meout short]|!ong
Defines the timeout period before invalidating LACP data from a remote partner. Choose shor t
(3 seconds) or I ong (90 seconds). The default value is | ong.
Note: Nortel Networks recommends that you use a timeout value of | ong, to reduce LACPDU
processing. If your GhESM’s CPU utilization rate remains at 100% for periods of 90 seconds or
more, consider using static trunks instead of LACP.

port <portalias or number (1-20)>
Displays the LACP Port menu. To view menu options, see page 184.

cur
Display current LACP configuration.

[cfgll 2/l acp/ port <portalias or number>
LACP Port menu

[ LACP Port EXT1 Menu]
node - Set LACP node
prio - Set LACP port priority
adm nkey - Set LACP port admin key
cur - Display current LACP port configuration
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Use the following commands to configure Link Aggregation Control Protocol (LACP) for the
selected port.

Table 6-23 Link Aggregation Control Protocol (/cfg/I2/lacp/port)

Command Syntax and Usage

node of f| acti ve| passi ve
Set the LACP mode for this port, as follows:

m off
Turn LACP off for this port. You can use this port to manually configure a static trunk. The
default value is of f .

m active
Turn LACP on and set this port to active. Active ports initiate LACPDUs.

W passive
Turn LACP on and set this port to passive. Passive ports do not initiate LACPDUS, but respond
to LACPDUs from active ports.

prio <1-65535>
Sets the priority value for the selected port. Lower numbers provide higher priority. Default is 128.

adm nkey <1-255>
Set the admin key for this port. Only ports with the same admin key and oper key (operational
state) can form a LACP trunk group.

cur
Displays the current LACP configuration for this port.
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[ cfgl/l 2/ vl an <VLAN number>
VLAN Configuration

[ VLAN 1 Menu]
nane - Set VLAN nane
stg - Assign VLAN to a Spanning Tree G oup
cont - Set BWcontract
add - Add port to VLAN
rem - Rermove port from VLAN
def - Define VLAN as |list of ports
j umbo - Enabl e/ di sabl e Junbo Frane support
ena - Enabl e VLAN
dis - Disable VLAN
del - Delete VLAN
cur - Display current VLAN configuration

The commands in this menu configure VLAN attributes, change the status of the VLAN,
delete the VLAN, and change the port membership of the VLAN. For more information on
configuring VLANS, see “Setup Part 3: VLANSs” on page 31.

By default, the VLAN menu option is disabled except VLAN 1, which is enabled all the time.
Ports INT1-INT14 and ports EXT1-EXT4 are in VLAN 1 by default.

Table 6-24 VLAN Configuration Menu Options (/cfg/I2/vlan)

Command Syntax and Usage

nanme

Assigns a name to the VLAN or changes the existing name. The default VLAN name is the first
one.

st g <Spanning Tree Group index [1-16]>
Assigns a VLAN to a Spanning Tree Group.

add <port alias or number (1-20)>
Adds port(s) or trunk group(s) to the VLAN membership.

r em <port alias or number (1-20)>
Removes port(s) or trunk group(s) from this VLAN.

def <list of port numbers>

Defines which ports are members of this VLAN. Every port must be a member of at least one
VLAN. By default, port INT1-INT14 and EXT1-EXT4 are in VLAN 1.

j unbo
Define support for jumbo frames (enable/disable).
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Table 6-24 VLAN Configuration Menu Options (/cfg/I2/vlan)

Command Syntax and Usage

ena
Enables this VLAN.

dis
Disables this VLAN without removing it from the configuration.

del
Deletes this VLAN.

cur
Displays the current VLAN configuration.

NoTE — All ports must belong to at least one VLAN. Any port which is removed from a
VLAN and which is not a member of any other VLAN is automatically added to default
VLAN #1. You cannot remove a port from VLAN #1 if the port has no membership in any
other VLAN.

Also, you cannot add a port to more than one VLAN unless the port has VLAN tagging turned
on (see the t ag command on page 170).
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/cfgl/l3
Layer 3 Menu

[ Layer 3 Menu]
i f - Interface Menu
gw - Default Gateway Menu
route - Static Route Menu
frwd - Forwardi ng Menu
nwf - Network Filters Menu
r map - Route Map Menu
ripl - Routing Information Protocol Menu
ospf - Open Shortest Path First (OSPF) Menu
bgp - Border Gateway Protocol Menu
port - I P Port Menu
dns - Dormai n Name System Menu
boot p - Bootstrap Protocol Relay Menu
vrrp - Virtual Router Redundancy Protocol Menu
rtrid - Set router ID
netrc - Set default gateway mnetric
cur - Display current | P configuration

Table 6-25 Configuration Menu Options (/cfg/I3)

Command Syntax and Usage

i f <interface number (1-128)>
Displays the IP Interface Menu. To view menu options, see page 189.

gw <default gateway number (1-132)>
Displays the IP Default Gateway Menu. To view menu options, see page 191.

route
Displays the IP Static Route Menu. To view menu options, see page 192.

frwd
Displays the IP Forwarding Menu. To view menu options, see page 193.

nwf  <Network filter number [1-256]>
Displays the Network Filter Configuration Menu. To view menu options see page 195.

rmap <route map number [1-32]>
Displays the Route Map Menu. To view menu options see page 196.

ripl
Displays the Routing Interface Protocol version 1 Menu. To view menu options, see page 200.
ospf
Displays the OSPF Menu. To view menu options, see page 202.
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Table 6-25 Configuration Menu Options (/cfg/I3)

Command Syntax and Usage

bgp
Displays the Border Gateway Protocol Menu. To view menu options, see page 211.

port <portalias or number (1-20)>
Displays the IP Port Menu. To view menu options, see page 217.

dns
Displays the IP Domain Name System Menu. To view menu options, see page 218.

boot p
Displays the Bootstrap Protocol Menu. To view menu options, see page 219.

vrrp
Displays the Virtual Router Redundancy Configuration Menu. To view menu options, see
page 220.

rtrid <<IP address (such as, 192.4.17.101)>
Sets the router ID.

nmetrc strict|roundrobin
Sets the default gateway metric for st ri ct or r oundr obi n. The default gateway metric is
strict. For more information on gateway metrics, see page 232.

cur
Displays the current IP configuration.

[ cfgll3/if <interface number>

IP Interface Configuration

[IP Interface 1 Menu]
addr - Set |P address
mask - Set subnet nask
vl an - Set VLAN nunber
rel ay - Enabl e or disable BOOTP rel ay
frwd - Enabl e/ di sabl e I P forwarding
ena - Enable interface
dis - Disable interface
del - Delete interface
cur - Display current interface configuration

The GbE Switch Module can be configured with up to 128 IP interfaces. Each IP interface repre-
sents the GbE Switch Module on an IP subnet on your network. The Interface option is disabled
by default.
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NOTE — To maintain connection between the management module and the GbE Switch Mod-
ule, use the management module interface to change the IP address of the switch.

Table 6-26 IP Interface Menu Options (/cfg/I3/if)

Command Syntax and Usage

addr <IP address (such as 192.4.17.101)>
Configures the IP address of the switch interface using dotted decimal notation.

mask <IP subnet mask (such as 255.255.255.0)>
Configures the IP subnet address mask for the interface using dotted decimal notation.

vl an <VLAN number (1-4095)>

Configures the VLAN number for this interface. Each interface can belong to one VLAN, though
any VLAN can have multiple IP interfaces in it.

rel ay disabl e| enabl e
Enables or disables the BOOTP relay on this interface. It is enabled by default.

fwd
Enables or disables IP forwarding.

ena
Enables this IP interface.

dis
Disables this IP interface.

del
Removes this IP interface.

cur
Displays the current interface settings.
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/ cfgll 3/ gw <gateway number>
Default Gateway Configuration

[Default gateway 1 Menu]
addr - Set | P address
intr - Set interval between ping attempts
retry - Set nunber of failed attenpts to declare gateway DOMN
arp - Enabl e/ di sabl e ARP only heal th checks
vl an - Set VLAN nunber
ena - Enabl e default gateway
dis - Disable default gateway
del - Delete default gateway
cur - Display current default gateway configuration

NOTE — The switch can be configured with up to 132 gateways. Gateways one to four are
reserved for default gateway load balancing. Gateway 132 is reserved for the management
VLAN.

This option is disabled by default.

Table 6-27 Default Gateway Options (/cfg/I3/gw)

Command Syntax and Usage

addr <default gateway address (such as, 192.4.17.44)>
Configures the IP address of the default IP gateway using dotted decimal notation.

i ntr <0-60 seconds>
The switch pings the default gateway to verify that it’s up. The i nt r option sets the time between
health checks. The range is from 1 to 120 seconds. The default is 2 seconds.

retry <number of attempts (1-120)>
Sets the number of failed health check attempts required before declaring this default gateway
inoperative. The range is from 1 to 120 attempts. The default is 8 attempts.

arp di sabl e|] enabl e
Enables or disables Address Resolution Protocol (ARP) health checks. This command is disabled
by default.

vl an <VLAN number (1-4095)>
Sets the VLAN to be assigned to this default IP gateway.

ena
Enables the gateway for use.
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Table 6-27 Default Gateway Options (/cfg/I3/gw)

Command Syntax and Usage

di s
Disables the gateway.

del
Deletes the gateway from the configuration.

cur
Displays the current gateway settings.

Default Gateway Metrics

For information about configuring which gateway is selected when multiple default gateways
are enabled, see page 192.

[cfgl/ll3/route

IP Static Route Configuration

[P Static Route Menu]
add - Add static route
rem - Renpve static route
cur - Display current static routes

Up to 128 static routes can be configured.

Table 6-28 IP Static Route Configuration Menu Options (cfg/I3/route)

Command Syntax and Usage

add <destination> <mask> <gateway> <interface number>
Adds a static route. You will be prompted to enter a destination IP address, destination subnet
mask, and gateway address. Enter all addresses using dotted decimal notation.

rem <destination> <mask>
Removes a static route. The destination address of the route to remove must be specified using dot-
ted decimal notation.

cur
Displays the current IP static routes.
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[cfgll3/frwd

IP Forwarding Configuration

[1 P Forwarding Menu]
| ocal - Local network definition for route caching menu
dirbr - Enabl e or disable forwarding directed broadcasts
on - Gobally turn I P Forwardi ng ON
of f - Gobally turn I P Forwardi ng OFF
cur - Display current |P Forwarding configuration

Table 6-29 IP Forwarding Configuration Menu Options (/cfg/I3/frwd)

Command Syntax and Usage

| ocal
Displays the menu used to define local network for route caching. Up to five local networks (Inets)
can be configured. To view menu options, see page 193.

di rbr di sabl e| enabl e
Enables or disables forwarding directed broadcasts. This command is disabled by default.

on
Enables IP forwarding (routing) on the GbE Switch Module.

of f
Disables IP forwarding (routing) on the GbE Switch Module. Forwarding is turned off by default.

cur
Displays the current IP forwarding settings.

[cfgl/l3/frwd/ | ocal

Local Network Route Caching Definition

[P Local Networks Menu]
add - Add | ocal network definition
rem - Renove | ocal network definition
cur - Display current |ocal network definitions
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Table 2 IP Local Networks Menu Options (/cfg/I3/frwd/local)

Command Syntax and Usage

add <Local Network Address> <Local Network Mask>
Adds a definition for a local network. For details, see “Defining IP Address Ranges for the Local
Route Cache” below.

r em <Local Network Address> <Local Network Mask>
Removes a definition for a local network.

cur
Displays the current local network definitions.

This menu is used for adding local networks by setting the local network address and netmask
for the route cache, and to remove local networks.

Defining IP Address Ranges for the Local Route Cache

The Local Route Cache lets you use switch resources more efficiently, by reducing the size of
the ARP table on the GbE Switch Module. The / cf g/ | 3/ f rwd/ | ocal / add parameters
define a range of addresses that will be cached on the GbE Switch Module. The local network
address is used to define the base IP address in the range which will be cached, and the local
network mask is the mask which is applied to produce the range. To determine if a route should
be added to the memory cache, the destination address is masked (bitwise AND) with the local
network mask and checked against the local network address.

By default, the local network address and mask are both set to 0.0.0.0. This produces a range
that includes all Internet addresses for route caching: 0.0.0.0 through 255.255.255.255.

Addresses to be cached are subnets that are directly connected and for which there is an inter-
face configured on the GbE Switch Module. To limit the route cache to your local hosts, you
could configure the parameters as shown in the examples in the following table.

Table 6-30 Local Routing Cache Address Ranges

Local Host Address Range Address Mask
0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0
128.0.0.0 - 255.255.255.255 128.0.0.0 128.0.0.0
205.32.0.0 - 205.32.255.255 205.32.0.0 255.255.0.0
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NoTE — All addresses that fall outside the defined range are forwarded to the default gateway.
The default gateways must be within range.

[ ctgll 3/ nw

Network Filter Configuration

[P Network Filter 1 Menu]

addr - | P Address
mask - | P Subnet mask
enable - Enable Network Filter

disable - Disable Network Filter
delete - Delete Network Filter
current Di splay current Network Filter configuration

Table 6-31 IP Network Filter Menu Options (/cfg/I3/nwf)

Command Syntax and Usage

addr <IP address, such as 192.4.17.44>
Sets the starting IP address for this filter. The default address is 0.0.0.0.

mask <subnet mask, such as 255.255.255.0>
Sets the IP subnet mask that is used with / cf g/ | 3/ nwf / addr to define the range of IP
addresses that will be accepted by the peer when the filter is enabled. The default value is 0.0.0.0.

For Border Gateway Protocol (BGP), assign the network filter to a route map, then assign the route
map to the peer.

enabl e
Enables the Network Filter configuration.

di sabl e
Disables the Network Filter configuration.

del ete
Deletes the Network Filter configuration.

current
Displays the current the Network Filter configuration.
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[ cfgl/l3/rmap <route map number>
Routing Map Configuration

NOTE — The map number (1-32) represents the routing map you wish to configure.

[P Route Map 1 Menu]
al i st - Access List nunber
aspath - AS Filter Menu
ap - Set as-path prepend of the matched route
I p - Set local-preference of the matched route
netric - Set netric of the natched route
type - Set OSPF netric-type of the matched route
prec - Set the precedence of this route nap
wei ght - Set weight of the matched route
enable - Enable route map
disable - Disable route map
delete - Delete route map
current - Display current route map configuration

Routing maps control and modify routing information.

Table 6-32 Routing Map Menu Options (/cfg/I3/rmap)

Command Syntax and Usage

al i st <number 1-8>
Displays the Access List menu. For more information, see page 198.

aspat h <number 1-8>
Displays the Autonomous System (AS) Filter menu. For more information, see page 199.

ap <AS number> [<AS number>] [<AS number>]| none
Sets the AS path preference of the matched route. One to three path preferences can be configured.

I p <(0-4294967294)>| none
Sets the local preference of the matched route, which affects both inbound and outbound direc-
tions. The path with the higher preference is preferred.

nmetric <(0-4294967294)>| none
Sets the metric of the matched route.
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Table 6-32 Routing Map Menu Options (/cfg/I3/rmap) (Continued)

Command Syntax and Usage

type <value (1/2)>| none
Assigns the type of OSPF metric. The default is type 1.

m Type 1—External routes are calculated using both internal and external metrics.

m Type 2—External routes are calculated using only the external metrics. Type 2 routes have
more cost than Type 2.

® none—Removes the OSPF metric.

prec <value (1-256)>
Sets the precedence of the route map. The smaller the value, the higher the precedence. Default
value is 10.

wei ght <value (0-65534)>| none
Sets the weight of the route map.

enabl e
Enables the route map.

di sabl e
Disables the route map.

del ete
Deletes the route map.

current
Displays the current route configuration.
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[ cfgl/l 3/ rmap <route map number/ al i st

<access list number>
IP Access List Configuration Menu

NOTE — The route map number (1-32) and the access list number (1-8) represent the IP access
list you wish to configure.

[P Access List 1 Menu]

nwf - Network Filter numnber

metric - Metric

action - Set Network Filter action

enabl e - Enable Access List

di sable - Disable Access List

delete - Delete Access List

current - Display current Access List configuration

Table 6-33 IP Access List Menu Options (/cfg/I3/rmap/alist)

Command Syntax and Usage

nwf  <network filter number (1-256)>
Sets the network filter number. See “/cfg/I3/nwf” on page 195 for details.

metric <(1-4294967294) >| none
Sets the metric value in the AS-External (ASE) LSA.

action permt|deny
Permits or denies action for the access list.

enabl e
Enables the access list.

di sabl e
Disables the access list.

del ete
Deletes the access list.

current
Displays the current Access List configuration.
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[ cfgl/l 3/ rmap <route map number> aspat h

<autonomous system path>
Autonomous System Filter Path

NOTE — The rmap number (1-32) and the path number (1-8) represent the AS path you wish to
configure.

[AS Filter 1 Menu]
as - AS nunber
action - Set AS Filter action
enable - Enable AS Filter
disable - Disable AS Filter
del ete Del ete AS Filter
current Di splay current AS Filter configuration

Table 6-34 AS Filter Menu Options (/cfg/I3/rmap/aspath)

Command Syntax and Usage

as <<AS number (1-65535)>
Sets the Autonomous System filter’s path number.

act i on <permit|deny (p|d)>
Permits or denies Autonomous System filter action.

enabl e
Enables the Autonomous System filter.

di sabl e
Disables the Autonomous System filter.

del ete
Deletes the Autonomous System filter.

current
Displays the current Autonomous System filter configuration.
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[cfgl/l3/ripl

Routing Information Protocol Configuration

[Routing Information Protocol Menu]
updat - Set update period in seconds
spply - Enabl e/ di sabl e suppl yi ng route updates
| sten - Enabl e/ disable Iistening to route updates
deflt - Enabl e/disable listening to default routes
statc - Enabl e/ di sabl e supplying static routes
poi sn - Enabl e/ di sabl e poi soned reverse
Vi p - Enabl e/ di sabl e vip adverti senent
on - Gobally turn RIP ON
of f - Gobally turn RIP OFF
cur - Display current RIP configuration

The RIP1 Menu is used for configuring Routing Information Protocol, version 1 (RIP1)
parameters. This option is turned off by default.

NoTE — Do not configure RIP1 parameters if your routing equipment uses RIP version 2.

Table 6-35 Routing Information Protocol Menu (/cfg/I3/ripl)

Command Syntax and Usage

updat <update period (1-120 seconds)>
Sets the RIP update period in seconds. It is set at 30 seconds by default.

spply di sabl e| enabl e
This command is disabled by default. When enabled, the switch supplies routes to other routers.

| sten disabl e| enabl e
This command is disabled by default. When enabled, the switch learns routes from other routers.

deflt disabl e| enabl e
When enabled, the switch accepts RIP default routes from other routers, but gives them lower pri-
ority than configured default gateways. When disabled, the switch rejects RIP default routes. This
command is disabled by default.

statc di sabl e|] enabl e
This command is disabled by default. When enabled, the switch supplies static routes.

poi sndi sabl e| enabl e
This command is disabled by default. When enabled, the switch uses split horizon with poisoned
reverse. When disabled, the switch uses only split horizon.
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Table 6-35 Routing Information Protocol Menu (/cfg/I3/ripl)

Command Syntax and Usage

vi p di sabl e| enabl e
Enables or disables the advertisement of virtual IP addresses as Host Routes. If a VIP route exists
in a routing table, it will always be advertised except when it is included in another network route
that is already being advertised.

Note: If all real servers behind a VIP go down, the route gets removed from the routing table, and
will not be advertised. If we disable all the real servers using operation command, the VIP route
does not get eliminated from the routing table, and the switch will continue to advertise the route.

on
Globally turns RIP ON.

of f
Globally turns RIP OFF.

cur
Displays the current RIP configuration.
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[ cfgll 3/ ospf
Open Shortest Path First Configuration

[ Open Shortest Path First Menu]

aindex - OSPF Area (index) nenu

range - OSPF Summary Range menu

if - OSPF Interface menu

virt - OSPF Virtual Links nmenu

host - OSPF Host Entry nmenu

redist - OSPF Route Redistribute nmenu
| sdb - Set the LSDB limt

default - Oiginate default route information
nmid5key - OSPF MD5 Key menu

on G obally turn CSPF ON

of f - Gobally turn OSPF OFF

current Di splay current OSPF configuration

Table 6-36 OSPF Configuration Menu Options (/cfg/I3/ospf)

Command Syntax and Usage

ai ndex <area index (0-2)>
Displays the area index menu. This area index does not represent the actual OSPF area number.
See page 203 to view menu options.

range <range number (1-16)>
Displays summary routes menu for up to 16 IP addresses. See page 205 to view menu options.

i f <interface number (1-128)>
Displays the OSPF interface configuration menu. See page 206 to view menu options.

virt <virtual link (1-3)>
Displays the Virtual Links menu used to configure OSPF for a Virtual Link. See page 207 to view
menu options.

host <host entry number (1-128)>
Displays the menu for configuring OSPF for the host routes. Up to 128 host routes can be config-
ured. Host routes are used for advertising network device IP addresses to external networks to per-
form server load balancing within OSPF. It also makes Area Border Route (ABR) load sharing and
ABR failover possible. See page 209 to view menu options.

redi st <fixed| static| rip| ebgp| ibgp>
Displays Route Distribution Menu See page 210 to view menu options.

| sdb <LSDB limit (0-2000, 0 for no limit)>
Sets the link state database limit.
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Table 6-36 OSPF Configuration Menu Options (/cfg/I3/ospf)

Command Syntax and Usage

def aul t <metric [1-16777215]> <metric-type 1|2>| none
Sets one default route among multiple choices in an area. Use none for no default.

nd5key <key ID [1-255>
Assigns a string to MD5 authentication key. See

on
Enables OSPF on the GbE Switch Module.

of f
Disables OSPF on the GbE Switch Module.

current
Displays the current OSPF configuration settings.

[ cftgll 3/ ospf/ai ndex

Area Index Configuration Menu

[ OSPF Area (index) 1 Menu]

areaid - Set area ID

type - Set area type

metric - Set stub area netric

aut h - Set authentication type

spf - Set time interval between two SPF cal cul ations
enable - Enable area

di sabl e Di sabl e area
del ete Del ete area
current - Display current OSPF area configuration
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Table 6-37 Area Index Configuration Menu Options (/cfg/I3/ospf/aindex)

Command Syntax and Usage

areai d <IP address (such as, 192.4.17.101)>
Defines the IP address of the OSPF area number.

type transit|stub| nssa
Defines the type of area. For example, when a virtual link has to be established with the backbone,
the area type must be defined as transit.

Transit area: allows area summary information to be exchanged between routing devices. Any
area that is not a stub area or NSSA is considered to be transit area.

Stub area: is an area where external routing information is not distributed. Typically, a stub area is
connected to only one other area.

NSSA: Not-So-Stubby Area (NSSA) is similar to stub area with additional capabilities. For exam-
ple, routes originating from within the NSSA can be propagated to adjacent transit and backbone
areas. External routes from outside the Autonomous System (AS) can be advertised within the
NSSA but are not distributed into other areas.

nmetric <metric value [1-65535]>
Configures a stub area to send a numeric metric value. All routes received via that stub area carry
the configured metric to potentially influencing routing decisions.

Metric value assigns the priority for choosing the switch for default route. Metric type determines
the method for influencing routing decisions for external routes.

aut h none| password| md5
None: No authentication required.

Password: Authenticates simple passwords so that only trusted routing devices can participate.
MD5: This parameter is used when MD5 cryptographic authentication is required.

=

<interval [0-255]>
Sets time interval between two successive SPF (shortest path first) calculations of the shortest path
tree using the Dijkstra’s algorithm.

sp

enabl e
Enables the OSPF area.

di sabl e
Disables the OSPF area.

del ete
Deletes the OSPF area.

current
Displays the current OSPF configuration.
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[ cfgll 3/ ospf/range

OSPF Summary Range Configuration Menu

[ OSPF Summary Range 1 Menu]

addr - Set | P address

mask - Set | P mask

ai ndex - Set area index

hi de - Enabl e/ di sabl e hi de range
enabl e - Enable range

di sabl e Di sabl e range
delete - Delete range
current Di splay current OSPF sunmary range configuration

Table 6-38 OSPF Summary Range Configuration Menu Options (/cfg/I3/ospf/range)

Command Syntax and Usage

addr <IP Address (such as, 192.4.17.101)>
Displays the base IP address for the range.

mask <IP address (such as, 192.4.17.101>
Displays the IP address mask for the range.

ai ndex <area index [0-2]>
Displays the area index used by the GbE Switch Module.

hi de di sabl e| enabl e
Hides the OSPF summary range.

enabl e
Enables the OSPF summary range.

di sabl e
Disables the OSPF summary range.

del ete
Deletes the OSPF summary range.

current
Displays the current OSPF summary range.
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[cfgll 3/ ospfl/if

OSPF Interface Configuration Menu

[CSPF Interface 1 Menu]

ai ndex - Set area index

prio - Set interface router priority
cost - Set interface cost

hell o - Set hello interval in seconds
dead - Set dead interval in seconds
trans - Set transit delay in seconds
retra - Set retransmt interval in seconds
key - Set authentication key

nmdkey - Set M5 key ID

enable - Enable interface

disable - Disable interface

delete - Delete interface

current - Display current OSPF interface configuration

Table 6-39 OSPF Interface Configuration Menu Options (/cfg/I3/ospf/if)

Command Syntax and Usage

ai ndex <area index [0-2]>
Displays the OSPF area index.

pri o <priority value (0-127)>
Displays the assigned priority value to the GbE Switch Module’s OSPF interfaces.

(A priority value of 127 is the highest and 1 is the lowest. A priority value of 0 specifies that the
interface cannot be used as Designated Router (DR) or Backup Designated Router (BDR).)

cost <cost value (1-65535)>
Displays cost set for the selected path—preferred or backup. Usually the cost is inversely propor-
tional to the bandwidth of the interface. Low cost indicates high bandwidth.

hel | o <value [1-65535]>
Displays the interval in seconds between the hel | o packets for the intefaces.

dead <value [1-65535]>
Displays the health parameters of a hel | o packet, which is set for an interval of seconds before
declaring a silent router to be down.

trans <value [0-3600]>
Displays the transit delay in seconds.

retra <value [0-3600]>
Displays the retransmit interval in seconds.
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Table 6-39 OSPF Interface Configuration Menu Options (/cfg/I3/ospf/if)

Command Syntax and Usage

key <key>| none
Sets the authentication key to clear the password.

ndkey <key ID [1-255]>| none
Assigns an MD5 key to the interface.

enabl e
Enables OSPF interface.

di sabl e
Disables OSPF interface.

del ete
Deletes OSPF interface.

current
Displays the current settings for OSPF interface.

[cftgll3/ospf/virt

OSPF Virtual Link Configuration Menu

[OSPF Virtual Link 1 Menu]
ai ndex - Set area index
hell o - Set hello interval in seconds
dead - Set dead interval in seconds
trans - Set transit delay in seconds
retra - Set retransmt interval in seconds
nbr - Set router ID of virtual neighbor
key - Set authentication key
ndkey - Set MX% key ID
enable - Enable interface
di sable - Disable interface
delete - Delete interface
current - Display current OSPF interface configuration
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Table 6-40 OSPF Virtual Link Configuration Menu Options (/cfg/I3/ospf/virt)

Command Syntax and Usage

ai ndex <area index [0-2]>
Displays the OSPF area index.

hel | o <value [1-65535]>

Displays the authentication parameters of a hello packet, which is set to be in an interval of
seconds.

dead <value [1-65535]>

Displays the health parameters of a hello packet, which is set to be in an interval of seconds.
Default is 40 seconds.

trans <value [1-3600]>
Displays the delay in transit in seconds. Default is one seconds.

retra <value [1-3600]>
Displays the retransmit interval in seconds. Default is five seconds.

nbr <NBR router ID (IP address)>
Displays the router ID of the virtual neighbor. Default is 0.0.0.0.

key <password>
Displays the password (up to eight characters) for each virtual link. Default is none.

ndkey <key ID [1-256]>| none
Sets MD5 key ID for each virtual link. Default is none.

enabl e
Enables OSPF virtual link.

di sabl e
Disables OSPF virtual link.

del ete
Deletes OSPF virtual link.

current
Displays the current OSPF virtual link settings.
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[ cfgl/l 3/ ospf/ host

OSPF Host Entry Configuration Menu

[ OSPF Host Entry 1 Menu]

addr - Set host entry |IP address
aindex - Set area index

cost - Set cost of this host entry
enable - Enable host entry

di sable - Disable host entry

del ete Del ete host entry
current - Display current OSPF host entry configuration

Table 6-41 OSPF Host Entry Configuration Menu Options (/cfg/I3/ospf/host)

Command Syntax and Usage

addr <IP address (such as, 192.4.17.101)>
Displays the base IP address for the host entry.

ai ndex <area index [0-2]>
Displays the area index of the host.

cost <cost value [1-65535]>
Displays the cost value of the host.

enabl e
Enables OSPF host entry.

di sabl e
Disables OSPF host entry.

del ete
Deletes OSPF host entry.

current
Displays the current OSPF host entries.
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[ cfgll 3/ ospf/redist/
<fixed| static| rip| ebgp| ibgp>

OSPF Route Redistribution Configuration Menu.

[ OSPF Redistribute Fixed Menu]
add - Add rrmap into route redistribution |ist
rem - Rermove rmap fromroute redistribution |ist
export - Export all routes of this protocol
cur - Display current route-nmaps added

Table 6-42 OSPF Route Redistribution Menu Options (/cfg/I3/ospf/redist)

Command Syntax and Usage

add (<route map [1-32]> <route map [1-32]>)| al |
Adds selected routing maps to the rmap list.To add all the 32 route maps, enter al | . To add spe-
cific route maps, enter routing map numbers one per line, NULL at the end.

This option adds a route map to the route redistribution list. The routes of the redistribution proto-
col matched by the route maps in the route redistribution list will be redistributed.

rem (<route map [1-32]> <route map [1-32]>) ... |al |
Removes the route map from the route redistribution list.

Removes routing maps from the r map list. To remove all 32 route maps, enter al | . To remove
specific route maps, enter routing map numbers one per line, NULL at end.

export <metric [1-16777215]><metric type [1|2]> | none
Exports the routes of this protocol as external OSPF AS-external LSAs in which the metric and
metric type are specified. To remove a previous configuration and stop exporting the routes of the
protocol, enter none.

cur
Displays the current route map settings.
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[ cfgll 3/ ospf/ ndSkey

OSPF MD5 Key Configuration Menu

[ OSPF MD5 Key 1 Menu]

key - Set authentication key
delete - Delete key
cur - Display current MD5 key configuration

Table 6-43 OSPF MD5 Key Configuration Menu Options (/cfg/ip/ospf/mdSkey)

Command Syntax and Usage

key
Sets the authentication key for this OSPF packet.

del ete
Deletes the authentication key for this OSPF packet.

cur
Displays the current MD5 key configuration.

[ cftgll 3/ bgp

Border Gateway Protocol Configuration

[ Border Gateway Protocol Menu]
peer - Peer nenu
aggr - Aggregation menu
as - Set Autononous System (AS) nunber
pr ef - Set Local Preference
on - Gobally turn BG® ON
of f - Gobally turn BG? OFF
current - Display current BGP configuration

Border Gateway Protocol (BGP) is an Internet protocol that enables routers on a network to
share routing information with each other and advertise information about the segments of the
IP address space they can access within their network with routers on external networks. BGP
allows you to decide what is the “best” route for a packet to take from your network to a desti-
nation on another network, rather than simply setting a default route from your border router(s)
to your upstream provider(s). You can configure BGP either within an autonomous system or
between different autonomous systems. When run within an autonomous system, it's called
internal BGP (iBGP). When run between different autonomous systems, it's called external
BGP (eBGP). BGP is defined in RFC 1771.
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The BGP Menu enables you to configure the switch to receive routes and to advertise static
routes, fixed routes and virtual server IP addresses with other internal and external routers. In
the current Alteon OS implementation, the GbE Switch Module does not advertise BGP routes
that are learned from other BGP “speakers”.

The BGP menu option is turned off by default.

NOTE — Fixed routes are subnet routes. There is one fixed route per IP interface.

Table 6-44 Border Gateway Protocol Menu (/cfg/I13/bgp)

Command Syntax and Usage

peer <peer number (1-16)>
Displays the menu used to configure each BGP peer. Each border router, within an autonomous
system, exchanges routing information with routers on other external networks. To view menu
options, see page 213.

aggr <aggregate number (1-16)>
Displays the Aggregation Menu. To view menu options, see page 216.

as <1 -65535>
Set Autonomous System number.

pref <local preference (0-4294967294)>
Sets the local preference. The path with the higher value is preferred.
When multiple peers advertise the same route, use the route with the shortest AS path as

the preferred route if you are using eBGP, or use the local preference if you are using
iBGP.

on
Globally turns BGP on.

of f
Globally turns BGP off.

cur
Displays the current BGP configuration.
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[ cfgll 3/ bgp/ peer <peer number>

BGP Peer Configuration Menu

[ BGP Peer 1 Menu]
redist - Redistribution nmenu
addr - Set renote | P address
ras - Set renpte autononpbus system nunber
hol d - Set hold tine
alive - Set keep alive tine
advert - Set mn tine between advertisenments
retry - Set connect retry interval
orig - Set mn tinme between route originations
ttl - Set time-to-live of |P datagrans
addi - Add rmap into in-rmap |ist
addo - Add rrmap into out-rmap |ist
rem - Rermove rmap fromin-rmap |ist
reno - Rermove rmap fromout-rmap |ist
enabl e - Enable peer
di sabl e - Disable peer
delete - Del ete peer
current - Display current peer configuration

This menu is used to configure BGP peers, which are border routers that exchange routing
information with routers on internal and external networks. The peer option is disabled by
default.

Table 6-45 BGP Peer Configuration Options (/cfg/I3/bgp/peer)

Command Syntax and Usage

redi st
Displays BGP Redistribution Menu. To view the the menu options, see page 215.

addr <IP address (such as 192.4.17.101)>

Defines the IP address for the specified peer (border router), using dotted decimal notation. The
default address is 0.0.0.0.

ras <AS number (0-65535)>
Sets the remote autonomous system number for the specified peer.

hol d <hold time (0, 3-65535)>
Sets the period of time, in seconds, that will elapse before the peer session is torn down because the
switch hasn’t received a “keep alive” message from the peer. It is set at 90 seconds by default.

al i ve <keepalive time (0, 1-21845)>
Sets the keep-alive time for the specified peer in seconds. It is set at 0 by default.
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Table 6-45 BGP Peer Configuration Options (/cfg/I3/bgp/peer)

Command Syntax and Usage

advert <min adv time (1-65535)>
Sets time in seconds between advertisements.

retry <connect retry interval (1-65535)>
Sets connection retry interval in seconds.

ori g <min orig time (1-65535)>

Sets the minimum time between route originations in seconds.

ttl <number of router hops (1-255)>

Time-to-live (TTL) is a value in an IP packet that tells a network router whether or not the packet
has been in the network too long and should be discarded. TTL specifies a certain time span in sec-
onds that, when exhausted, would cause the packet to be discarded. The TTL is determined by the

number of router hops the packet is allowed before it must be discarded.

This command specifies the number of router hops that the IP packet can make. This value is used
to restrict the number of “hops” the advertisement makes. It is also used to support multi-hops,
which allow BGP peers to talk across a routed network. The default number is set at 1.

addi <route map ID (1-32)>
Adds route map into in-route map list.

addo <route map ID (1-32)>
Adds route map into out-route map list.

rem <route map ID (1-32)>
Removes route map from in-route map list.

reno <route map ID (1-32)>
Removes route map from out-route map list.

ena
Enables this peer configuration.

di s
Disables this peer configuration.

del
Deletes this peer configuration.

cur
Displays the current BGP peer configuration.
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[ cfgll 3/ bgp/ peer/redist

BGP Redistribution Configuration Menu

[ Redi stributi on Menu]
metric - Set default-metric of advertised routes
default - Set default route action
rip - Enabl e/ di sabl e advertising RIP routes
ospf - Enabl e/ di sabl e advertisi ng OSPF routes
fixed - Enabl e/ di sabl e advertising fixed routes
static - Enable/disable advertising static routes
Vi p - Enabl e/ di sabl e advertising VIP routes
current - Display current redistribution configuration

Table 6-46 BGP Redistribution Configuration Menu Options
(/cfg/I3/bgp/peer/redist)

Command Syntax and Usage

netric <metric (1-4294967294)>| none
Sets default metric of advertised routes.

default none|inport|originate|redistribute
Sets default route action.
Defaults routes can be configured as import, originate, redistribute, or none.
None: No routes are configured
Import: Import these routes.
Originate: The switch sends a default route to peers even though it does not have any default
routes in its routing table.

Redistribute: Default routes are either configured through default gateway or learned through
other protocols and redistributed to peer. If the routes are learned from default gateway configura-
tion, you have to enable static routes since the routes from default gateway are static routes. Simi-
larly, if the routes are learned from a certain routing protocol, you have to enable that protocol in
this redistribute submenu.

rip di sabl e|] enabl e
Enables or disables advertising RIP routes

ospf disabl e| enabl e
Enables or disables advertising OSPF routes.

fixed di sabl e| enabl e
Enables or disables advertising fixed routes.

static disabl e| enabl e
Enables or disables advertising static routes.
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Table 6-46 BGP Redistribution Configuration Menu Options
(/cfg/I3/bgp/peer/redist)

Command Syntax and Usage

vi p di sabl e| enabl e
Enables or disables advertising VIP routes.

current
Displays current redistribution configuration.

/ cfgll 3/ bgp/ aggr (aggregation number)

BGP Aggregation Configuration

[ BGP Aggr 1 Menu]

addr - Set aggregation | P address

mask - Set aggregation network mask

enabl e - Enabl e aggregation

di sabl e - Disable aggregation

delete - Delete aggregation

current - Display current aggregation configuration

This menu enables you to configure filters that specify the routes/range of IP destinations a
peer router will accept from other peers. A route must match a filter to be installed in the rout-
ing table. By default, the first filter is enabled and the rest of the filters are disabled.

Table 6-47 BGP Filter Configuration Options (/cfg/I3/bgp/aggr)

Command Syntax and Usage

addr <IP address (such as 192.4.17.101)>

Defines the starting IP address for this filter, using dotted decimal notation. The default address is
0.0.0.0.

mask <IP subnet mask (such as, 255.255.255.0)>

This IP address mask is used with addr to define the range of IP addresses that will be accepted
by the peer when the filter is enabled. The default address is 0.0.0.0.

ena
Enables this BGP filter.

dis
Disables this BGP filter.
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Table 6-47 BGP Filter Configuration Options (/cfg/I3/bgp/aggr)

Command Syntax and Usage

del
Deletes this BGP filter.

cur
Displays the current BGP filter configuration.

[ cfgll 3/ port <portalias or number>
IP Port Configuration

[P Forwarding Port |NT1 Menu]
on - Turn Forwardi ng ON
of f - Turn Forwardi ng OFF
cur - Display current port configuration

The IP Port Menu allows you to turn IP forwarding on or off on a port-by-port basis. By
default, the port forwarding option is turned on.

Table 6-48 IP Forwarding Port Options (/cfg/I3/port)

Command Syntax and Usage

on
Enables IP forwarding for the current port.

of f
Disables IP forwarding for the current port.

cur
Displays the current IP forwarding settings.
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[ cfgll3/dns

Domain Name System Configuration

[ Domai n Nane System Menu]
prima - Set |IP address of primary DNS server
secon - Set | P address of secondary DNS server
dnane - Set default domain nane
cur - Display current DNS configuration

The Domain Name System (DNS) Menu is used for defining the primary and secondary DNS
servers on your local network, and for setting the default domain name served by the switch
services. DNS parameters must be configured prior to using hostname parameters with the

pi ng,traceroute,andt ft p commands.

Table 6-49 Domain Name Service Menu Options (/cfg/I3/dns)

Command Syntax and Usage

pri ma <IP address (such as 192.4.17.101)>
You will be prompted to set the IP address for your primary DNS server. Use dotted decimal nota-
tion.

secon <IP address (such as 192.4.17.101)>
You will be prompted to set the IP address for your secondary DNS server. If the primary DNS
server fails, the configured secondary will be used instead. Enter the IP address using dotted deci-
mal notation.

dnanme <dotted DNS notation>| none

Sets the default domain name used by the switch.
For example: myconpany. com

cur
Displays the current Domain Name System settings.
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[ cfgll 3/ bootp

Bootstrap Protocol Relay Configuration

[ Bootstrap Protocol Relay Menu]
addr - Set | P address of BOOTP server
addr2 - Set |P address of second BOOTP server
on - Gobally turn BOOTP relay ON
of f - Gobally turn BOOTP rel ay OFF
cur - Display current BOOTP rel ay configuration

The Bootstrap Protocol (BOOTP) Relay Menu is used to allow hosts to obtain their configura-
tions from a Dynamic Host Configuration Protocol (DHCP) server. The BOOTP configuration
enables the switch to forward a client request for an IP address to two DHCP/BOOTP servers

with IP addresses that have been configured on the GbE Switch Module.

BOOTP relay menu is turned off by default.

Table 6-50 Bootstrap Protocol Relay Configuration Menu Options (/cfg/I3/bootp)

Command Syntax and Usage

addr <IP address (such as, 192.4.17.101>
Sets the IP address of the BOOTP server.

addr 2 <IP address (such as, 192.4.17.101>>
Sets the IP address of the second BOOTP server.

on
Globally turns on BOOTP relay.

of f
Globally turns off BOOTP relay.

cur
Displays the current BOOTP relay configuration.
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[cfgll3/vrrp
VRRP Configuration

[Virtual Router Redundancy Protocol Menu]
vr - VRRP Virtual Router nmenu
group - VRRP Virtual Router G oup nenu
if - VRRP Interface nmenu
track - VRRP Priority Tracking menu
on - Gobally turn VRRP ON
of f - Gobally turn VRRP OFF
cur - Display current VRRP configuration

Virtual Router Redundancy Protocol (VRRP) support on GbE Switch Modules provides redun-
dancy between routers in a LAN. This is accomplished by configuring the same virtual router IP
address and ID number on each participating VRRP-capable routing device. One of the virtual
routers is then elected as the master, based on a number of priority criteria, and assumes control
of the shared virtual router IP address. If the master fails, one of the backup virtual routers will
assume routing authority and take control of the virtual router IP address.

By default, VRRP is disabled. Alteon WebSystems has extended VRRP to include virtual serv-
ers as well, allowing for full active/active redundancy between its Layer 4 switches. For more
information on VRRP, see the “High Availability” chapter in the Alteon OS 20.1 Application
Guide.

Table 6-51 Virtual Router Redundancy Protocol Options (/cfg/I3/vrrp)

Command Syntax and Usage

vr <virtual router number (1-128)>

Displays the VRRP Virtual Router Menu. This menu is used for configuring up to 128 virtual rout-
ers on this switch. To view menu options, see page 221.

group
Displays the VRRP virtual router group menu, used to combine all virtual routers together as one
logical entity. Group options must be configured when using two or more Alteon switches in a hot-
standby failover configuration where only one switch is active at any given time. To view menu
options, see page 226.

i f <interface number (1-128)>
Displays the VRRP Virtual Router Interface Menu. To view menu options, see page 230.

track

Displays the VRRP Tracking Menu. This menu is used for weighting the criteria used when modi-
fying priority levels in the master router election process. To view menu options, see page 231.
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Table 6-51 Virtual Router Redundancy Protocol Options (/cfg/I3/vrrp)

Command Syntax and Usage

on
Globally enables VRRP on this switch.

of f
Globally disables VRRP on this switch.

cur
Displays the current VRRP parameters.

[ cfgll 3/ vrrp/vr <router number>
Virtual Router Configuration

[VRRP Virtual Router 1 Menu]
track - Priority Tracking Menu
vrid - Set virtual router ID
addr - Set | P address
if - Set interface nunber
prio - Set renter priority
adver - Set advertisenent interval
preem - Enable or disable preenption
ena - Enable virtual router
dis - Disable virtual router
del - Delete virtual router
cur - Display current VRRP virtual router configuration

This menu is used for configuring up to 128 virtual routers for this switch. A virtual router is
defined by its virtual router ID and an IP address. On each VRRP-capable routing device par-
ticipating in redundancy for this virtual router, a virtual router will be configured to share the
same virtual router ID and IP address.

Virtual routers are disabled by default.
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Table 6-52 VRRP Virtual Router Options (/cfg/I3/vrrp/vr)

Command Syntax and Usage

track
Displays the VRRP Priority Tracking Menu for this virtual router. Tracking is an Alteon Web-
Systems proprietary extension to VRRP, used for modifying the standard priority system used for
electing the master router. To view menu options, see page 224.

vrid <virtual router ID (1-255)>

Defines the virtual router ID. This is used in conjunction with addr (below) to define a virtual
router on this switch. To create a pool of VRRP-enabled routing devices which can provide redun-
dancy to each other, each participating VRRP device must be configured with the same virtual

router: one that shares the same vri d and addr combination.

The vr i d for standard virtual routers (where the virtual router IP address is not the same as any
virtual server) can be any integer between 1 and 255. The default value is 1.

All vri d values must be unique within the VLAN to which the virtual router’s IP interface
belongs.

addr <IP address (such as, 192.4.17.101)>
Defines the IP address for this virtual router using dotted decimal notation. This is used in conjunc-
tion with the vr i d (above) to configure the same virtual router on each participating VRRP
device. The default address is 0.0.0.0.

i f <interface number (1-128)>
Selects a switch IP interface (between 1 and 128). If the IP interface has the same IP address as the
addr option above, this switch is considered the “owner” of the defined virtual router. An owner
has a special priority of 255 (highest) and will always assume the role of master router, even if it
must preempt another virtual router which has assumed master routing authority. This preemption
occurs even if the pr eemoption below is disabled. The default value is 1.

0 <priority (1-254)>
Defines the election priority bias for this virtual server. This can be any integer between 1 and 254.
The default value is 100.

During the master router election process, the routing device with the highest virtual router priority
number wins. If there is a tie, the device with the highest IP interface address wins. If this virtual
router’s IP address (addr ) is the same as the one used by the IP interface, the priority for this vir-
tual router will automatically be set to 255 (highest).

When priority tracking isused (/ cf g/ 1 3/ vrrp/trackor/cfg/l 3/ vrrp/vr # track),
this base priority value can be modified according to a number of performance and operational cri-
teria.

pr

adver <seconds (1-255)>

Defines the time interval between VRRP master advertisements. This can be any integer between 1
and 255 seconds. The default value is 1.
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Table 6-52 VRRP Virtual Router Options (/cfg/I3/vrrp/vr)

Command Syntax and Usage

preem di sabl e| enabl e
Enables or disables master preemption. When enabled, if this virtual router is in backup mode but
has a higher priority than the current master, this virtual router will preempt the lower priority mas-
ter and assume control. Note that even when pr eemis disabled, this virtual router will always pre-
empt any other master if this switch is the owner (the IP interface address and virtual router addr
are the same). By default, this option is enabled.

ena
Enables this virtual router.

dis
Disables this virtual router.

del
Deletes this virtual router from the switch configuration.

cur
Displays the current configuration information for this virtual router.
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[ cfgll3/vrrp/vr <router number>/track
Virtual Router Priority Tracking Configuration

[VRRP Virtual Router 1 Priority Tracking Menu]
vrs - Enabl e/ di sabl e tracking master virtual routers
ifs - Enabl e/ di sabl e tracki ng other interfaces
ports - Enabl e/ di sabl e tracking VLAN switch ports
| 4pts - Enabl e/ di sable tracking L4 switch ports
real s - Enabl e/ di sabl e tracking L4 real servers
hsrp - Enabl e/ di sabl e tracki ng HSRP
hsrv - Enabl e/ di sabl e tracki ng HSRP by VLAN
cur - Display current VRRP virtual router configuration

This menu is used for modifying the priority system used when electing the master router from
a pool of virtual routers. Various tracking criteria can be used to bias the election results. Each
time one of the tracking criteria is met, the priority level for the virtual router is increased by an
amount defined through the VRRP Tracking Menu (see page 231).

Criteria are tracked dynamically, continuously updating virtual router priority levels when
enabled. If the virtual router preemption option (see pr eemin Table 6-52 on page 222) is
enabled, this virtual router can assume master routing authority when its priority level rises
above that of the current master.

Some tracking criteria (vr s, i f s, and por t s below) apply to standard virtual routers, other-
wise called “virtual interface routers.” Other tracking criteria (I 4pt s, real s, and hsr p)
apply to “virtual server routers,” which perform Layer 4 Server Load Balancing functions. A
virtual server router is defined as any virtual router whose IP address (addr ) is the same as
any configured virtual server IP address.

Table 6-53 VRRP Priority Tracking Options (/cfg/I3/vrrp/vr #/track)

Command Syntax and Usage

vrs di sabl e| enabl e
When enabled, the priority for this virtual router will be increased for each virtual router in master
mode on this switch. This is useful for making sure that traffic for any particular client/server pair-
ing are handled by the same switch, increasing routing and load balancing efficiency. This com-
mand is disabled by default.

i fs di sabl e|] enabl e
When enabled, the priority for this virtual router will be increased for each other IP interface active
on this switch. An IP interface is considered active when there is at least one active port on the
same VLAN. This helps elect the virtual routers with the most available routes as the master. This
command is disabled by default.
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Table 6-53 VRRP Priority Tracking Options (/cfg/I3/vrrp/vr #/track)

Command Syntax and Usage

ports disabl e| enabl e
When enabled, the priority for this virtual router will be increased for each active port on the same
VLAN. A port is considered “active” if it has a link and is forwarding traffic. This helps elect the
virtual routers with the most available ports as the master. This command is disabled by default.

| 4pts di sabl e| enabl e
When enabled for virtual server routers, the priority for this virtual router will be increased for
each physical switch port which has active Layer 4 processing on this switch. This helps elect the
main Layer 4 switch as the master. This command is disabled by default.

real s di sabl e| enabl e
When enabled for virtual server routers, the priority for this virtual router will be increased for
each healthy real server behind the virtual server IP address of the same IP address as the virtual
router on this switch. This helps elect the switch with the largest server pool as the master, increas-
ing Layer 4 efficiency. This command is disabled by default.

hsrp di sabl e| enabl e <priority (1-254)>
Hot Standby Router Protocol (HSRP) is used with some types of routers for establishing router
failover. In networks where HSRP is used, enable this switch option to increase the priority of this
virtual router for each Layer 4 client-only port that receives HSRP advertisements. Enabling HSRP
helps elect the switch closest to the master HSRP router as the master, optimizing routing effi-
ciency. This command is disabled by default.

hsrv di sabl e| enabl e
Hot Standby Router on VLAN (HSRV) is used to work in VLAN-tagged environments. Enable
this switch option to increment only that vr r p instance that is on the same VLAN as the tagged
hsrp master flagged packet. This command is disabled by default.

cur
Displays the current configuration for priority tracking for this virtual router.
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[cftgll3/vrrpl/group

Virtual Router Group Configuration

[VRRP Virtual Router G oup Menu]
track - Priority Tracking Menu
vrid - Set virtual router ID
if - Set interface nunber
prio - Set renter priority
adver - Set advertisenent interval
preem - Enable or disable preenption
ena - Enable virtual router
dis - Disable virtual router
del - Delete virtual router
cur - Display current VRRP virtual router configuration

The Virtual Router Group menu is used for associating all virtual routers into a single logical
virtual router, which forces all virtual routers on the GbE Switch Module to either be master or
backup as a group. A virtual router is defined by its virtual router ID and an IP address. On
each VRRP-capable routing device participating in redundancy for this virtual router, a virtual
router will be configured to share the same virtual router ID and IP address.

NOTE — This option is required to be configured only when using at least two GbE Switch Mod-
ulees in a hot-standby failover configuration, where only one switch is active at any time.

Table 6-54 VRRP Virtual Router Group Options (/cfg/I3/vrrp/group)

Command Syntax and Usage

track

Displays the VRRP Priority Tracking Menu for the virtual router group. Tracking is an Alteon
WebSystems proprietary extension to VRRP, used for modifying the standard priority system used
for electing the master router. To view menu options, see page 228.

vri d <virtual router ID (1-255)>

Defines the virtual router ID.
The vr i d for standard virtual routers (where the virtual router IP address is not the same as any
virtual server) can be any integer between 1 and 255. All vr i d values must be unique within the

VLAN to which the virtual router’s IP interface (see i f below) belongs. The default virtual router
ID is 1.

i f <interface number (1-128)>
Selects a switch IP interface (between 1 and 128). The default switch IP interface number is 1.
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Table 6-54 VRRP Virtual Router Group Options (/cfg/I3/vrrp/group)

Command Syntax and Usage

pri o <priority (1-254)>
Defines the election priority bias for this virtual router group. This can be any integer between 1
and 254. The default value is 100.
During the master router election process, the routing device with the highest virtual router priority
number wins. If there is a tie, the device with the highest IP interface address wins. If this virtual
router’s IP address (addr ) is the same as the one used by the IP interface, the priority for this vir-
tual router will automatically be set to 255 (highest).
When priority tracking isused (/ cf g/ | 3/ vrrp/track or/cfg/l 3/ vrrp/vr # track),
this base priority value can be modified according to a number of performance and operational cri-
teria.

adver <seconds (1-255)>
Defines the time interval between VRRP master advertisements. This can be any integer between 1
and 255 seconds. The default is 1.

preem di sabl e| enabl e
Enables or disables master preemption. When enabled, if the virtual router group is in backup
mode but has a higher priority than the current master, this virtual router will preempt the lower
priority master and assume control. Note that even when pr eemis disabled, this virtual router will
always preempt any other master if this switch is the owner (the IP interface address and virtual
router addr are the same). By default, this option is enabled.

ena
Enables the virtual router group.

dis
Disables the virtual router group.

del
Deletes the virtual router group from the switch configuration.

cur
Displays the current configuration information for the virtual router group.
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[cfgll3/vrrp/group/track

Virtual Router Group Priority Tracking Configuration

[Virtual Router Group Priority Tracking Menu]
vrs - Enabl e/ di sabl e tracking master virtual routers
ifs - Enabl e/ di sabl e tracki ng other interfaces
ports - Enabl e/ di sabl e tracking VLAN switch ports
| 4pts - Enabl e/ di sable tracking L4 switch ports
real s - Enabl e/ di sabl e tracking L4 real servers
hsrp - Enabl e/ di sabl e tracki ng HSRP
hsrv - Enabl e/ di sabl e tracki ng HSRP by VLAN
cur - Display current VRRP Goup Tracking configuration

NOTE — If Virtual Router Group Tracking is enabled, then the tracking option will be available
only under group option. The tracking setting for the other individual virtual routers will be
ignored.

Table 6-55 Virtual Router Group Priority Tracking Options (/cfg/I3/vr/group/track)

Command Syntax and Usage

vrs di sabl elenabl e
When enabled, the priority for this virtual router will be increased for each virtual router in master
mode on this switch. This is useful for making sure that traffic for any particular client/server pair-
ing are handled by the same switch, increasing routing and load balancing efficiency. This com-
mand is disabled by default.

i fs di sabl elenabl e
When enabled, the priority for this virtual router will be increased for each other IP interface active
on this switch. An IP interface is considered active when there is at least one active port on the
same VLAN. This helps elect the virtual routers with the most available routes as the master. This
command is disabled by default.

ports disabl elenabl e
When enabled, the priority for this virtual router will be increased for each active port on the same
VLAN. A port is considered “active” if it has a link and is forwarding traffic. This helps elect the
virtual routers with the most available ports as the master. This command is disabled by default.

| 4pt s di sabl e|enabl e
When enabled for virtual server routers, the priority for this virtual router will be increased for
each physical switch port which has active Layer 4 processing on this switch. This helps elect the
main Layer 4 switch as the master. This command is disabled by default.
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Table 6-55 Virtual Router Group Priority Tracking Options (/cfg/I3/vr/group/track)

Command Syntax and Usage

real s di sabl e| enabl e
When enabled for virtual server routers, the priority for this virtual router will be increased for
each healthy real server. This helps elect the switch with the largest server pool as the master,
increasing Layer 4 efficiency. This command is disabled by default.

hsrp di sabl e| enabl e
Enables Hot Standby Router Protocol (HSRP) for this virtual router group. HSRP is used with
some types of routers for establishing router failover. In networks where HSRP is used, enable this
switch option to increase the priority of this virtual router for each Layer 4 client-only port that
receives HSRP advertisements. This helps elect the switch closest to the master HSRP router as the
master, optimizing routing efficiency. This command is disabled by default.

hsrv di sabl e| enabl e
Hot Standby Router on VLAN (HSRV) is used to work in VLAN-tagged environments. Enable
this switch option to increment only that vr r p instance that is on the same VLAN as the tagged
hsrp master flagged packet. This command is disabled by default.

cur
Displays the current configuration for priority tracking for this virtual router.
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[cftgll3/vrrp/if <interface number>
VRRP Interface Configuration

NOTE — The interface-number (1 to 128) represents the IP interface on which authentication
parameters must be configured.

[VRRP Interface 1 Menu]
aut h - Set authentication types
passw - Set plain-text password
del - Delete interface
cur - Display current VRRP interface configuration

This menu is used for configuring VRRP authentication parameters for the IP interfaces used
with the virtual routers.

Table 6-56 VRRP Interface Menu Options (/cfg/I3/vrrplif)

Command Syntax and Usage

aut h none| password
Defines the type of authentication that will be used: none (no authentication), or passwor d
(password authentication).

passw <password>
Defines a plain text password up to eight characters long. This password will be added to each
VRRP packet transmitted by this interface when password authentication is chosen (see aut h
above).

del
Clears the authentication configuration parameters for this IP interface. The IP interface itself is
not deleted.

cur
Displays the current configuration for this IP interface’s authentication parameters.
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[cftgll3/vrrp/track
VRRP Tracking Configuration

[ VRRP Tracki ng Menu]

vrs - Set priority increnent for virtual router tracking
ifs - Set priority increnent for IP interface tracking
ports - Set priority increnent for VLAN switch port tracking

| 4pt s - Set priority increnent for L4 switch port tracking
real s - Set priority increnent for L4 real server tracking
i

hsrp - Set priority increnent for HSRP tracking
hsrv - Set priority increnent for HSRP by VLAN tracking
cur - Display current VRRP Priority Tracki ng configuration

This menu is used for setting weights for the various criteria used to modify priority levels dur-
ing the master router election process. Each time one of the tracking criteria is met (see “VRRP
Virtual Router Priority Tracking Menu” on page 224), the priority level for the virtual router is
increased by an amount defined through this menu.

Table 6-57 VRRP Tracking Options (/cfg/I3/vrrp/track)

Command Syntax and Usage

vrs <0-254>
Defines the priority increment value (1 through 254) for virtual routers in master mode detected on
this switch. The default value is 2.

i fs <0-254>
Defines the priority increment value (1 through 254) for active IP interfaces detected on this
switch. The default value is 2.

ports <0-254>

Defines the priority increment value (1 through 254) for active ports on the virtual router’s VLAN.
The default value is 2.

| 4pts <0-254>
Defines the priority increment value (1 through 254) for physical switch ports with active Layer 4
processing. The default value is 2.

real s <0-254>

Defines the priority increment value (1 through 254) for healthy real servers behind the virtual
server router. The default value is 2.

hsrp <0-254>
Defines the priority increment value (1 through 254) for switch ports with Layer 4 client-only pro-
cessing that receive HSRP broadcasts. The default value is 10.
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Table 6-57 VRRP Tracking Options (/cfg/I3/vrrp/track)

Command Syntax and Usage

hsrv <0-254>
Defines the priority increment value (1 through 254) for vrrp instances that are on the same
VLAN.

The default value is 10.

cur
Displays the current configuration of priority tracking increment values.

NOTE — These priority tracking options only define increment values. These options do not
affect the VRRP master router election process until options under the VRRP Virtual Router
Priority Tracking Menu (see page 224) are enabled.

[ cfgl/l 3/ metrc <metric name>
Default Gateway Metrics

If multiple default gateways are configured and enabled, a metric can be set to determine
which primary gateway is selected. There are two metrics, which are described in the table .

Table 6-58 Default Gateway Metrics (/cfg/I3/metrc)

Option Description

strict The gateway number determines its level of preference. Gateway #1 acts as
the preferred default IP gateway until it fails or is disabled, at which point the
next in line will take over as the default IP gateway.

roundr obi n This provides basic gateway load balancing. The switch sends each new gate-
way request to the next healthy, enabled gateway in line. All gateway requests
to the same destination IP address are resolved to the same gateway.
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[ cfglsetup
Setup

The setup program steps you through configuring the system date and time, BOOTP, IP, Span-
ning Tree, port speed/mode, VLAN parameters, and IP interfaces.

To start the setup program, at the Conf i gur at i on# prompt, enter:

‘ Configuration# setup

For a complete description of how to use set up, see Chapter 2, “First-Time Configuration.”

[ cf g/ dunp
Dump

The dump program writes the current switch configuration to the terminal screen. To start the
dump program, at the Conf i gur at i on# prompt, enter:

Configuration# dunp

The configuration is displayed with parameters that have been changed from the default val-
ues. The screen display can be captured, edited, and placed in a script file, which can be used to
configure other switches through a Telnet connection. When using Telnet to configure a new
switch, paste the configuration commands from the script file at the command line prompt of
the switch. The active configuration can also be saved or loaded via TFTP, as described on
page 234.
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[ cf g/ ptcfg <TFTP server> <filename>
Saving the Active Switch Configuration

When the pt cf g command is used, the switch’s active configuration commands (as displayed
using / cf g/ dunp) will be uploaded to the specified script configuration file on the TFTP
server. To start the switch configuration upload, at the Conf i gur at i on# prompt, enter:

Configuration# ptcfg <TFTP server> <filename>

Where server is the TFTP server IP address or hostname, and filename is the name of the target
script configuration file.

NOTE — The output file is formatted with line-breaks but no carriage returns—the file cannot
be viewed with editors that require carriage returns (such as Microsoft Notepad).

NOTE — If the TFTP server is running SunOS or the Solaris operating system, the specified
pt cf g file must exist prior to executing the pt cf g command and must be writable (set with
proper permission, and not locked by any application). The contents of the specified file will
be replaced with the current configuration data.

[ cf g/ gtcfg <TFTP server> <filename>
Restoring the Active Switch Configuration

When the gt cf g command is used, the active configuration will be replaced with the com-
mands found in the specified configuration file. The file can contain a full switch configuration
or a partial switch configuration. The configuration loaded using gt cf g is not activated until
the appl y command is used. If the appl y command is found in the configuration script file
loaded using this command, the apply action will be performed automatically.

To start the switch configuration download, at the Conf i gur at i on# prompt, enter:

Configuration# gtcfg <TFTP server> <filename>

Where server is the TFTP server IP address or hostname, and filename is the name of the target
script configuration file.
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CHAPTER 7

The SLB Configuration Menu

This chapter discusses how to use the Command Line Interface (CLI) for configuring Server
Load Balancing (SLB) on the GbE Switch Module.

/[cfgl/slb

SLB Configuration

rea
group
virt
filt
port

| ayer7
wap
sync
adv
advhc
pi p
on
of f
cur

[ Layer 4 Menu]

Real Server Menu

Real Server Group Menu

Virtual Server Menu

Filtering Menu

Layer 4 Port Menu

Layer 7 Resource Definition Menu

WAP Menu

Confi g Synch Menu

Layer 4 Advanced Menu

Layer 4 Advanced Heal th Check Menu
Proxy | P Address Menu

G obally turn Layer 4 processing ON
G obally turn Layer 4 processing OFF
Di splay current Layer 4 configuration

Table 7-1 Server Load Balancing Configuration Menu Options (/cfg/slb)

Command Syntax and Usage

real <real server number (1-63)>
Displays the menu for configuring real servers. To view menu options, see page 237.

group <real server group number (1-64)>

Displays the menu for placing real servers into real server groups. To view menu options, see

page 242.
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Table 7-1 Server Load Balancing Configuration Menu Options (/cfg/slb)

Command Syntax and Usage

vi rt <virtual server number (1-64)>
Displays the menu for defining virtual servers. To view menu options, see page 247.

filt <filter ID (1-1024)>
Displays the menu for Filtering and Application Redirection. To view menu options, see page 255.

port <port alias or number (1-20)>
Displays the menu for setting physical switch port states for Layer 4 activity. To view menu
options, see page 266.

| ayer?7
Displays later 7 Resource Definition Menu. To view menu options, see page 268.
wap
Displays WAP Menu. To view menu options, see page 271
sync
Displays the Synch Peer Switch Menu. To view menu options, see page 272.
adv
Displays the Layer 4 Advanced Menu. To view menu options, see page 274.
advhc
Displays the Layer 4 Advanced Health Check Menu. To view menu options, see page 277.
pi p
This menu is used to set the switch proxy IP address using dotted decimal notation. When the pi p
is defined, client address information in Layer 4 requests is replaced with this proxy IP address.To
view options, see page 280.
on
Globally turns on Layer 4 software services for Server Load Balancing and Application Redirec-
tion. Enabling Layer 4 services is not necessary for using filters only to allow, deny, or NAT traffic.
of f
Globally disables Layer 4 services. All configuration information will remain in place
(ifappl i ed or saved), but the software processes will no longer be active in the switch
cur
Displays the current Server Load Balancing configuration.
NQRTEL
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Filtering and Layer 4 (Server Load Balancing)

Filters configured to allow, deny, or perform Network Address Translation (NAT) on traffic do
not require Layer 4 software to be activated. These filters are not affected by the Server Load
Balancing on and of f commands in this menu.

Application Redirection filters, however, require Layer 4 software services. Layer 4 processing
must be turned on before redirection filters will work.

/ cf gl sl b/real <server number>
Real Server SLB Configuration

[ Real server 1 Menu]

layer7 - Real Server Layer 7 Command Menu

rip - Set I P addr of real server

name - Set server nane

wei ght - Set server weight

maxcon - Set maxi mum nunber of connections

t nout - Set minutes inactive connection renmai ns open

backup - Set backup real server

inter - Set interval between health checks

retry - Set nunber of failed attenpts to declare server DOMW
restr - Set nunber of successful attenpts to declare server UP

addport - Add real port to server
renport - Renpve real port to server

renote - Enable/disable renpte site operation

pr oxy - Enabl e/ di sable client proxy operation

submac - Enabl e/ di sabl e source MAC address substitution
ena - Enabl e real server

dis - Disable real server

del - Delete real server

cur - Display current real server configuration

This menu is used for configuring information about real servers that participate in a server
pool for Server Load Balancing or Application Redirection. The required parameters are:

B Real server IP address
B Real server enabled (disabled by default)
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Table 7-2 Real Server Configuration Menu Options (/cfg/slb/real)

Command Syntax and Usage

| ayer?7
Displays the Layer 7 Menu. To view menu options, see page 241.

ri p <real server IP address>
Sets the IP address of the real server in dotted decimal format. When this command is used, the
address entered is Pl NGed to determine if the server is up, and the administrator will be warned if
the server does not respond.

name <string, maximum 31 characters>| none

Defines a 15-character alias for each real server. This will enable the network administrator to
quickly identify the server by a natural language keyword value.

wei ght <real server weight (1-48)>
Sets the weighting value (1 to 48) that this real server will be given in the load balancing algo-
rithms. Higher weighting values force the server to receive more connections than the other servers
configured in the same real server group. By default, each real server is given a weight setting of 1.
A setting of 10 would assign the server roughly 10 times the number of connections as a server
with a weight of 1.

Weights are not applied when using the hash or mi nmmi sses metrics (see “Server Load Balanc-
ing Metrics” on page 245).

maxcon <maximum connections (0-200000)>
Sets the maximum number of connections that this server should simultaneously support. By
default, the number of maximum connections is set at 20,000. This option sets a threshold as an
artificial barrier, such that new connections will not be issued to this server if the maxcon limit is
reached. New connections will be issued again to this server once the number of current connec-
tions has decreased below the maxcon setting.

If all servers in a real server group for a virtual server reach their maxcon limit at the same time,
client requests will be sent to the backup/overflow server or backup/overflow server group. If no
backup servers/server group are configured, client requests will be dropped by the virtual server.
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Table 7-2 Real Server Configuration Menu Options (/cfg/slb/real)

Command Syntax and Usage

t nout <even number of minutes (2-30)>

Sets the number of minutes an inactive session remains open (in even numbered increments).

Every client-to-server session being load balanced is recorded in the switch's Session Table. When
a client makes a request, the session is recorded in the table, the data is transferred until the client
ends the session, and the session table entry is then removed.

In certain circumstances, such as when a client application is abnormally terminated by the client's
system, TCP/UDP connections will remain registered in the switch's binding table. In order to pre-
vent table overflow, these orphaned entries must be aged out of the binding table.

Using the tmout option, you can set the number of minutes to wait before removing orphan table
entries. Settings must be specified in even numbered increments between 2 and 30 minutes. The
default setting is 10.

This option is also used with the Persistent option (see / cf g/ sl b/ vi rt/ pbi nd). When persis-
tent is activated, this option sets how long an idle client is allowed to remain associated with a par-
ticular server.

backup <real server number (1-1023)>| none

Sets the real server used as the backup/overflow server for this real server.

To prevent loss of service if a particular real server fails, use this option to assign a backup real
server number. Then, if the real server becomes inoperative, the switch will activate the backup
real server until the original becomes operative again.

The backup server is also used in overflow situations. If the real server reaches its maxcon (maxi-
mum connections) limit, the backup comes online to provide additional processing power until the
original server becomes desaturated.

The same backup/overflow server may be assigned to more than one real server at the same time

i nt er <number of seconds between health checks (0-60)>

Sets the interval between real server health verification attempts.

Determining the health of each real server is a necessary function for Layer 4 switching. For TCP
services, the switch verifies that real servers and their corresponding services are operational by
opening a TCP connection to each service, using the defined service ports configured as part of
each virtual service. For UDP services, the switch pings servers to determine their status.

The i nt er option lets you choose the time between health checks. The range is from 1 to 60 sec-
onds. The default interval is 2 seconds. An interval of “0” disables health checking for the server.

retry <number of consecutive health checks (1-63)>

Sets the number of failed health check attempts required before declaring this real server inopera-
tive. The range is from 1 to 63 attempts. The default is 4 attempts

restr <number of consecutive health checks (1-63)>

Sets the number of successful health check attempts required before declaring a UDP service oper-
ational. The range is from 1 to 63 attempts. The default is 8 attempts
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Table 7-2 Real Server Configuration Menu Options (/cfg/slb/real)

Command Syntax and Usage

addport <real server port (2-65534)>
Add multiple service ports to the server.

rempor t <real server port (2-65534)>
Remove multiple service ports from the server.

renot e di sabl e| enabl e
Enables or disables remote site operation for this server. This option should be enabled when the
real IP address supplied above represents a remote server (real or virtual) that this switch will
access as part of its Global Server Load Balancing network. By default, this option is disabled.

proxy di sabl e| enabl e
Enables or disables proxy IP address translation. With this option enabled (default), a client request
from any application can be proxied using a load-balancing Proxy IP address (PIP).

submac di sabl e| enabl e
Enables or disables source MAC address substitution. By default, this option is disabled.

enabl e
You must perform this command to enable this real server for Layer 4 service. When enabled, the
real server can process virtual server requests associated with its real server group. This option,
when the appl y and save commands are used, enables this real server for operation until explic-
itly disabled.

See / oper/ sl b/ ena on page 284 for an operations-level command.

dis
Disables this real server from Layer 4 service. Any disabled server will no longer process virtual
server requests as part of the real server group to which it is assigned. This option, when the
appl vy is used, disables this real server until it is explicitly re-enabled. This option does not per-
form a graceful server shutdown.

See / oper/ sl b/ di s on page 284 for an operations-level command.

del
Deletes this real server from the Layer 4 switching software configuration. This removes the real
server from operation within its real server groups. Use this command with caution, as it will
delete any configuration options that have been set for this real server. This option does not per-
form a graceful server shutdown.

cur
Displays the current configuration information for this real server.
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[ cf gl sl b/real <server number>/1| ayer7

Real Server Layer 7 Configuration

[ Layer 7 Conmands Menu]
addl b - Add URL path for URL | oad bal ance
rem b - Rermove URL path for URL | oad bal ance
cookser - Enabl e/ di sabl e cooki e assi gnnent server
exclude - Enabl e/di sabl e exclusionary string nmatching
cur - Display current real server configuration

This menu is used for entering commands and strings for Layer 7 processing.

Table 7-3 Layer 7 Commands Menu Options (/cfg/slb/real/layer7)

Command Syntax and Usage

addl b <URL path ID [1-512]>
Adds the predefined URL loadbalance string 1D to the real server.

rem b <URL path ID [1-512]>
Removes the predefined URL loadbalance string 1D from the real server.

cookser disabl e| enabl e
Enables or disables the real server to handle client requests that don’t contain a cookie. This option
is used if you want to designate a specific server to assign cookies only. This server gets the client
request, assigns the cookie, and embeds the IP address of the real server that will handle the subse-
quent requests from the client.

By default, this option is disabled.

excl ude di sabl e| enabl e
Enables or disables exclusionary string matching. By default, this option is disabled.

cur
Displays the current real server configuration.
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/ cf g/ sl b/ gr oup <real server group number>
Real Server Group SLB Configuration

[ Real server group 1 Menu]
metric - Set metric used to select next server in group
content - Set health check content

health - Set health check type
backup - Set backup real server or group
nane - Set real server group nane

realthr - Set real server failure threshold
vi phlth - Enabl e/ di sable VIP health checking in DSR node

i ds - Enabl e/ di sabl e I ntrusion Detection

idsrprt - Set Intrusion Detection Port

idsfld - Enabl e/disable Intrusion Detection Goup Flood
add - Add real server

rem - Renove real server

del - Delete real server group

cur - Display current group configuration

This menu is used for combining real servers into real server groups. Each real server group
should consist of all the real servers which provide a specific service for load balancing. Each
group must consist of at least one real server. Each real server can belong to more than one group.
Real server groups are used both for Server Load Balancing and Application Redirection.

Table 7-4 Real Server Group Configuration Menu Options (/cfg/slb/group)

Command Syntax and Usage

netric | east conns|roundrobi njm nm sses|hash|r esponselbandw dt h
Set the load balancing metric used for determining which real server in the group will be the target
of the next client request. The default setting is | east conns. See “Server Load Balancing Met-
rics” on page 245.

cont ent <filename>|/ / <host>/ <filename>| none
This option defines the specific content which is examined during health checks. The content
depends on the type of health check specified in the heal t h option (see below).
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Table 7-4 Real Server Group Configuration Menu Options (/cfg/slb/group)

Command Syntax and Usage

heal t h

I'i nkjar p|i cnp|t cp|ht t p|dns|pop3|snt p|nnt p|f t p|i map|r adi us|ssl h|
scri pt <n>|udpdns|wspwt | s|l dap

Sets the type of health checking performed. The default is t cp. The options are as follows:

l'i nk
arp
icnp
tcp
http

dns
pop3
sntp
nnt p
ftp
i map

radi us

ssl h

script
wsp

udpdns
wls

| dap

For IDSLB group only, checks status of port for each server.

For Layer 2 health checking, sends an ARP request.

For Layer 3 health checking, pi ngs the server.

For TCP service, opens and closes a TCP/IP connection to the server.

For HTTP service, use HTTP 1.1 GETS when a HOST: header is required to check
that the URL content is specified in cont ent command. Otherwise, an HTTP/ 1. 0
GET occurs.

Note: If the content is not specified, the health check will revert back to TCP on the
port that is being load balanced.

For Domain Name Service, check that the domain name specified in cont ent can be
resolved by the server.

For user mail service, check that the user:password account specified in cont ent
exists on the server.

For mail-server services, check that the user specified in cont ent is accessible on
the server.

For newsgroup services, check that the newsgroup name specified in cont ent is
accessible on the server.

For FTP services, check that the filename specified in cont ent is accessible on the
server through anonymous login.

For user mail service, check that the user:password value specified in cont ent
exists on the serve

For RADIUS remote access server authentication, check that the user:password value
specified in cont ent exists on the GbE Switch Module and the server. To perform
application health checking to a RADIUS server, the network administrator must also
configure the / cf g/ sl b/ secrt parameter. The secrt value is a field of up to 32
alphanumeric characters that is used by the switch to encrypt a password during the
RSA Message Digest Algorithm (MD5) and by the RADIUS server to decrypt the
password during verification.

Enables the switch to query the health of the SSL servers by sending an SSL client
“Hello” packet and then verify the contents of the server’s “Hello” response. During
the handshake, the user and server exchange security certificates, negotiate an encryp-
tion and compression method, and establish a session ID for each session.

Enables the use of script-based health checks in send/expect format to check for appli-
cation and content availability. <n> denotes the health script number (1-8).

Enables connectionless WSP content health checks for WAP gateways. The content
under / cf g/ sl b/ advhc/ waphc (see page 279) must also be configured.

Allows the user to perform health checking using UDP DNS queries.

Provides Wireless Transport Layer Security (WTLS) Hello-based health check for
encrypted and connection-oriented WTLS traffic on port 9203.

Sets the health check type to LDAP.
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Table 7-4 Real Server Group Configuration Menu Options (/cfg/slb/group)

Command Syntax and Usage

backup r <real server number (1-64)>| g<group number>| none
Sets the real server or real server group used as the backup/overflow server/server group for this
real server group.

To prevent loss of service if the entire real server group fails, use this option to assign a backup real
server/real server group number. Then, if the real server group becomes inoperative, the switch
will activate the backup real server /server group until one of the original real servers becomes
operative again.

The backup server/server group is also used in overflow situations. If all the servers in the real
server group reach their maxcon (maximum connections) limit, the backup server/server group
comes online to provide additional processing power until one of the original servers becomes
desaturated.

The same backup/overflow server/server group may be assigned to more than one real server
group at the same time.

name <string, maximum 31 characters>| none
Defines a 15-character alias for each Real Server Group. This will enable the network administra-
tor to quickly identify the server group by a natural language keyword value.

real t hr <real servers (1-15, O for disabled)>
Specifies a minimum number of real servers available. If any time, the number reaches this mini-
mum limit, a SYSLOG ALERT message is sent to the configured SYSLOG servers stating that the
real server threshold has been reached for the concerned server load balancing group. The default
threshold is 0, which also means the option is disabled

vi phl th di sabl e| enabl e
Enables or disables VIP health checking in a service. This feature is enabled by default. However,
it works only when the service has DSR (Direct Server Return) feature enabled. When vi phl t h
is disabled, the switch uses RIP to perform all health checks, whether DSR is enabled or disabled.

i ds di sabl e| enabl e
Enables or disables this group of servers for IDS load balancing.

i dsrprt <real server port (2-65534)>| any
Sets real server port for Intrusion Detection Server.

i dsfld disabl e|] enabl e
Enables or disables the Intrusion Detection flood.

add <real server number (1-63)>
Adds a real server to this real server group. You will be prompted to enter the number of the real
server to add to this group.

r em <real server number (1-63)>
Remove a real server from this real server group. You will be prompted for the ID number for the
real server to remove from this group.
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Table 7-4 Real Server Group Configuration Menu Options (/cfg/slb/group)

Command Syntax and Usage

del
Deletes this real server group from the Layer 4 software configuration. This removes the group
from operation under all virtual servers it is assigned to. Use this command with caution: if you
remove the only group that is assigned to a virtual server, the virtual server will become inopera-
tive.

cur
Displays the current configuration parameters for this real server group.

Server Load Balancing Metrics

Using the met r i ¢ command, you can set a number of metrics for selecting which real server
in a group gets the next client request. These metrics are described in the following table:

Table 7-5 Real Server Group Metrics (/cfg/slb/group/metric)

Option and Description

nm nm sses
Minimum misses. This metric is optimized for Application Redirection. When m nni sses is
specified for a real server group performing Application Redirection, all requests for a specific IP
destination address will be sent to the same server. This is particularly useful in caching applica-
tions, helping to maximize successful cache hits. Best statistical load balancing is achieved when
the IP address destinations of load balanced frames are spread across a broad range of IP subnets.

Minmisses can also be used for Server Load Balancing. When specified for a real server group per-
forming Server Load Balancing, all requests from a specific client will be sent to the same server.
This is useful for applications where client information must be retained on the server between ses-
sions. Server load with this metric becomes most evenly balanced as the number of active clients
increases.

hash

Like m nmi sses, the hash metric uses IP address information in the client request to select a
Server.

For Application Redirection, all requests for a specific IP destination address will be sent to the
same server. This is particularly useful for maximizing successful cache hits.

For Server Load Balancing, all requests from a specific client will be sent to the same server. This
is useful for applications where client information must be retained between sessions.

The hash metric should be used if the statistical load balancing achieved using m nm sses is
not as optimal as desired. Although the hash metric can provide more even load balancing at any
given instance, it is not as effective as m nni sses when servers leave and reenter service.

If the Load Balancing statistics indicate that one server is processing significantly more requests
over time than other servers, consider using the hash metric.
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Table 7-5 Real Server Group Metrics (/cfg/slb/group/metric)

Option and Description

| east conns
Least connections. With this option, the number of connections currently open on each real server
is measured in real time. The server with the fewest current connections is considered to be the
best choice for the next client connection request.
This option is the most self-regulating, with the fastest servers typically getting the most connec-
tions over time, due to their ability to accept, process, and shut down connections faster than
slower servers.

roundr obi n
Round robin. With this option, new connections are issued to each server in turn: the first real
server in this group gets the first connection, the second real server gets the next connection, fol-
lowed by the third real server, and so on. When all the real servers in this group have received at
least one connection, the issuing process starts over with the first real server.

response
Real server response time. With this option, the switch monitors and records the amount of time
that each real server takes to reply to a health check. The response time is used to adjust the real
server weights. The weights are adjusted so they are inversely proportional to a moving average of
response time.

bandwi dt h
Bandwidth Metric. With this option, the real server weights are adjusted so they are inversely pro-
portional to the number of octets that the real server processes during a given interval. The higher
the bandwidth used, the smaller is the weight assigned to that server.

NOTE — Under the | east conns and r oundr obi n metrics, when real servers are config-
ured with weights (see the wei ght option on page 238), a higher proportion of connections
are given to servers with higher weights. This can improve load balancing among servers of
different performance levels. Weights are not applied when using the hash or mi nmi sses
metrics.
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[ cfglslb/virt <virtual server number>
Virtual Server SLB Configuration

[Virtual Server 1 Menu]
service - Virtual Service Menu
Vi p - Set I P addr of virtual server
dnane - Set dommin nanme of virtual server
| ayr3 - Enabl e/ di sabl e I ayer 3 only bal anci ng
ena - Enabl e virtual server
dis - Disable virtual server
del - Delete virtual server
cur - Display current virtual configuration

This menu is used for configuring the virtual servers which will be the target for client requests
for Server Load Balancing. Configuring a virtual server requires the following parameters:

B Creating a virtual server IP address
B Adding TCP/UDP port and real server group
B Enabling the virtual server (disabled by default)

Table 7-6 Virtual Server Configuration Menu Options (/cfg/slb/virt)

Command Syntax and Usage

servi ce <virtual port or name>
Displays the Virtual Services Menu. The virtual port name can be a well-known port name, such as
http, ftp, the service number, and so on. To get more information about well-known ports, see the
sport command on page 257. To view services menu options, see page 249.

vi p <virtual server IP address>
Sets the IP address of the virtual server using dotted-decimal notation. The virtual server created
within the switch will respond to ARPs and Pl NGs from network ports as if it was a normal server.
Client requests directed to the virtual server’s IP address will be balanced among the real servers
available to it through real server group assignments.

dnanme <34 character domain name>| none
Sets the domain name for this virtual server. The domain name typically includes the name of the
company or organization, and the Internet group code (.com, .edu, .gov, .org, and so forth). An
example would be foocorp.com. It does not include the hostname portion (www, www?2, ftp, and
so forth). The maximum number of characters that can be used in a domain name is 34. To define
the hostname, see hnane below. To clear the dnane, specify the name as none.
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Table 7-6 Virtual Server Configuration Menu Options (/cfg/slb/virt)

Command Syntax and Usage

| ayr 3 di sabl e| enabl e
Normally, the client IP address is used with the client Layer 4 port number to produce a session
identifier. When the | ayr 3 option is enabled (disabled by default), the switch uses only the client
IP address as the session identifier. It associates all the connections from the same client with the
same real server while any connection exists between them.

This option is necessary for some server applications where state information about the client sys-
tem is divided across different simultaneous connections, and also in applications where TCP frag-
ments are generated.

If the real server to which the client is assigned becomes unavailable, the Layer 4 software will
allow the client to connect to a different server.

ena
Enables this virtual server. This option activates the virtual server within the switch so that it can
service client requests sent to its defined IP address.

di s
This option disables the virtual server so that it no longer services client requests.

del
This command removes this virtual server from operation within the switch and deletes it from the
Layer 4 switching software configuration. Use this command with caution, as it will delete the
options that have been set for this virtual server.

cur
Displays the current configuration of the specified virtual server.
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[ cfglslb/virt <server number>/ servi ce

<virtual port or name>
Virtual Server Service Configuration

This menu is used for configuring services assigned to a virtual server. The following example
shows a menu for http (port 80) services.

NOTE — Select virtual service port 554 to configure RTSP traffic. See page 253 to view the
menu options for configuring virtual services on port 554 for RTSP.

group -
rport -
hnare -
httpslb -
pbi nd -
rcount -
dbi nd -
udp -
frag -
nonat -
dnsslb -
ftpp -
del -
cur -

Set
Set
Set
Set
Set
Set

[Virtual Server 1 http Service Menu]

real server group number
real port

host nane

HTTP SLB processi ng
persi stent binding type
mul ti response count

Enabl e/ di sabl e del ayed bi ndi ng

Enabl e/ di sabl e UDP bal anci ng

Enabl e/ di sabl e remappi ng UDP server fragments
Enabl e/ di sabl e only substituti ng MAC addresses
Enabl e/ di sabl e DNS query | oad bal anci ng
Enabl e/ di sabl e FTP SLB parsing for virtual server
Del ete virtual service

Di splay current virtual service configuration
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Table 7-7 Virtual Server Service Configuration Options (/cfg/slb/virt/service)

Command Syntax and Usage

group <real server group number (1-64)>
Sets a real server group for this service. The default is set at 1. You will be prompted to enter
the number (1 to 64) of the real server group to add to this service.

rport <real server port (0-65534)>
Defines the real server TCP or UDP port assigned to this service. By default, this is the same
as the virtual port (service virtual port). If r por t is configured to be different than the virtual
port defined in/ cf g/ sl b/ vi rt <number>/ ser vi ce <virtual port>, the switch will
map the virtual port to this real port.

hname <hostname>| none

Sets the hostname for a service added. This is used in conjunction with dname (above) to cre-
ate a full host/domain name for individual services.

The format for this command is: # hnanme <hostname>

For example, to add a hostname for Web services, you could specify www as the hostname. If
a dnane of “foocorp.com” was defined (above), “www.foocorp.com” would be the full host/
domain name for the service.

To clear the hostname for a service, use the command: # hnanme none

db

nd di sabl e| enabl e

Enables or disables Layer 4 Delayed Binding for TCP service and ports. Enabling this com-
mand protects the server from Denial of Service (DoS) attacks. This option is disabled by
default.

httpsl b url sl b| host | cooki e| browser | url hash| header hash| ot her s| none
Load balances on the following applications:

m url sl b: Enable or disable URL SLB

m host : Enable or disable for virtual hosting

m cooKi e: Enable or disable cookie-based SLB for cookie-based preferential load balanc-
ing. You will be prompted for the following: Cookie name, starting point of the cookie
value, number of bytes to be extracted, enable/disable checking for cookie in URI

br owser : Enable or disable SLB, based on browser type

ur | hash: Enable or disable URL hashing based on URI

header hash: Hashes on any HTTP header value.

ot her s: Requires inputs for a particular header field

none: To clear all applications for ht t psl b, specify none.

You may choose to combine or select applications to load balance using the commands and
and/or or. For example:

m htt psl b <application>
m htt psl b <application> and| or <application>
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Table 7-7 Virtual Server Service Configuration Options (/cfg/slb/virt/service)

Command Syntax and Usage

pbi nd clientip|cooki e<p|r|i>|sslid|disable

Enables or disables persistent bindings for a real server (disabled by default). This may be
necessary for some server applications where state information about the client system is
retained on the server over a series of sequential connections, such as with SSL (Secure
Socket Layer, HTTPS), Web site search results, or multi-page Web forms.

m Thecl i enti p option uses the client IP address as an identifier, and associates all con-
nections from the same client with the same real server until the client becomes inactive
and the connection is aged out of the binding table. The connection timeout value (set in
the Real Server Menu) is used to control how long these inactive but persistent connections
remain associated with their real servers. When the client resumes activity after their con-
nection has been aged out, they will be connected to the most appropriate real server based
on the load balancing metric.

An alternative approach may be to use the real server group metrics m nm sses or hash
(see Server Load Balancing Metrics).

m The cooki e option uses a cookie defined in the HTTP header or placed in the URI for
hashing. For more information on cooki e option, see “Cookie-Based Persistence” on
page 254. For detailed information on Cookie-Based Persistence, see the Persistence chap-
ter in the Alteon OS Application Guide.

m The ssl i d option is for Secure Sockets Layer (SSL), which is a set of protocols built on
top of TCP/IP that allow an application server and user to communicate over an encrypted
HTTP session. SSL provides authentication, non-repudiation, and security. The session 1D
is a value comprising 32 random bytes chosen by the SSL server that gets stored in a ses-
sion hash table. By enabling the ssl i d option, all subsequent SSL sessions which present
the same session ID will be directed to the same real server.

m The di sabl e option enables you to disable presistent binding, if it has previously been
enabled for a particular application.

r count <response count number (1-16)>

Sets the maximum response counter for cookie-based persistence. The GbE Switch Module
will examine each server response until the cookie is found, or until the maximum count is
reached. The default number is 1.

udp di sabl e| enabl e| st at el ess

Enables or disables UDP load balancing for a virtual port (disabled by default). You can con-
figure this option if the service(s) to be load balanced include UDP and TCP: for example,
DNS uses UDP and TCP. In those environments, you must activate UDP balancing for the
particular virtual servers that clients will communicate with using UDP.

When stateless is enabled, no session table entry is created.
Since no session is created, you have to bind to a new server every time.

Note: If applying a filter to the same virtual server IP address on which UDP load balancing is
enabled, disable caching on that filter for optimal performance. For more information, see the
cache command in Table 7-12 on page 261.

NECRTEL

NETWORKS
13N0340, March 2004

Chapter 7: The SLB Configuration Menu m 251



Alteon OS 20.1 Command Reference

Table 7-7 Virtual Server Service Configuration Options (/cfg/slb/virt/service)

Command Syntax and Usage

frag di sabl e| enabl e
Enables or disables remapping server fragments for virtual port. This option is enabled by
default.

nonat di sabl e| enabl e
Enables or disables substituting only the MAC address of the real server (disabled by default).
This option does not substitute IP addresses. This option is used for Direct Server Return
(DSR) in an one-armed load balancing setup, so that frames returning from server to the client
do not have to pass through the switch.

dnssl b di sabl e| enabl e
Enables or disables DNS-based Layer 7 content load balancing.

ftpp disabl e| enabl e
Enables or disables FTP SLB parsing for this virtual server (disabled by default). When this
option is enabled, the switch modifies the appropriate FTP method/command to support FTP
servers on a private network for both active and passive FTP modes.

To do this, the switch looks deeper into the packet and modifies the por t command for active
FTP or the “entering the passive mode” command for passive FTP.

del
This command removes this virtual service from operation within the switch and deletes it
from the Layer 4 switching software configuration. Use this command with caution, as it will
delete the options that have been set for this virtual service.

cur
Displays the current configuration of services on the specified virtual server.
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[ cfglslb/virt <server number>/service 554

Virtual Server RTSP Configuration

This menu displays virtual services configured on service port 554 for RTSP traffic.
See “/cfg/sIb/virt <server number>/service <virtual port or name>" on page 249 to view the
menu options for configuring virtual services on port 80.

[Virtual Server 1 rtsp Service Menu]

group - Set real server group number

rtspslb - Set RTSP URL | oad bal anci ng type

del - Delete virtual service

cur - Display current virtual service configuration

Table 7-8 Virtual Server Service Configuration Menu Options
(/cfg/slb/virt 1/service 554)

Command Syntax and Usage

group <real server group number (1-64)>
Sets real server group number.

rtspsl b hash| patternhatch|di sable

This Layer 7 load balancing option sets the type of r t spsl b (hash| pat t er n\vat ch, thereby
enabling the service), or disables r t spsl b service altogether with di sabl e command.

To enable Layer 7 load balancing for RTSP service, gr oup must be configured under the menu /
cf g/ sl b/ virt <virtual server number>/ ser vi ce 80. If you don’t configure gr oup, ser-
vice 80 and service RTSP will load balance the default group, which is gr oup 1. See command
gr oup in the table “Virtual Server Service Configuration Options (/cfg/slb/virt/service)” on page
250 for details on how to configure gr oup.

del
Deletes this virtual service.

cur
Displays the current virtual service configuration.
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Cookie-Based Persistence

The cooki e option is used to establish cookie-based persistence, and has the following com-
mand syntax and usage:

pbi nd cooki e <mode> <name> <offset> <length> <URI>

Each parameter is explained in the following table.

Table 7-9 Command Syntax and Usage for pbi nd cooki e Options
(/cfg/sIb/virt/service/pbind cookie)

Option Description

<mode> Specify the mode for cookie-based persistence. The following three modes are available:

m p: Passive mode. In this mode, the network administrator configures the Web
server to embed a cookie in the server response that the switch looks for in sub-
sequent requests from the same client.

m r: Rewrite mode. In active cookie mode (or cookie rewrite mode), the switch,
and not the network administrator, generates the cookie value on behalf of the
server. The switch intercepts this persistence cookie and rewrites the value to
include server-specific information before sending it to the client.

m i : Insert mode. When a client sends a request without a cookie, the server
responds with the data, and the switch inserts an Alteon persistence cookie into
the data packet. The switch uses this cookie to bind to the appropriate server.
Insert cookie mode expiration parameters are as follows:

Enter insert-cookie expiration as either:

m _ adate <MM/dd/yy[@hh:mm]> (e.g. 12/31/01@23:59)

m .. aduration <days[:hours[:minutes]]> (e.g. 45:30:90)

W ..ornone <return>

<name> Enter the name of the cookie.

<offset> Enter the starting point of the cookie value (1-64)

<length> Enter number of bytes to extract (1-64). For cookie rewrite, the extracting length must be
8 or 16.

<URI> Look for cookie in the URI. If you want to look for cookie name or value in the URI,
enter e to enable this option. To look for cookie in the HTTP header, enter d to disable
this option.

For more information on Cookie-Based Persistence, see the Alteon OS 20.1 Application
Guide.

NEQRTEL

254 m Chapter 7: The SLB Configuration Menu NETWORKS
13N0340, March 2004



Alteon OS 20.1 Command Reference

[cfglslb/filt <filter number>
SLB Filter Configuration

[Filter 1
adv
nane
snac
dmac
sip
smask
dip
dmask
proto
sport
dport
action
group
rport
nat
vl an
invert
ena
dis
del
cur

Menu]

Filter Advanced Menu

Set
Set
Set
Set
Set
Set
Set
Set
Set
Set
Set
Set
Set
Set
Set

filter name

source MAC address

destinati on MAC address

source | P address

source | P mask

destination | P address
destination | P nask

| P protoco

source TCP/ UDP port or range
destination TCP/ UDP port or range
action

real server group for redirection
real server port for redirection
whi ch addresses are network address transl ated
vian id

Enabl e/ di sable filter inversion
Enable filter

Disable filter

Delete filter

Di splay current filter configuration

The switch supports up to 1024 traffic filters. Each filter can be configured to allow, deny, redi-
rect or perform Network Address Translation on traffic according to a variety of address and
protocol specifications, and each physical switch port can be configured to use any combina-
tion of filters. This command is disabled by default.

There are several options available in the Filter Advanced Menu (/ cf g/ sl b/ fil t/ adv,
page 260) that can be used to provide more information through syslog. The types of informa-

tion include:

® |P protocol

B TCP/UDP ports
B TCP flags

[ |
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The following parameters are required for filtering:

B Set the address, masks, and/or protocol that will be affected by the filter
Set the filter action (allow, deny, redirect, nat)

Enable the filter

Add the filter to a switch port

Enable filtering on the GbE Switch Module port

Table 7-10 Filter Configuration Menu Options (/cfg/slbf/filt)

Command Syntax and Usage

adv
Displays the Filter Advanced Menu. To view menu options, see page 260.

nanme <31 character name>| none
Allows the user to assign a name to a filter.

smac <MAC address (such as, 00:60:cf:40:56:00)>| any
Sets the source MAC address. The default is any.

dmac <MAC address (such as, 00:60:cf:40:56:00)>| any
Sets the destination MAC address. The default is any.

si p <IP address>| any
If defined, traffic with this source IP address will be affected by this filter. Specify an IP
address in dotted decimal notation, or any. A range of IP addresses is produced when used
with the smask below. The default is any if the source MAC address is any.

smask <<IP subnet mask (such as, 255.255.255.0>
This IP address mask is used with the si p to select traffic which this filter will affect. See
details below for more information on producing address ranges. For more information, see
“Defining IP Address Ranges for Filters” on page 259.

di p <IP address>| any
If defined, traffic with this destination IP address will be affected by this filter. Specify an IP
address in dotted decimal notation, or any. A range of IP addresses is produced when used
with the dmask below. The default is any if the destination MAC address is any. For more
information, see “Defining IP Address Ranges for Filters” on page 259.

drmask <IP subnet mask (such as, 255.255.255.0)>
This IP address mask is used with the di p to select traffic which this filter will affect.
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Table 7-10 Filter Configuration Menu Options (/cfg/slbf/filt)

Command Syntax and Usage

prot o <number>| <name>| any

If defined, traffic from the specified protocol is affected by this filter. Specify the protocol
number, name, or “any”. The default is any. Listed below are some of the well-known proto-
cols.

Number Name

1 icnp
2 i gmp
6 tcp
17 udp
89 ospf
112 vrrp

sport <name>| <port>| <port>-<port>| any

If defined, traffic with the specified TCP or UDP source port will be affected by this filter.
Specify the port number, range, name, or “any”. The default is any. Listed below are some
of the well-known ports::

Number Name

20 ftp-data
21 ftp

22 ssh

23 tel net
25 sntp
37 time
42 nane
43 whoi s
53 donai n
69 tftp
70 gopher
79 finger
80 http
109 pop2
110 pop3

dport <name>|<port>|<port>- <port>| any

If defined, traffic with the specified real server TCP or UDP destination port will be affected
by this filter. Specify the port number, range, name, or “any”, just as with spor t above. The
default is set at any.
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Table 7-10 Filter Configuration Menu Options (/cfg/slbf/filt)

Command Syntax and Usage

action allow deny|redir]nat
Specify the action this filter takes:

al | ow Allow the frame to pass (by default).

deny Discard frames that fit this filter’s profile. This can be used for building basic
security profiles.

redir Redirect frames that fit this filter’s profile, such as for web cache redirection. In
addition, Layer 4 processing must be activated (see the / cf g/ sl b/ on com-
mand on page 235).

nat Perform generic Network Address Translation (NAT). This can be used to map
the source or destination IP address and port information of a private network
scheme to/from the advertised network IP address and ports. This is used in con-
junction with the nat option below and can also be combined with proxies.

group <real server group number (1-64)>
This option applies only when r edi r is specified at the filter action. Define a real server
group (1 to 16) to which redirected traffic will be sent. The default is group 1

rport <real server port (0-65535)>
This option applies only when r edi r is specified at the filter action. This defines the real
server TCP or UDP port to which redirected traffic will be sent. For valid Layer 4 health
checks, this must be configured whenever TCP protocol traffic is redirected. Also, if transpar-
ent proxies are used for Network Address Translation (NAT) on the GbE Switch Module (see
the pi p option in Table 7-17 on page 266), r por t must be configured for all Application
Redirection filters. The default is set at 0.

—

nat source| dest

When nat is set as the filter action (see above), this command specifies whether Network
Address Translation (NAT) is performed on the source or the destination information. Desti-
nation (dest ) is set as the default filter. If sour ce is specified, the frame’s source IP address
(si p) and port number (spor t ) are replaced with the di p and dpor t values. If dest is
specified, the frame’s destination IP address (di p) and port number (dpor t ) are replaced

with the si p and sport values.

vl an <VLAN ID (1 - 4095)>| any
Sets the ID of the VLAN that is to be filtered. This option allows you to match the VLAN ID
of the switch against the VLAN ID of the incoming packet. The default is any, which means
the switch will match any VLAN ID of the incoming packet

This command allows filters to be configured on per VLAN basis, and applies a filter to a
VLAN that already has been configured. A VLAN has a set of member ports. But by applying
this filter to a VLAN, the filter does not get applied to all the member ports of this VLAN.
You have to manually add the filter to the port.

i nver di sabl e| enabl e
Inverts the filter logic. If the conditions of the filter are met, don’t act. If the conditions for the
filter are not met, perform the assigned action. This option is disabled by default.
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Table 7-10 Filter Configuration Menu Options (/cfg/slbf/filt)

Command Syntax and Usage

ena
Enables this filter.

dis
Disables this filter.

del
Deletes this filter.

cur
Displays the current configuration of the filter.

Defining IP Address Ranges for Filters

You can specify a range of IP address for filtering both the source and/or destination IP address
for traffic. When a range of IP addresses is needed, the si p (source) or di p (destination)
defines the base IP address in the desired range, and the smask (source) or dmask (destina-
tion) is the mask which is applied to produce the range.

For example, to determine if a client request’s destination IP address should be redirected to
the cache servers attached to a particular switch, the destination IP address is masked (bitwise
AND) with the dmask and then compared to the di p.

As another example, you could configure the switch with two filters so that each would handle
traffic filtering for one half of the Internet. To do this, you could define the following parame-

ters:
Table 7-11 Filtering IP Address Ranges
Filter Internet Address Range dip dmask
#1 0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0
#2 128.0.0.0 - 255.255.255.255 128.0.0.0 128.0.0.0
NCRTEL
NETWORKS Chapter 7: The SLB Configuration Menu m 259

13N0340, March 2004



Alteon OS 20.1 Command Reference

[cftglslb/filt <filter number>/ adv

Advanced Filter Configuration

[Filter 2 Advanced Menu]
tcp - TCP Advanced Menu
ip - | P Advanced Menu
| ayer7 - Layer 7 Advanced Menu
icnmp - Set | CWP nessage type
t nout - Set NAT session tineout
i dshash - Set hash paraneter for intrusion detection SLB
t hash - Set hash paraneter for Filter
pr oxy - Enabl e/ di sabl e client proxy
cache - Enabl e/ di sabl e cachi ng sessions that match filter
| og - Enabl e/ di sabl e | oggi ng
l'inklb - Enabl e/ di sabl e WAN |ink | oad bal anci ng
dbi nd - Enabl e/ di sabl e del ayed binding for redirection
cur - Display current advanced filter configuration

Table 7-12 Advanced Filter Menu (/cfg/sIb/filt/adv)

Command Syntax and Usage

tcp
Displays the TCP Flags Advanced Menu. To view menu options, see page 262.

ip
Sets IP advanced menu. To view menu options, see page 263.

| ayer?7
Displays the Layer 7 Advanced Menu. To view menu options, see page 264.

i cnp <number>| <type; "icmp list" for list>| any
Sets the ICMP message type. The default is set at any. For a list of ICMP message types, see
Table 7-16 on page 265. For a detailed description of filtering and ICMP, see the Alteon OS 20.1
Application Guide.

t rout <even number of minutes, 4-30>

Sets the Network Address Translation (NAT) session timeout in an even number of minutes (4—
30). The default is set at 4 minutes.

i dshash si p| di p| both
Sets the hash metric parameter for Intrusion Detection System Server Load Balancing
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Table 7-12 Advanced Filter Menu (/cfg/sIb/filt/adv)

Command Syntax and Usage

t hash aut o] si p| di p| bot h| si p+sport
Allows you to choose hash parameter to use for filter redirection. The Default is aut 0. The si p
option allows you to perform tunable hash on source IP address for this filter. The option di p
allows you to perform tunable hash on destination IP address for this filter. The option bot h
allows you to perform tunable hash on both source IP address and the destination IP address at the
same time. The option si p+spor t allows you to perform tunable hash on both source IP address
and source port at the same time.

proxy di sabl e| enabl e
Enables or disables client proxy. This option applies only when r edi r or nat is specified as the
filter action. Enable or disable proxy IP address translation for traffic matching the filter criteria.
By default, this is enabled. If disabled, any proxy defined for the switch port using the pi p com-
mand (see page 266) is not performed for traffic meeting the filter criteria. This is useful when cer-
tain traffic must retain original IP address information, or when other forms of translation (such as
Application Redirection or NAT) are preferred.

cache di sabl e| enabl e
Enables or disables caching sessions that match the filter. Exercise caution while applying cache-
enabled and cache-disabled filters to the same switch port. A cache-enabled filter creates a session
entry in the switch, so that the switch can bypass checking for subsequent frames that match the
same criteria. Cache is enabled by default.

Note: Cache should be disabled if applying a filter to virtual server IP address while performing
UDP load balancing (see “udp disable|enable|stateless” on page 251).

| og di sabl e| enabl e
Enables or disables logging filter messages. This option is disabled by default.

l'i nkl b di sabl e| enabl e
Enables or disables WAN Link Load Balancing. By default, this option is disabled.

dbi nd di sabl e| enabl e
Enables or disables delayed binding for redirection on this filter.

cur
Displays the current advanced filter configuration.
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[cfglslb/filt <filter number>/ adv/tcp

Advanced Filter TCP Configuration

[ TCP advanced nenu Menu]
urg - Enabl e/ di sabl e TCP URG mat chi ng
ack - Enabl e/ di sabl e TCP ACK mat chi ng
psh - Enabl e/ di sabl e TCP PSH mat chi ng
rst - Enabl e/ di sabl e TCP RST mat chi ng
syn - Enabl e/ di sabl e TCP SYN mat chi ng
fin - Enabl e/ di sabl e TCP FI N mat chi ng
ackrst - Enabl e/disable TCP ACK or RST mat chi ng
tcplim - Enabl e/disable TCP connection rate limting
maxconn - Set maxi num connections for TCP rate limting
cur - Display current TCP configuration

These commands can be used to configure packet filtering for specific TCP flags.

Table 7-13 Advanced Filter TCP Menu (/cfg/slb/filt/adv/tcp)

Command Syntax and Usage

urg di sabl e] enabl e
Enables or disables TCP URG (urgent) flag matching. By default, this option is disabled.

ack di sabl e| enabl e
Enables or disables TCP ACK (acknowledgement) flag matching. By default, this option is dis-
abled.

psh di sabl e| enabl e
Enables or disables TCP PSH (push) flag matching. By default, this option is disabled.

rst di sabl e|] enabl e
Enables or disables TCP RST (reset) flag matching. By default, this option is disabled.

syn di sabl e| enabl e
Enables or disables TCP SYN (synchronize) flag matching. By default, this option is disabled.

fin disabl e| enabl e
Enables or disables TCP FIN (finish) flag matching. By default, this option is disabled.

ackrst disabl e| enabl e
Enables or disables TCP acknowledgement or reset flag matching. By default, this option is
disabled.

tcplim di sabl e| enabl e
Enables or disables TCP connection rate limiting. By default, this option is disabled.
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Table 7-13 Advanced Filter TCP Menu (/cfg/slb/filt/adv/tcp)

Command Syntax and Usage

nmaxconn <number of connections in units of 10 (0-255)>
Sets the maximum limit for new TCP connections in units of 10. To set the maximum number of
connections (2,550), enter 250. To set the minimum number of connections (10, from the same
user), enter 1.

The default is 10 (100 connections).

cur
Displays the current Access Control List TCP filter configuration.

[cfglslb/filt <filter number>/adv/ip

IP Advanced Menu

[1 P advanced menu]
tos - Set IP Type of Service
t mask - Set IP TGOS nask
newtos - Set new IP TGOS
option - Enable/disable I P option matching
cur - Display current |IP configuration

Table 7-14 IP Advanced Menu Options (/cfg/sIb/filt #/adv/ip)

Command Syntax and Usage

t os <0-255>

Sets IP type of service (ToS) and the value of the type of service. For more information on ToS,
refer to RFC 1340 and 1349.

t mask <0-255>
Sets IP type of service mask.

newt os <0-255>
Sets new IP type of service.

opti on di sabl e| enabl e
Enables or disables IP option matching.

cur
Displays current advanced IP settings for the selected filter.
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[cfglslb/filt <filter number>/adv/| ayer7

Layer 7 Advanced Menu

[ Layer 7 Advanced Menu]
addstr - Add string for layer 7 filtering
remstr - Rermove string for layer 7 filtering
rdsnp - Enabl e/ di sabl e WAP RADI US Snoopi ng
ftpa - Enabl e/ di sabl e active FTP NAT
| 71 kup - Enabl e/ di sabl e Layer 7 content | ookup
cur - Display current layer 7 configuration

Table 7-15 Layer 7 Advanced Menu Options (/cfg/slb/filt #/adv/layer7)

Command Syntax and Usage

addstr <string id (1-512)>
Adds the string ID to this filter for L7 filtering. The string is defined under: / cf g/ sl b/
| ayer 7/ sl b/ add.

remstr <stringid (1-512)>
Removes the string ID for Layer 7 filtering. The string is defined under: / cf g/ sl b/ | ayer 7/
sl b/ add.

rdsnp di sabl e| enabl e
Enables or disables WAP RADIUS Snooping capability of a filter. By default, this option is dis-
abled.

ftpa di sabl e|] enabl e
Enables or disables active FTP Client Network Address Translation (NAT). When a client in active
FTP mode sends a PORT command to a remote FTP server, the switch will look into the data part
of the frame and replace the client 's private IP address with a proxy IP (Pl P) address. The real
server port (RPORT) will be replaced with a proxy port (PPORT), that is Pl P:PPORT. By default,
this option is disabled.

I 71 kup
Enable/disable Layer 7 content lookup.

cur
Displays current advanced Layer 7 settings for the selected filter.
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ICMP Message Types

The following ICMP message types are used with the / cf g/ sl b/ filt/adv/i cnp com-
mand. You can list all ICMP message types with the / cf g/ sl b/filt/adv/icnpli st
command.

Table 7-16 ICMP Message Types

Type # Message Type Description
0 echorep ICMP echo reply
3 destun ICMP destination unreachable
4 quench ICMP source quench
5 redir ICMP redirect
8 echor eq ICMP echo request
9 rtradv ICMP router advertisement
10 rtrsol ICMP router solicitation
1 tinmex ICMP time exceeded
12 par am ICMP parameter problem
13 timereq ICMP timestamp request
14 timerep ICMP timestamp reply
15 i nforeq ICMP information request
16 i nforep ICMP information reply
17 maskr eq ICMP address mask request
18 nmaskrep ICMP address mask reply
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/ cf g/ sl b/ port <portalias or number>
Port SLB Configuration

[SLB port I NT1 Menu]

client - Enable/disable client processing
server - Enabl e/ di sabl e server processing
rts - Enabl e/ di sabl e RTS processing

hot stan - Enabl e/ di sabl e hot - st andby processi ng
intersw - Enabl e/disable inter-swtch processing

proxy - Enable/disable use of PIP for ingress traffic

filt - Enabl e/ disable filtering

add - Add filter to port

rem - Renove filter fromport

idslb - Enabl e/disable intrusion detection server |oad bal anci ng
cur - Display current port configuration

Alteon OS switch software allows you to enable or disable processing independently for each
type of Layer 4 traffic (client and server) on a per port basis, expanding your topology options.

NoOTE — When changing the filters on a given port, it may take some time before the port ses-
sion information is updated so that the filter changes take effect. To make port filter changes
take effect immediately, clear the session binding table for the port (see the cl ear command
in Table 8-3 on page 284).

Table 7-17 Port Configuration Menu Options (/cfg/slb/port)

Command Syntax and Usage

client disable|enable
For Server Load Balancing, the port can be enabled or disabled to process client Layer 4 traffic. Ports
configured to process client request traffic bind servers to clients and provide address translation
from the virtual server IP address to the real server IP address, re-mapping virtual server IP addresses
and port values to real server IP addresses and ports. Traffic not associated with virtual servers is
switched normally. Maximizing the number of these ports on the Layer 4 switch will improve the
switch’s potential for effective Server Load Balancing. This option is disabled by default.

server disabl e| enabl e
Ports configured to provide real server responses to client requests require real servers to be con-
nected to the Layer 4 switch, directly or through a hub, router, or another switch. When server pro-
cessing is enabled, the switch port re-maps real server IP addresses and Layer 4 port values to
virtual server IP addresses and Layer 4 ports. Traffic not associated with virtual servers is switched
normally. This option is disabled by default.

NQRTEL
266 m Chapter 7: The SLB Configuration Menu NETWORKS
13N0340, March 2004




Alteon OS 20.1 Command Reference

Table 7-17 Port Configuration Menu Options (/cfg/slb/port)

rts disabl e] enabl e
Enables or disables Return to Sender (RTS) load balancing on this port. This option is used for
firewall load balancing or VPN load balancing applications. Enable r t s on all client-side ports to
ensure that traffic ingresses and egresses through the same port. This option is disabled by default.

For more information on using r t s, see the “Firewall Load Balancing” and “VVPN Load Balanc-
ing” chapters in the Alteon OS 20.1 Application Guide.

hot st an di sabl e| enabl e
Enables or disables hot-standby processing. Use this option and the i nt er sw option in conjunc-
tion with VRRP hot-standby failover. This option is disabled by default.

i nt ersw di sabl e| enabl e
Enables or disables inter-switch processing. This option is enabled for ports connected to a peer
switch and is disabled by default.

proxy di sabl e| enabl e
Enables or disables a proxy for traffic that ingresses this port. When the PIP is defined, client
address information in Layer 4 requests is replaced with this proxy IP address.

In Server Load Balancing applications, this forces response traffic to return through the switch,
rather than around it, as is possible in complex routing environments.

Proxies are also useful for Application Redirection and Network Address Translation (NAT).
When pi p is used with Application Redirection filters, each filter’s r por t parameter must also
be defined (see r port on page 256). This option is disabled by default.

filt disable|enable
Enables or disables filtering on this port. Enabling the filter sets up the Real Server to look into the
VPN session table. This option is disabled by default.

add <filter ID (1 to 1024)| block of IDs (first-last)>
Adds a filter or a block of filters for use on this port. Enter filter ID (1 to 1024) or a contiguous
block of filter IDs. For example, 1-100.

rem <filter ID (1 to 1024)| block of IDs (first-last)>
Removes a filter or a block of filters from use on this port. Enter filter ID (1 to 1024) or a
contiguous block of filter IDs. For example, 1-100.

i dsl b di sabl e| enabl e
Enables or disables Intrusion Detection System Server Load Balancing for this port. This option is
disabled by default.

cur
Displays current system parameters.
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[ cfglslb/layer7
Layer 7 SLB Resource Definition Menu

[ Layer 7 Resource Definition Menu]
redir - Wb Cache Redirection Menu
slb - Server Load Bal anci ng Menu
dbi ndtm- Set tineout for inconplete delayed bi ndi ng connecti ons
cur - Display current Layer 7 configuration

Table 7-18 Layer 7 Resource Definition Menu Options (/cfg/slb/layer7)

Command Syntax and Usage

redir
Displays the Web Cache Redirection Menu. To view menu options, see page 269.

slb
Displays the Server Load Balancing Menu. To view menu options, see page 270.

dbi ndt m <10-60 seconds>
Sets the timeout for incomplete delayed binding connections.

cur
Displays the current Layer 7 configuration.
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[ cfglslb/layer7/redir

Web Cache Redirection Configuration

[ Wb Cache Redirection Menu]

url al - Enabl e/ di sabl e aut o- ALLOWVfor non-CETs to origin servers

cooki e - Enable/disable auto-ALLONfor Cookie to origin servers

nocache - Enabl e/ di sabl e no-cache control header to origin servers

hash - Enabl e/ di sabl e URL hashi ng based on UR
header - Enabl e/ di sabl e server | oadbal ance based on HITP header
cur - Display current WCR configuration

Table 7-19 Web Cache Redirection Menu Options (/cfg/slb/layer7/redir)

Command Syntax and Usage

urlal disable|enable
Enables or disables auto-ALLOW for non-GETs to origin servers.

m If this command is enabled, the switch will redirect all non-GET requests to the origin server.
m If this command is disabled, the switch will compare the URI against the expression table to

determine whether all non-GET requests should be redirected to a cache server or origin server.
This option is enabled by default.

cooki e di sabl e| enabl e
Enables or disables auto-ALLOW for cookie to origin servers.

m If this command is enabled, the switch will redirect all requests that contain Cookie: in the
HTTP header to the origin server.
m If this command is disabled, the switch will compare the URI against the expression table to

determine whether it should redirect all requests that contain Cookie: in the HTTP header to a
cache server or origin server.

This option is disabled by default.

nocache di sabl e| enabl e
Enables or disables no-cache control header to origin servers.

m If this command is enabled, the switch will redirect all requests that contain Cache-Control: no-
cache in HTTP/1.1 header, or Pragma: no-cache in HTTP/1.0 header to the origin server.

m If this command is disabled, the switch will compare the URI against the expression table to
determine whether it should redirect requests that contain Cache-Control: no-cache in HTTP/

1.1 header, or Pragma: no-cache in HTTP/1.0 header to a cache server or origin server.
This option is enabled by default.

hash di sabl e| enabl e <number (1-255)>
Enables or disables URL hashing based on the URI.

m If hashing is enabled, you can set the length of URI that will be used to hash into the cache
server.

m If hashing is disabled, the switch will only use the host header field to calculate the hash key.
This option is disabled by default.
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Table 7-19 Web Cache Redirection Menu Options (/cfg/slb/layer7/redir)

Command Syntax and Usage

header di sabl e| enabl e
Enables or disables server load balancing based on HTTP header. This option is disabled by

default.

cur

Displays the current URL expression table.

[ cfgl/slb/layer7/slb

Server Load Balance Resource Configuration Menu

nessage -
add -
renane -
rem -
cur -

[ Server Loadbal ance Resource Menu]

Set HITP error nmessage

Add SLB string for |oad bal ance
Renane SLB string for |oad bal ance
Renove SLB string for | oad bal ance
Di splay current configuration

Table 7-20 Server Load Balance Resource Menu Options (/cfg/slb/layer7/slb)

Command Syntax and Usage

message <64 byte error message>

Sets the message that will be displayed when an error occurs. The default message is “No available
server to handle this request.”

add <SLB string>

Adds the SLB string for load balancing.

rename <SLB string ID> <SLB string>
Renames the SLB string for load balancing.

r em<SLB string ID>

Removes the SLB string from load balancing.

cur

Displays the current configuration of SLB string.
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/ cf gl sl b/wap

WAP Configuration

[ WAP Opti ons Menu]

tpcp - Enabl e/ di sabl e WAP TPCP external notification
debug - WAP debug | evel
cur - Display current WAP configuration

Table 7-21 WAP Configuration Menu Options (/cfg/slb/wap)

Command Syntax and Usage

t pcp di sabl e| enabl e
Enables or disables the TPCP external notification for Add/Del et e session requests. This option
is disabled by default.

debug <wap debug level (0-9)>
Sets the debug level for tracing the WAP related messages. The default is set at 0.

cur
Displays the current WAP configuration
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[ cfg/slblsync
Synchronize Peer Switch Configuration

[ Config Synchroni zati on Menu]
peer - Synch peer switch nenu
filt - Enabl e or disable syncing filter configuration
ports - Enabl e or disable syncing port configuration
prios - Enabl e or disable syncing VRRP priorities
pi ps - Enabl e or disable syncing proxy |IP addresses
real s - Enabl e/ di sabl e syncing real server configuration
state - Enabl e or disable syncing persistent session state
update - Set stateful failover update period
cur - Display current Layer 4 sync configuration

To synchronize the configuration between two switches, a peer must be configured and
enabled on each switch. Switches being synchronized must use the same administrator pass-
word. Peers are sent SLB, FILT, and VRRP configuration updates using / oper/ sl b/
synch.

Table 7-22 Synchronization Menu Options (/cfg/slb/sync)

Command Syntax and Usage

peer <peer switch number (1-2)>
Displays the Sync Peer Switch Menu. This option is enabled by default. To view menu options, see
page 273.

filt disable|enable
Enables or disables synchronizing filter configuration.

ports disabl e| enabl e
Enables or disables synchronizing Layer 4 port configuration. This option is enabled by default.

pri os disabl e| enabl e
Enables or disables syncing VRRP priorities. This option is enabled by default.

pi ps di sabl e| enabl e
Enables or disables synchronizing proxy IP addresses. This option is disabled by default.

real s
Enables or disables synchronizing real server configuration. This option is disabled by default.

state di sabl e] enabl e

Enables or disables stateful failover for synchronizing the persistent session state. This option is
disabled by default.
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Table 7-22 Synchronization Menu Options (/cfg/slb/sync)

Command Syntax and Usage

updat e <seconds, 1-60>

Sets the stateful failover update interval. The active server sends update packets of persistent bind-
ing entries to the backup switch at the specified update interval. The default value is 30 seconds.

cur
Displays the current Layer 4 synchronization configuration.

/ cf g/ sl b/ sync/ peer <peer switch number>
Peer Switch Configuration

[Peer Switch 1 Menu]
addr - Set peer switch | P address
ena - Enabl e peer switch
dis - Disable peer switch
del - Delete peer swtch
cur - Display current peer switch configuration

To synchronize the configuration between two switches, a peer must be configured and
enabled on each switch. Switches being synchronized must use the same administrator pass-
word.

Table 7-23 Peer Switch Configuration Menu Options (/cfg/slb/sync/peer)

Command Syntax and Usage

addr <IP address>
Sets the peer switch IP address. The default is 0.0.0.0

ena
Enables the peer for this switch. By default, this option is disabled.

dis
Disables the peer for this switch.

del
Deletes the peer for this switch

cur
Displays the current peer switch configuration.
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/ cf g/ sl b/adv
Advanced Layer 4 Configuration

[ Layer 4 Advanced Menu]
synat k - SYN Attack Detection Menu
i mask - Set virtual and real |P address mask
mmet - Set managnent network
nmask - Set managenent subnet nask
pmask - Set persistent nask
tinewin - Set tine windowfor TCP rate limting
hol ddur - Set hold down duration for TCP rate limting
submac - Enabl e/ Di sabl e Source MAC address substitution
di rect - Enabl e/ di sabl e Direct Access Mde
grace - Enabl e/ di sabl e graceful real server failure
mat ri x - Enabl e/ disable Virtual Matrix Architecture
t pcp - Enabl e/ di sabl e Transparent Proxy Cache Protocol
fastage - Session table fast-age (1 sec) period bit shift
slowage - Session table slowage (2 mn) period bit shift
cur - Display current Layer 4 advanced configuration

Table 7-24 Layer 4 Advanced Menu Options (/cfg/slb/adv)

Command Syntax and Usage

synat k
Displays SYN Attack Detection Menu. To view menu options, see page 276.

i mask <IP subnet mask (such as 255.255.255.0)>

Configures the real and virtual server IP address mask using dotted decimal notation. The default
is 255.255.255.255.

mmet <IP address>
If defined, management traffic with this source IP address will be allowed direct (non-Layer 4)
access to the real servers. Specify an IP address in dotted decimal notation. A range of IP addresses
is produced when used with the mmask option.

nmmask <IP subnet mask (such as 255.255.255.0)>

This IP address mask is used with the et to select management traffic which is allowed direct
access to real servers. The default is 255.255.255.255.

pmask <IP subnet mask (such as 255.255.255.0)>
Sets persistent mask. The default is 255.255.255.255.
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Table 7-24 Layer 4 Advanced Menu Options (/cfg/slb/adv)

Command Syntax and Usage

ti mewi n <multiple of fastage period (1-65535)>
Sets the parameter for time window for TCP rate limiting, which is a multiple of the f ast age
period. For example, if the f ast age parameter is 2 seconds, and the t i mewi n is 3, then the
resulting time window is 6 seconds.

hol ddur <multiple of slowage period (1-65535)>
This command configures the hold down duration, which is a multiple of s| owage. Hold down
(blocking of new TCP connections) occurs when the number of received SYN packets exceeds the
threshold of a pre-defined time window. For example, the parameter of s| owage is 2 minutes,
and hol ddur is 5, then the resulting hold down duration is 10 minutes.

submac di sabl e| enabl e
Enables or disables Source MAC address substitution. Typically, the source MAC is not modified
for the packets going to the servers in an SLB environment. But if you enable this command, the
switch will substitute the source MAC address (for the packets going to the server) with the mac
address of the switch.

di rect disabl e| enabl e
Enable/disables Direct Access Mode to real servers/services. This option also allows any virtual
server to load balance any real server. By default, this option is disabled.

grace di sabl e| enabl e
Enables or disables graceful real server failure. Allows existing connections to newly failed server
to gracefully continue. By default, this option is disabled.

matri x di sabl e| enabl e
Enables or disables the use of Virtual Matrix Architecture on the GbE Switch Module. By default,
this option is enabled.

t pcp di sabl e| enabl e
Enables or disables the TPCP (Transparent Proxy Cache Protocol). This command is used for
security reasons—the UDP port can be closed. By default, this option is disabled.

fast age <shift the fast-age (1sec) period 0-7 bits>
Controls how frequently a fastage scan is performed. The default interval is two seconds. Each
incremental increase of the value doubles the length of the interval.

The f ast age scan is used to remove TCP sessions that have been closed with a FIN and sessions
that have been identified by the s| owage scan as idle for the maximum allowed period. If a large
value of f ast age is used, a session can remain in the session table for a few minutes. The default
is 0.
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Table 7-24 Layer 4 Advanced Menu Options (/cfg/slb/adv)

Command Syntax and Usage

sl owage <shift the slow-age (2min) period 0-15 bits>
Controls how frequently a slowage scan is performed. The default interval is two minutes. Each
incremental increase of the value doubles the length of the interval. (Value is set in bits rather than
seconds, which causes the time to double per increment).
The sl owage scan is used to remove idle or non-TCP sessions from the session at the specified
intervals. If a large value of slowage is used, a session can remain in the session table for months.
The default is 0.

cur
Displays the current Layer 4 advanced configuration.

[ cfg/slb/adv/synat k
SYN Attack Detection Configuration

[ SYN Attack Detection Menu]
intrval - Set SYN attack detection interval
thrshld - Set SYN attack alarmthreshol d
cur - Display current SYN attack detection configuration

Table 7-25 SYN Attack Detection Menu Options (/cfg/slb/adv/synatk)

Command Syntax and Usage

i ntrval <SYN attack check interval in seconds (2-3600)>
Sets the interval of SYN attack inspection.

thrshl d <SYN attack alarm threshold (new half-open sessions/second) (1-100000)>
Sets the threshold of SYN attack alarm.

cur
Displays the current SYN attack detection configuration.
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/ cf g/ sl b/advhc
Advanced Layer 4 Health Check

[ Layer 4 Advanced Health Check Menu]

script - Scriptable Health Check Menu

waphc - WAP Heal th Check Menu

aphttp - Enabl e/ di sabl e All ow HTTP Health Check on any port

| dapver - LDAP version

secret - Set RADI US secret

m nt er - Set interval of response and bandw dth netric updates

cur - Display current Layer 4 advanced health check
configuration

Table 7-26 Advanced Health Check Menu Options (/cfg/slb/advhc)

Command Syntax and Usage

scri pt <health script number (1-8)>
Displays the Scriptable Health Check Menu. To view menu options, see page 278.

waphc
Displays the WAP Health Check Menu. To view menu options, see page 279.

aphttp di sabl e| enabl e
Enables or disables HTTP health checks on any port. By default, this option is disabled. When dis-
abled, you can use HTTP health checks only for HTTP service. Enabling it will allow you to use it
on any port, like HTTPs.

| dapver <LDAP version>
Sets the LDAP version to 2 or 3. The default is 2.

secret <1-32 character secret>
To perform application health checking to a RADIUS server, the network administrator must con-
figure two parameters in the switch: the / cf g/ sl b/ advhc/ secr et value and the cnt nt
parameter with a username:password value. The secr et value is a field of up to 32 alphanumeric
characters that is used by the switch to encrypt a password during the RSA Message Digest Algo-
rithm (MD5) and by the RADIUS server to decrypt the password during verification. The default
isnone.

m nt er <number of seconds between updates (1-256)>
This command sets the interval of response and bandwidth metric updates. The default is set at 10.

cur
Displays the current Layer 4 advanced health check configuration.
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/ cf g/ sl b/advhc/ scri pt <health script

number>
Scriptable Health Checks Configuration

[Health Script 1 Menu]
open - Add open conmand to end of script
send - Add send conmand to end of script
expect - Add expect command to end of script
cl ose - Add cl ose command to end of script
rem - Renove | ast comuand from script
del - Delete script
cur - Display current script configuration

The Health Script menu provides commands that can be used to define the health “script.” The
total number of characters cannot exceed 1024 bytes. Up to eight scripts can be configured.

Table 7-27 Scriptable Health Check Menu Options (/cfg/slb/advhc/script)

Command Syntax and Usage

open <real port or name (such as: http)>
Sets the TCP port to be opened.

send <textstring>

Sends an ASCII string through open TCP port. For example, an HTTP request, such as,
"GET /default.asp HTTP/ 1. 1\\ r\\ nHOST:
www. al t eon. com\r\\n\\r\\n."

expect <text string>

Expects an ASCII string for successful health check on open TCP port, such as an HTTP response:
HTTP/ 1.1 200

cl ose
Closes TCP connection.

rem
Removes the last entered line from the script.

del
Deletes the current script.

cur
Lists the current script configuration.
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/ cf g/ sl b/advhc/ waphc
WAP Health Check Configuration

[WAP Heal th Check Menu]
wspport - WSP port nunber to health check

wtlsprt - WILS port nunber to health check

offset - O fset in received WP packet

sndcnt - Content to be sent to the WAP gat eway

rcvent - Content to be received fromthe WAP gat eway
cur - Display current WAP heal th check configuration

Table 7-28 WAP Health Check Menu Options (/cfg/slb/advhc/waphc)

Command Syntax and Usage

wspport <port number (0-65534)>

Enter the port number on which WSP health checks will be performed. The default port number is
9200.

wt | sprt <port number (0-65534)>

Enter the port number on which WTLS health checks will be performed. The default port number
is 9203.

of f set <Offset in the received WSP packet (0-256)>

Enter the offset value content of the received WSP packages. An offset value of 0 (default) sets the
switch to start comparisons from the beginning of the content of the received packet.

sndcnt <send content as a hexadecimal string>

Enter a hexidecimal string that represents a connectionless WSP request to a WSP gateway. This
string will be delivered to the WSP gateway.

rcvent <receive content as a hexadecimal string>

Enter a hexadecimal string that represents the content that the switch expects to receive from the
WSP gateway.

cur
Displays the current WAP Health Check configuration.
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[cfglslb/pip

Proxy IP Address Configuration Menu

[Proxy | P Address Menu]
pi pl - Set Proxy |P address for odd-nunbered ports
pi p2 - Set Proxy |IP address for even-nunbered ports
pgar p - Enabl e/ di sable Proxy Ip Gatuitous ARP
cur - Display current Proxy | P address configuration

Table 7-29 Proxy IP Address Configuration Menu Options (/cfg/slb/pip)

Command Syntax and Usage

pi p1 <IP address>
Sets the proxy IP address for odd-numbered ports using dotted decimal notation. When the pi p is
defined, client address information in Layer 4 requests is replaced with this proxy IP address.

pi p2 <IP address>
Sets the proxy IP address for even-numbered ports.

pgarp
Enable or disable Proxy IP Gratuitous ARP.

cur
Display current Proxy IP address configuration.
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CHAPTER 8
The Operations Menu

The Operations Menu is generally used for commands that affect switch performance immedi-
ately, but do not alter permanent switch configurations. For example, you can use the Opera-
tions Menu to immediately disable a port (without the need to apply or save the change), with
the understanding that when the switch is reset, the port returns to its normally configured

operation.
| oper

Operations Menu

[ Operations Menu]
port - Operational Port Menu
slb - Operational Server Load Bal anci ng Menu
vrrp - Operational Virtual Router Redundancy Menu
ip - Operational |P Menu
clrlog - Cear syslog nessages

The commands of the Operations Menu enable you to alter switch operational characteristics
without affecting switch configuration.

Table 8-1 Operations Menu Options (/oper)

Command Syntax and Usage

port <portalias or number (1-20)>
Displays the Operational Port Menu. To view menu options, see page 283.

slb
Displays the Operational Layer 4 Menu. To view menu options, see page 284.

vrrp
Displays the Operational Virtual Router Redundancy Menu. To view menu options, see page 285.
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Table 8-1 Operations Menu Options (/oper)

Command Syntax and Usage

ip
Displays the IP Operations Menu, which has one sub-menu/option, the Operational Border Gate-
way Protocol Menu. To view menu options, see page 285.
clrlog
Clears all Syslog messages.
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/ oper/ port <portalias or number>
Operations-Level Port Options

[ Operations Port |NT1 Menu]
rmon - Enabl e/ Di sabl e RMON for port
ena - Enabl e port
dis - Disable port
cur - Current port state

Operations-level port options are used for temporarily disabling or enabling a port, and for
changing Remote Monitoring (RMON) status on a port.

Table 8-2 Operations-Level Port Menu Options (/oper/port)

Command Syntax and Usage

rmon di sabl e| enabl e
Temporarily enables/disables Remote Monitoring on the port. The port will be returned to its con-
figured operation mode when the switch is reset.

ena

Temporarily enables the port. The port will be returned to its configured operation mode when the
switch is reset.

dis
Temporarily disables the port. The port will be returned to its configured operation mode when the
switch is reset.

cur
Displays the current settings for the port.
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[ oper/slb
Operations-Level SLB Options

[ Server Load Bal anci ng Qperations Menu]
sync - Synchroni ze SLB, VRRP and other configurations on peers
ena - Enable real server
dis - Disable real server
cl ear - Oear session table
cur - Current layer 4 operational state

When the optional Layer 4 software is enabled, the operations-level Server Load Balancing
options are used for temporarily disabling or enabling real servers and synchronizing the con-
figuration between the active/active switches.

Table 8-3 Server Load Balancing Operations Menu Options (/oper/slb)

Command Syntax and Usage

sync
Synchronizes the SLB, filter, VRRP, port, and VR priorities on a peer switch (a switch that owns

the IP address). To take effect, peers must be configured on the GbE Switch Module and the
administrator password on the switch must be identical.

ena <real server number (1-63)>

Temporarily enables a real server. The real server will be returned to its configured operation mode
when the switch is reset.

di s <real server number (1-63)> p| n
The disable command is used to temporarily disable real servers as follows:
m Using the n (none) option, disables the real server entirely, removing it from operation within
its real server group and virtual server

m Using the p (persistent) option, temporarily disables sessions except for persistent http 1.0 ses-
sions.

The real server will be returned to its configured operation mode when the switch is reset.

cl ear
Clears all session tables and allows port filter changes to take effect immediately.

Note: This command disrupts current Server Load Balancing and Application Redirection
sessions.

cur
Displays the current SLB operational state.
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[ oper/vrrp
Operations-Level VRRP Options.

[ VRRP Qperations Menu]
back - Set virtual router to backup

Table 8-4 Virtual Router Redundancy Operations Menu Options (/oper/vrrp)

Command Syntax and Usage

back <virtual router number (1-128)>
Forces the specified master virtual router on this switch into backup mode. This is generally used
for passing master control back to a preferred switch once the preferred switch has been returned to
service after a failure. When this command is executed, the current master gives up control and ini-
tiates a new election by temporarily advertising its own priority level as 0 (lowest). After the new
election, the virtual router forced into backup mode by this command will resume master control in
the following cases:

m This switch owns the virtual router (the IP addresses of the virtual router and its IP interface are
the same)

m This switch’s virtual router has a higher priority and preemption is enabled.
m There are no other virtual routers available to take master control.

[ oper/ip
Operations-Level IP Options

[P Operations Menu]
bgp - Operational Border Gateway Protocol Menu

Table 8-5 IP Operations Menu Options (/oper/ip)

Command Syntax and Usage

bgp
Displays the Border Gateway Protocol Operations Menu. To view the menu options see page 286.
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[ oper /i p/bgp

Operations-Level BGP Options

[ Border Gateway Protocol Operations Menu]
start - Start peer session
stop - Stop peer session
current - Current BGP operational

Table 8-6 IP Operations Menu Options (/oper/ip)

Command Syntax and Usage

start <peer number (1-16)>
Starts the peer session.

st op <peer number (1-16)>
Stops the peer session.

cur
Displays the current BGP operational state.
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The Boot Options Menu

To use the Boot Options Menu, you must be logged in to the switch as the administrator. The
Boot Options Menu provides options for:

B Selecting a switch software image to be used when the switch is next reset
B Selecting a configuration block to be used when the switch is next reset
B Downloading or uploading a new software image to the switch via TFTP

/ boot
Boot Menu

[ Boot Options Menu]
imge - Select software i nage to use on next boot
conf - Select config block to use on next boot
gtinmg - Downl oad new software i nage via TFTP
ptinmg - Upload sel ected software image via TFTP
reset - Reset switch [WARNING Restarts Spanning Tree]
cur - Display current boot options

Each of these options is discussed in greater detail in the following sections.
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Updating the Switch Software Image

The switch software image is the executable code running on the GbE Switch Module. A version
of the image ships with the switch, and comes pre-installed on the device. As new versions of
the image are released, you can upgrade the software running on your switch. To get the latest
version of software available for your GbE Switch Module, go to:

http://ww. i bm conm pc/ support

Click on software updates. Use / boot / cur to determine the current software version.
Upgrading the software image on your switch requires the following:

B Loading the new image onto a TFTP server on your network

B Downloading the new image from the TFTP server to your switch

B Selecting the new software image to be loaded into switch memory the next time the
switch is reset

Downloading New Software to Your Switch

The switch can store up to two different software images, called i nagel and i nage2, as
well as boot software, called boot . When you download new software, you must specify
where it should be placed: either into i magel, i mage2, or boot .

For example, if your active image is currently loaded into i magel, you would probably load
the new image software into i mage2. This lets you test the new software and reload the origi-
nal active image (stored in i nage1l), if needed.

To download a new software to your switch, you will need the following:

B The image or boot software loaded on a TFTP server on your network
B The hostname or IP address of the TFTP server

B The name of the new software image or boot file

NOTE — The DNS parameters must be configured if specifying hostnames. See “Domain Name
System Configuration” on page 218.

When the above requirements are met, use the following procedure to download the new soft-
ware to your switch.
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1. Atthe Boot Opti ons# prompt, enter:

Boot Options# gting

2. Enter the name of the switch software to be replaced:

Enter name of switch software inmage to be repl aced
["inmagel"/"image2"/"boot"]: <image>

3. Enter the hostname or IP address of the TFTP server.

Enter hostnane or |P address of TFTP server: <server name or |P address>

4. Enter the name of the new software file on the server.

Enter nanme of file on TFTP server: <filename>

The exact form of the name will vary by TFTP server. However, the file location is normally
relative to the TFTP directory (usually / t f t pboot ).

5. The system prompts you to confirm your request.

You should next select a software image to run, as described below.

Selecting a Software Image to Run

You can select which software image (i magel or i mage2) you want to run in switch mem-
ory for the next reboot.

1. Atthe Boot Opti ons# prompt, enter:

Boot Options# inmage

2. Enter the name of the image you want the switch to use upon the next boot.

The system informs you of which image is currently set to be loaded at the next reset, and
prompts you to enter a new choice:

Currently set to use switch software "inmagel" on next reset.
Specify new i nage to use on next reset ["imagel"/"image2"]:
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Uploading a Software Image from Your Switch
You can upload a software image from the switch to a TFTP server.

1. Atthe Boot Opti ons# prompt, enter:

Boot Options# pting

2. The system prompts you for information. Enter the desired image:

Enter name of switch software inmage to be upl oaded
["imagel"|"image2"|"boot"]: <image> <hostname or server-IP-addr> <server-file-

name=

3. Enter the name or the IP address of the TFTP server:

Enter hostname or | P address of TFTP server: <server name or IP address>

4. Enter the name of the file into which the image will be uploaded on the TFTP server:

Enter nanme of file on TFTP server: <filename>

5. The system then requests confirmation of what you have entered. To have the file
uploaded, enter Y.

i mge2 currently contains Software Version 20.0.1.0

Upload will transfer inage2 (1889411 bytes) to file "test"
on TFTP server 192.1.1.1.

Confirm upl oad operation [y/n]: y
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Selecting a Configuration Block

When you make configuration changes to the GbE Switch Module, you must save the changes so
that they are retained beyond the next time the switch is reset. When you perform the save
command, your new configuration changes are placed in the active configuration block. The
previous configuration is copied into the backup configuration block.

There is also a factory configuration block. This holds the default configuration set by the factory
when your GbE Switch Module was manufactured. Under certain circumstances, it may be desir-
able to reset the switch configuration to the default. This can be useful when a custom-configured
GbE Switch Module is moved to a network environment where it will be re configured for a differ-
ent purpose.

Use the following procedure to set which configuration block you want the switch to load the
next time it is reset:

1. Atthe Boot Opti ons# prompt, enter:
Boot Options# conf
2. Enter the name of the configuration block you want the switch to use:
The system informs you of which configuration block is currently set to be loaded at the next
reset, and prompts you to enter a new choice:
Currently set to use active configuration block on next reset.
Specify new block to use ["active"/"backup"/"factory"]:
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Resetting the Switch

You can reset the switch to make your software image file and configuration block changes occur.

NOTE — Resetting the switch causes the Spanning Tree Group to restart. This process can be
lengthy, depending on the topology of your network.

NOTE — Resetting the switch causes the date and time to revert to default values.
Use/ cf g/ sys/ dateand/ cf g/ sys/ti ne to reenter the current date and time.

To reset the switch, at the Boot Opt i ons# prompt, enter:

>> Boot Options# reset

You are prompted to confirm your request.
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CHAPTER 10

The Maintenance Menu

The Maintenance Menu is used to manage dump information and forward database informa-
tion. It also includes a debugging menu to help with troubleshooting.

/ mai nt

Maintenance Menu

NOTE — To use the Maintenance Menu, you must be logged in to the switch as the administrator.

sys
fdb
debug
arp
route
uudnp
ptdnp
cl dnmp
pani c

t sdnmp
gea

[ Mai nt enance Menu]

Syst em Mai nt enance Menu

Forwar di ng Dat abase Mani pul ati on Menu
Debuggi ng Menu

ARP Cache Mani pul ati on Menu

| P Route Mani pul ati on Menu

Uuencode FLASH dunp

tftp put FLASH dunp to tftp server

Cl ear FLASH dunp

Dunmp state information to FLASH and reboot
Tech support dunp

GEA 5690 Menu

Dump information contains internal switch state data that is written to flash memory on the
GbE Switch Module after any one of the following occurs:

B The switch administrator forces a switch panic. The pani ¢ option, found in the Mainte-
nance Menu, causes the switch to dump state information to flash memory, and then
causes the switch to reboot.

B The watchdog timer forces a switch reset. The purpose of the watchdog timer is to reboot
the switch if the switch software freezes.

B The switch detects a hardware or software problem that requires a reboot.
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Table 10-1 Maintenance Menu Options (/maint)

Command Syntax and Usage

Sys
Displays the System Maintenance Menu. To view menu options, see page 295.

fdb
Displays the Forwarding Database Manipulation Menu. To view menu options, see page 295.

debug
Displays the Debugging Menu. To view menu options, see page 297.

arp
Displays the ARP Cache Manipulation Menu. To view menu options, see page 298.

route
Displays the IP Route Manipulation Menu. To view menu options, see page 299.

uudnp
Displays dump information in uuencoded format. For details, see page 300.

pt dnp hostname, filenane [-ngnt|-data]
Saves the system dump information via TFTP. For details, see page 301.

cl dmp
Clears dump information from flash memory. For details, see page 301.

pani c
Dumps MP information to FLASH and reboots. For details, see page 302.

t sdnmp
Dumps all GbE Switch Module information, statistics, and configuration.You can log the tsdump
output into a file.

gea
This menu is reserved for debugging purposes by the Tech Support group.
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/ mai nt/sys
System Maintenance Options

This menu is reserved for use by IBM Service Support. The options are used to perform system
debugging.

[ Syst em Mai nt enance Menu]
flags - Set NVRAM fl ag word

Table 10-2 System Maintenance Menu Options (/maint/sys)

Command Syntax and Usage

fl ags <new NVRAM flags word as OXXXXXXXXX>
This command sets the flags that are used for debugging purposes by Tech support group.

/[ mai nt/fdb
Forwarding Database Options

[ FDB Mani pul ati on Menu]
find - Show a single FDB entry by MAC address
port - Show FDB entries for a single port
trunk - Show FDB entries on a single trunk
vl an - Show FDB entries for a single VLAN
r ef pt - Show FDB entries referenced by a single port
dunp - Show all FDB entries
del - Delete an FDB entry
cl ear - Clear entire FDB

The Forwarding Database Manipulation Menu can be used to view information and to delete a
MAC address from the forwarding database or clear the entire forwarding database. This is
helpful in identifying problems associated with MAC address learning and packet forwarding
decisions.
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Table 10-3 FDB Manipulation Menu Options (/maint/fdb)

Command Syntax and Usage

find <MAC address> [<VLAN>]
Displays a single database entry by its MAC address. You are prompted to enter the MAC address
of the device. Enter the MAC address using the xx: xx: xX: xx: xx: xx format (such as
08: 00: 20: 12: 34: 56) or xxxxxxxxxxxx format (such as 080020123456).

port <port alias or number, 0 for unknown>>
Displays all FDB entries for a particular port. Use “0” for unknown port number.

trunk
Displays all FDB entries on a single trunk.

vl an <VLAN number (1-4095)>
Displays all FDB entries on a single VLAN.

ref pt <SP number (1-4)>
Displays all FDB entries reference by a single port.

dunp
Displays all entries in the Forwarding Database. For details, see page 57.

del <MAC address> [<VLAN>]
Removes a single FDB entry.

cl ear
Clears the entire Forwarding Database from switch memory.
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/ mai nt/ debug
Debugging Options

[ M scel | aneous Debug Menu]
t buf - Show MP trace buffer
snap - Show MP snap (or post-norten) trace buffer
spthb - Show SP trace buffer
spal | - Show All SP trace buffers
clrcfg - Cear all flash configs
gea - CGEA 5690 Menu

The Miscellaneous Debug Menu displays trace buffer information about events that can be
helpful in understanding switch operation. You can view the following information using the
debug menu:

B Events traced by the Management Processor (MP)
B Events traced by the Switch Processor (SP)
B Events traced to a buffer area when a reset occurs

If the switch resets for any reason, the MP trace buffer and SP trace buffers are saved into the
snap trace buffer area. The output from these commands can be interpreted by IBM Service
Support.

Table 10-4 Miscellaneous Debug Menu Options (/maint/debug)

Command Syntax and Usage

t buf
Displays the Management Processor trace buffer. Header information similar to the following is shown:
MP trace buffer at 13:28:15 Fri My 25, 2001; mask: Ox2ffdf 748
The buffer information is displayed after the header.

snap

Displays the Management Processor snap (or post-mortem) trace buffer. This buffer contains infor-
mation traced at the time that a reset occurred.

spt b <port number (1-4)>
Displays the Switch Processor trace buffer. Header information similar to the following is shown:
SP 1 trace buffer at 10:56:35 Tue Jul 30, 2002; mask: 0x00800008
The buffer information is displayed after the header.

spal |
Displays the Switch Processor trace buffer. Header information similar to the following is shown:
SP 1 trace buffer at 10:56:35 Tue Jul 30, 2002; mask: 0x00800008.
The buffer information is displayed after the header. Displays all SP trace buffers.
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Table 10-4 Miscellaneous Debug Menu Options (/maint/debug)

Command Syntax and Usage

clrcfg
Deletes all flash configuration blocks.

gea
This menu is reserved for debugging purposes by the Tech Support group.

[ maint/arp
ARP Cache Options

[ Address Resol uti on Protocol Menu]
find - Show a single ARP entry by | P address
port - Show ARP entries on a single port
vl an - Show ARP entries on a single VLAN
r ef pt - Show ARP entries referenced by a single port
dunp - Show all ARP entries
add - Add a permanent ARP entry
del - Delete an ARP entry
cl ear - Clear ARP cache
addr - Show ARP address |i st
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Table 10-5 Address Resolution Protocol Menu Options (/maint/arp)

Command Syntax and Usage

find <IP address (such as, 192.4.17.101)>
Shows a single ARP entry by IP address.

port <port alias or number (1-20)>
Shows ARP entries on a single port.

vl an <VLAN number>
Shows ARP entries on a single VLAN.

ref pt <SP number (1-4)>
Shows all ARP entries referenced by a single port.

dunp
Shows all ARP entries.

add <IP address> <MAC address> <VLAN number> <port>
Adds a single ARP entry from switch memory.

del <IP address (such as, 192.4.17.101)>
Removes a single ARP entry from switch memory.

cl ear
Clears the entire ARP list from switch memory.

addr
Shows the list of IP addresses which the switch will respond to for ARP requests.

NoOTE — To display all ARP entries currently held in the switch, or a portion according to one
of the options listed on the menu above (f i nd, port, vl an, r ef pt, dunp), you can also
refer to “ARP Information” on page 68.

/[ mai nt/route

IP Route Manipulation

[P Routing Menu]
find - Show a single route by destination |P address
gw - Show routes to a single gateway
type - Show routes of a single type
tag - Show routes of a single tag
if - Show routes on a single interface
dunp - Show all routes
clear - Clear route table
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Table 10-6 IP Route Manipulation Menu Options (/maint/route)

Command Syntax and Usage

find <IP address (such as, 192.4.17.101)>
Shows a single route by destination IP address.

gw <default gateway address (such as, 192.4.17.44)>
Shows routes to a default gateway.

type indirect|direct|l ocal |broadcast |marti an|nul ti cast
Shows routes of a single type. For a description of IP routing types, see Table 4-9 on page 67

tag fixed|static|addr]|rip|ospf|bgp|broadcast| nartian|vip
Shows routes of a single tag. For a description of IP routing tags, see Table 4-10 on page 68

i f <interface number (1-128)>
Shows routes on a single interface.

dunp
Shows all routes.

cl ear
Clears the route table from switch memory.

NoTE — To display all routes, you can also refer to “IP Routing Information” on page 66.

/ mai nt/ uudnp
Uuencode Flash Dump

Using this command, dump information is presented in uuencoded format. This format makes
it easy to capture the dump information as a file or a string of characters.

If you want to capture dump information to a file, set your communication software on your
workstation to capture session data prior to issuing the uudnp command. This will ensure that
you do not lose any information. Once entered, the uudnp command will cause approximately
23,300 lines of data to be displayed on your screen and copied into the file.

Using the uudnp command, dump information can be read multiple times. The command
does not cause the information to be updated or cleared from flash memory.

NoTE — Dump information is not cleared automatically. In order for any subsequent dump
information to be written to flash memory, you must manually clear the dump region. For more
information on clearing the dump region, see page 301.
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To access dump information, at the Mai nt enance# prompt, enter:

‘ Mai nt enance# uudnp ‘

The dump information is displayed on your screen and, if you have configured your communi-
cation software to do so, captured to a file. If the dump region is empty, the following appears:

‘ No FLASH dunp avail abl e. ‘

/ mai nt/ ptdnp <server> <filename>
TFTP System Dump Put

Use this command to put (save) the system dump to a TFTP server.

NOTE — If the TFTP server is running SunOS or the Solaris operating system, the specified
pt dnp file must exist prior to executing the pt dnp command, and must be writable (set with
proper permission, and not locked by any application). The contents of the specified file will
be replaced with the current dump data.

To save dump information via TFTP, at the Mai nt enance# prompt, enter:

Mai nt enance# ptdnp <server> <filename>

Where server is the TFTP server IP address or hostname, and filename is the target dump file.

/[ mai nt/cldnp
Clearing Dump Information

To clear dump information from flash memory, at the Mai nt enance# prompt, enter:

‘ Mai nt enance# cl dnmp ‘

The switch clears the dump region of flash memory and displays the following message:

‘ FLASH dunp region cl eared. ‘

If the flash dump region is already clear, the switch displays the following message:

‘ FLASH dunp region is already clear. ‘
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/ mai nt/ pani c
Panic Command

The pani ¢ command causes the switch to immediately dump state information to flash mem-
ory and automatically reboot.

To select pani c, at the Mai nt enance# prompt, enter:

>> Mai nt enance# panic
A FLASH dump al ready exi sts.
Confirmrepl aci ng exi sting dunp and reboot [y/n]:

Enter y to confirm the command:

Confirmdunp and reboot [y/n]: y

The following messages are displayed:

Starting system dunp. .. done.

Reboot ed because of PAN C conmmand.

Booting conplete 0:01:01 Thu Jul 1, 2003:

Version 1.0.0.18 from FLASH i magel, active config bl ock.
No POST errors (Oxff).

Pr oducti on Mbde.

Unscheduled System Dumps

If there is an unscheduled system dump to flash memory, the following message is displayed
when you log on to the switch:

Note: A system dunp exists in FLASH The dunp was saved
at 13:43:22 Wednesday COctober 30, 2002. Use /nmaint/uudnp to
extract the dunp for analysis and /maint/cldnmp to
clear the FLASH regi on. The region nust be cleared
bef ore anot her dunp can be saved.
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Alteon OS Syslog Messages

The following syntax is used when outputting syslog messages:

<Time stamp><Log Label>Web OS<Thread ID>: <Message>

where

B <Timestamp>

The time of the message event is displayed in month day hour:minute:second format. For
example: Aug 19 14: 20: 30

B <Log Label>

The following types of log messages are recorded: LOG_EVMERG LOG_ALERT,
LOG CRIT,LOG_ERR, LOG_ WARNI NG LOG_NOTI CE, LOG_|I NFQ, and LOG_DEBUG

B <Thread ID>

This is the software thread that reports the log message. The following thread IDs are
recorded: st g,i p,sl b,consol e,t el net,vrrp,systemweb server, ssh, and

bgp
B <Message>: The log message

Following is a list of potential syslog messages. To keep this list as short as possible, only
<Thread ID> and <Message> are shown. The messages are sorted by <Log Label>.

Where the <Thread ID> is listed as mgmt, one of the following may be shown: consol e,
tel net,web server, or ssh.

LOG_WARNING

FILTER “filter <filter number> fired on port <port number>, <source IP address> -> <desti-
nation IP address>, [<ICMP type>], [<IP protocol>], [<layer-4 ports>], [<TCP flags>]"
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LOG_ALERT

stp: own BPDU received from port <port_id>

IP cannot contact default gateway <ip_address>

vrrp: received errored advertisement from <ip_address>

vrrp: received incorrect password from <ip_address>

vrrp: received incorrect addresses from <ip_address>

vITp: received incorrect advertisement interval <seconds> from <ip_address>
slb: cannot contact real server <ip_address>

slb: real server <ip_address> has reached maximum connections

slb: cannot contact real service <ip_address:real_port>

slb: real server failure threshold (<threshold>) has been reach for group <group_id>
slb: real server <ip_address> disabled through configuration

slb: Virtual Service Pool full. gSvcPool=MAX_SERVICES

bgp: notification (<reason>) received from <BGP peer ip_address>

bgp: session with <BGP peer ip_address> failed (<reason>)

vrrp: Synchronization from non-configured peer <ip_address>

vrrp: Synchronization from non-configured peer <ip_address> was blocked
dps: hold down triggered: <ip_address> for <min> minutes

dps: manual hold down: <ip_address>

syn_atk SYN attack detected: <count> new half-open sessions per second

teplim hold down triggered: <ip_address> for <min> minutes

LOG_CRIT

SYSTEM: temperature at sensor <sensor_id> exceeded threshold
SYSTEM: internal power supply failed

SYSTEM: redundant power supply failed
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LOG_CRIT (Continued)

SYSTEM: fan failure detected

SSH can't allocate memory in load_MP_INT
LOG_ERR
mgmt: PANIC at <file>:<line> in thread <thread id>

mgmt: VERIFY at <file>:<line> in thread <thread id>

mgmt: ASSERT at <file>:<line> in thread <thread id>

ntp: cannot contact NTP server <ip_address>

ntp: unable to listen to NTP port

isd: unable to listen to BOOTP_SERVER_PORT port
stp: Error: Error writing STG config to FLASH

stp: Error: Error writing config to FLASH

mgmt: Apply not done

mgmt: Save not done
mgmt: “ <"“apply””|““save””> is issued by another user. Try later”
cli: Error: Error writing %s config to FLASH
cli: New Path Cost for Port <port_id> is invalid
cli: PVID <vlan_id> for port <port_id> is not created
cli: RADIUS secret must be 1-32 characters long
cli: Please configure primary RADIUS server address
cli: STP changes can't be applied since STP is OFF
cli: Switch reset is required to turn STP on/off
cli: Trunk group <trunk_id> contains ports with different PVIDs
cli: Trunk group <trunk_id> has more than <max_trunk_ports> ports
cli: Trunk group <trunk_id> contains no ports but is enabled
cli: Not all ports in trunk group <trunk_id> are in VLAN <vlan_id>
cli: Trunk groups <trunk_id> and <trunk_id> can not share the same port
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LOG_ERR (Continued)

port_mirr: Port Mirroring changes are not applied

cli: Broadcast address for IP interface <interface_id> is invalid

cli: IP Interfaces <interface_id> and <interface_id> are on the same subnet

cli: Multiple static routes have same destination

cli: Virtual router <vr_id> must have sharing disabled when hotstandby is enabled

cli: Virtual router group must be enabled when hotstandby is enabled

cli: At least one virtual router must be enabled when group is enabled

cli: Virtual router group must have sharing disabled when hotstandby is enabled

cli: Virtual router group must have preemption enabled when hotstandby is enabled

cli: Virtual router <vr_id> must have an IP address

cli: Virtual router <vr_id> cannot have same VRID and VLAN as <vlan_id>

cli: Virtual router <vr_id> cannot have same IP address as <ip_address>

cli: Virtual router <vr_id> corresponding virtual server <server_id> is not enabled

cli: Hot-standby must be enabled when a virtual router has a PIP address

cli: Virtual router <vr_id> IP interface should be <interface_id>

cli: Enabled real server <server_id> has no IP address

cli: Real server <server_id> has same IP address as IP interface <interface_id>

cli: Real server <server_id> has same IP address as switch

cli: Real server <server_id> (Backup for <server_id>) is not enabled

cli: Real server <server_id> has same IP address as virtual server <server_id>

cli: Real server <server_id> has same IP address as real server <server_id>

cli: Real server group <group_id> cannot backup itself

cli: Real server <server_id> cannot be added to same group

cli: Enabled virtual server <server_id> has no IP address

cli: Virtual server <server_id> has same IP address as IP interface <interface_id>

cli: Virtual server <server_id> has same IP address as switch
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LOG_ERR (Continued)

cli:

cli:

cli:
cli:
cli:
cli:
cli:
cli:
cli:
cli:

cli:

cli:
cli:
cli:

cli:

cli:

cli:
cli:
cli:

cli:

cli:
cli:
cli:

cli:
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Virtual servers <server_id> and <server_id> with same IP address must support same layr3
configuration

Real server <server_id> cannot be backup server for both real server <server_id> and
group <group_id>

Virtual server <server_id> has same IP address and vport as virtual server <server_id>
RS <server_id> can't exist for VS <server_id> vport <virtual_port>

Switch port <port_id> has same proxy IP address as port <port_id>

Switch port <port_id> has same IP address as IP interface <interface_id>

A hot-standby port cannot also be an inter-switch port

There must be at least one inter-switch port if any hot-standby port exist

“With VMA, ports 1-8 must all have a PIP if any one does”

Client bindings are not supported with proxy IP addresses

DAM must be turned on or a PIP must be enabled for port <port_id> in order for virtual
server to support FTP parsing

Real server <server_id> and group %u cannot both have backups configured
Virtual server <server_id> : port mapping but layer3 bindings
Extracting length has to set to 8 or 16 for cookie rewrite mode

DAM must be turned on or a PIP must be enabled for port <port_id> in order for virtural
server <server_id> to support URL parsing

Port filtering must be disabled on port <port_id> in order to support cookie based persis-
tence for virtual server <server_id>

Virtual server <server_id>: port mapping but Direct Access Mode
Virtual server %lu: support nonat IP but not layer 3 bindings
Virtual servers: all that support IP must use same group

Virtual servers <server_id> and <server_id> that include the same real server <server_id>
cannot map the same real port or balance UDP

Virtual server <server_id>: UDP service <virtual_port> with out-of-range port number
Switch cannot support more than <MAX_VIRT_SERVICES> virtual services
Switch cannot support more than <MAX_SMT> real services

Trunk group (<trunk_id>) ports must have same L4 config
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LOG_ERR (Continued)

cli: Trunk group (<trunk_id>) ports must all have a PIP
cli: DAM must be turned on or a PIP must be enabled for ports <port_id> in order to do URL
based redirection
cli: “Two services have same hostname, <host_name>.<domain_name>"
cli: Direct access mode is not supported with default gateway load balancing
cli: SLB Radius secret must be 16 characters long
cli: Dynamic NAT filter <filter_id> must be cached
cli: NAT filter <filter_id> must have same smask and dmask
cli: NAT filter <filter_id> cannot have port ranges
cli: NAT filter <filter_id> must be cached
cli: NAT filter <filter_id> dest range includes VIP <server_id>
cli: NAT filter <filter_id> dest range includes RIP <server_id>
cli: Redirection filter <filter_id> must be cached
cli: Filter with L4 ports configured <port_id> must have IP protocol configured
cli: Remote site <site_id> does not have a primary IP address
cli: Primary and secondary remote site <site_id> switches must differ
cli: Remote sites <site_id> and <site_id> must use different addresses
cli: Remote site <site_id> and real server <server_id> must use different addresses
cli: Remote site <site_id> and virtual server <server_id> must use different addresses
cli: Only <MAX_SLB_SITES> remote servers are allowed per group
cli: Only <MAX_SLB_SERVICES> remote services are supported
cli: Enabled external lookup IP address has no IP address
cli: domain name must be configured
cli: Network <static_network_id> has no VIP address
cli: duplicate default entry
cli: BGP peer <bgp_peer_id> must have an IP address
cli: BGP peers <bgp_peer_id> and <bgp_peer_id> have same address
NCRTEL
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LOG_ERR (Continued)

cli: BGP peer <bgp_peer_id> have same address as IP interface <ip_interface_id>

cli: BGP peer <bgp_peer_id> IP interface <ip_interface_id> is not enabled

cli: Filter with ICMP types configured (<icmp_type>) must have IP protocol configure to
ICMP

cli: “Two services have same hostname, <host_name>.<domain_name>"

cli: Loadbalance string must be added to real server <server_id> in order to enable exclusion-

ary string matching

cli: intrval input value must be in the range [0-24]
mgmt: unapplied changes reverted
mgmt: unsaved changes reverted
mgmt: Attempting to redirect a previously redirected output
vrrp: Attempting to redirect a previously redirected output
vITp: cfg_sync_tx_putsn: ABORTED
vIrp: Synchronization TX Error
vIrp: Synchronization TX connection RESET
vIrp: Synchronization TX connection TIMEOUT
vrrp: Synchronization TX connection UNREACEABLE
vrrp: Synchronization TX connection UNKNOWN CLOSE
vrrp: Synchronization RX connection RESET
vIrp: Synchronization RX connection TIMEQUT
vIrp: Synchronization RX connection UNREACEABLE
vIrp: Synchronization RX connection UNKNOWN CLOSE
vrrp: Synchronization connection RCLOSE by peer
vrrp: Synchronization connection RCLOSE before RX
vrrp: Synchronization connection early RCLOSE in RX
vIrp: Synchronization connection Wait-For-Close Timeout
vIrp: Synchronization connection Transmit Timeout
vIrp: Synchronization Receive Timeout
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LOG_ERR (Continued)

vrrp: Synchronization Receive UNKNOWN Timeout

vITp: Sync transmit in progress ... cannot start Sync

vITp: Sync receive in progress ... cannot start Sync

vIrp: Sync already in progress ... cannot start Sync

vIrp: Config Sync route find error

vIrp: Config Sync tcp_open error

vrrp: Config Synchronization Timeout - Resuming Console thread

vrrp: “<""apply™'|""save""> is issued by another user. Try later”

vrrp: new configuration did not validate (rc =)

vIrp: new configuration did not apply (rc =)

vIrp: new configuration did not save (rc =)

vITp: Sync config apply error

vrrp: Restoring Current Config

vITp: Sync rx tcp open error

vrrp: Sync Version/Password Failed-No Version/Password Line

vIrp: Sync Version Failed - peer:%s config:%s

vITp: Sync Password Failed-Bad Password

vIrp: Sync receive already in progress ... cannot start Sync receive

vIrp: Sync transmit in progress ... cannot start Sync receive
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LOG_NOTICE

system: internal power supply ok

system: redundant power supply present and ok
system:  temperature ok

system: fan ok

system: rebooted <last_reset_information>

system: rebooted <last_reset_information> administrator logged in

mgmt: boot config block changed

mgmt: boot image changed

mgmt: switch reset from CLI

mgmt: syslog host changed to <ip_address>

mgmt: syslog host changed to this host

mgmt: second syslog host changed to <ip_address>
mgmt: second syslog host changed to this host
mgmt: Next boot will use active config block
mgmt: user password changed

mgmt: SLB operator password changed

mgmt: L4 operator password changed

mgmt: operator password changed

mgmt: SLB administrator password changed
mgmt: L4 administrator password changed

mgmt: administrator password changed

ssh: scp <login_level> login

ssh: “scp <login_level> <""connection closed™"|""idle timeout""|""logout™">"
mgmt: RADIUS server timeouts

mgmt: Failed login attempt via TELNET from host %s
mgmt: PASSWORD FIX-UP MODE IN USE
mgmt: <login_level> login on Console
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LOG_NOTICE (Continued)

mgmt: “<login_level> <""idle timeout""|""logout""> from Console”

mgmt: PANIC command from CLI

port_mirr: “port mirroring is <""enabled""|""disabled"">"

vlan: Default VLAN can not be deleted

mgmt: <login_level> login from host <ip_address>

mgmt: “<login_level> <""connection closed""|""idle timeout""|""logout""> from”

IP “default gateway <ip_address> <""enabled""|""disabled"">"

IP default gateway <ip_address> operational

vrrp: virtual router <ip_address> is now master

vIrp: virtual router <ip_address> is now backup

slb: “backup server <ip_address> <""enabled""|""diabled""> for real server <server_id>"

slb: “backup server <ip_address> <""enabled""|""disabled""> for real server group
<group_id>"

slb: “backup group server <ip_address> <""enabled""|""disabled™"> for real server group
group_id>"

slb: “overflow server <ip_address> <""enabled""|""disabled""> for real server <server_id>"

slb: “overflow server <ip_address> <""enabled""|""disabled""> for real server group
<group_id>"

slb: “overflow group server <ip_address> <""enabled""|""disabled""> for real server group
<group_id>"

slb: real server <ip_address> operational

slb: real service <ip_address:real_port> operational

slb: No services are available for Virtual Server <virtual_server>

slb: Services are available for Virtual Server <virtual_server>

bgp: session established with <BGP_peer_ip_address>
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LOG_INFO

SYSTEM: bootp response from <ip_address>

mgmt: new configuration applied

mgmt: new configuration saved

mgmt: unsaved changes reverted

mgmt: Could not revert unsaved changes

mgmt: " <imagel|image2> downloaded from host <ip_address>, file <file_name>

<software_version>"

mgmt: serial EEPROM downloaded from host <ip_address> file <file_name>
ssh: scp <login_level> login
ssh: " scp <login_level> <""connection closed""|""idle timeout™"|""logout™">"
mgmt: <login_level> login on Console
mgmt: " <login_level> <""idle timeout™"|""logout™"> from Console"
mgmt: <login_level> login from host <ip_address>
mgmt: " <login_level> <""connection closed™"|""idle timeout™|""logout™"> from Telnet/SSH."
ssh: server key autogen starts
ssh: server key autogen completes
ssh: server key autogen timer timeouts
vIrp: new synch configuration applied
vIrp: new synch configuration saved
vIrp: Synchronizing from <host_name>
vrrp: Synchronizing to <host_name>
vrrp: Config Synchronization Transmit Successful
vrrp: Config Synchronization Receive Successful
vIrp: new configuration VALIDATED
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APPENDIX B

Alteon OS SNMP Agent

The Alteon OS SNMP agent supports SNMP Version 1. Security is provided through SNMP
community strings. The default community strings are “public” for SNMP GET operation and
“private” for SNMP SET operation. The community string can be modified only through the
Command Line Interface (CLI). Alteon WebSystems is registered as Vendor 1872. Detailed
SNMP MIBs and trap definitions of the Alteon OS SNMP agent can be found in the following
Alteon WebSystems enterprise MIB documents:

Altroot.mb-
ACSSwitch. m b
ACSPhysical .m b
AOSNet wor k. m b
ACSLayer4.m b
ACSLayer7.m b
ACSTrap.m b

Users may specify up to two trap hosts for receiving SNMP Traps. The agent will send the
SNMP Trap to the specified hosts when appropriate. Traps will not be sent if there is no host
specified.

Alteon OS SNMP agent supports the following standard MIBs:

B RFC 1213 - MIB Il (System, Interface, Address Translation, IP, ICMP, TCP, UDP, SNMP
Groups)

RFC 1573 - MIB Il Extension (IFX table)

RFC 1643 - EtherLike MIB

RFC 1493 - Bridge MIB

RFC 1757 - RMON MIB (Statistics, History, Alarm, Event Groups)

RFC 1850 for OSPF

RFC 1657 for BGP

RFC 2037
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Alteon OS SNMP agent supports the following generic traps as defined in RFC 1215:

ColdStart

WarmStart
LinkDown

LinkUp
AuthenticationFailure

The SNMP agent also supports two Spanning Tree traps as defined in RFC 1493:

B NewRoot
B TopologyChange

The following are the enterprise SNMP traps supported in Alteon OS:

Table 10-7 Alteon OS-Supported Enterprise SNMP Traps

Trap Name

Description

altSwDefGwUp
altSwDefGwDown
altSwDefGwInService

altSwDefGwNotInService

altSwsSIbRealServerUp
altSwSIbRealServerDown

altSwSIbRealServerMaxCon-
nReached

altSwSIbBkupRealServerAct

altSwSIbBkupRealServerDeact

altSwSIbBkupRealServerActOver-
flow

altSwSIbBkupRealServerDeac-
tOverflow

Signifies that the default gateway is alive.
Signifies that the default gateway is down.
Signifies that the default gateway is up and in service

Signifies that the default gateway is alive but not in
service

Signifies that the real server is up and operational
Signifies that the real server is down and out of service

Signifies that the real server has reached maximum
connections

Signifies that the backup real server is activated due to
availablity of the primary real server

Signifies that the backup real server is deactivated due
to the primary real server is available

Signifies that the backup real server is deactivated due
to the primary real server is overflowed

Signifies that the backup real server is deactivated due
to the primary real server is out from overflow situa-
tion
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Table 10-7 Alteon OS-Supported Enterprise SNMP Traps

Trap Name

Description

altSwrfltFilterFired

altSwsSIbRealServerServiceUp

altSwSIbRealServerServiceDown

altSwVrrpNewMaster

altSwVrrpNewBackup

altSwVrrpAuthFailure

altSwLoginFailure

altSwSIbSynAttack

altSwTcpHoldDown

altSwTempExceedThreshold

Signifies that the packet received on a switch port
matches the filter rule

Signifies that the service port of the real server is up
and operational

Signifies that the service port of the real server is down
and out of service

The newMaster trap indicates that the sending agent has tran-
sitioned to 'Master' state.

The newBackup trap indicates that the sending agent has
transitioned to '‘Backup' state.

A vrrpAuthFailure trap signifies that a packet has been
received from a router whose authentication key or authenti-
cation type conflicts with this router's authentication key or
authentication type. Implementation of this trap is optional.

A altSwLoginFailure trap signifies that someone failed to
enter a valid username/password combination.

A altSwSIbSynAttack trap signifies that a SYN attack
has been detected.

A altSwTcpHoldDown trap signifies that new TCP connec-
tion requests from a particular client will be blocked for a
pre-determined amount of time since the rate of new TCP
connections from that client has reached a pre-determined
threshold.

A altSwTempExceedThreshold trap signifies that the switch
temperature has exceeded maximum safety limits.
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Glossary

DIP (Destination IP
Address)

Dport (Destination
Port)

NAT (Network
Address Translation)

Preemption

Priority

Proto (Protocol)

Real Server Group

NECRTEL
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The destination IP address of a frame.

The destination port (application socket: for example, http-80/https-443/DNS-53)

Any time an IP address is changed from one source IP or destination IP address to another
address, network address translation can be said to have taken place. In general, half NAT
is when the destination IP or source IP address is changed from one address to another.
Full NAT is when both addresses are changed from one address to another. No NAT is
when neither source nor destination IP addresses are translated. Virtual server-based load
balancing uses half NAT by design, because it translates the destination IP address from
the Virtual Server IP address, to that of one of the real servers.

In VRRP, preemption will cause a Virtual Router that has a lower priority to go into
backup should a peer Virtual Router start advertising with a higher priority.

In VRRP, the value given to a Virtual Router to determine its ranking with its peer(s). Min-
imum value is 1 and maximum value is 254. Default is 100. A higher number will win out
for master designation.

The protocol of a frame. Can be any value represented by a 8-bit value in the IP header
adherent to the IP specification (for example, TCP, UDP, OSPF, ICMP, and so on.)

A group of real servers that are associated with a Virtual Server IP address, or a filter.
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Redirection or
Filter-Based Load
Balancing

RIP (Real Server)

SIP (Source IP
Address)

SPort (Source Port)

Tracking

A type of load balancing that operates differently from virtual server-based load balancing.
With this type of load balancing, requests are transparently intercepted and “redirected” to
a server group. “Transparently” means that requests are not specifically destined for a Vir-
tual Server IP address that the switch owns. Instead, a filter is configured in the switch.
This filter intercepts traffic based on certain IP header criteria and load balances it.

Filters can be configured to filter on the SIP/Range (via netmask), DIP/Range (via net-
mask), Protocol, SPort/Range or DPort/Range. The action on a filter can be Allow, Deny,
Redirect to a Server Group, or NAT (translation of either the source IP or destination IP
address). In redirection-based load balancing, the destination IP address is not translated to
that of one of the real servers. Therefore, redirection-based load balancing is designed to
load balance devices that normally operate transparently in your network—such as a fire-
wall, spam filter, or transparent Web cache.

Real Server IP Address. An IP addresses that the switch load balances to when requests
are made to a Virtual Server IP address (VIP).

The source IP address of a frame.

The source port (application socket: for example, HTTP-80/HTTPS-443/DNS-53).

In VRRP, a method to increase the priority of a virtual router and thus master designation
(with preemption enabled). Tracking can be very valuable in an active/active configuration.

You can track the following:
m V/rs: Virtual Routers in Master Mode (increments priority by 2 for each)

m Ifs: Active IP interfaces on the GbE Switch Module (increments priority by 2 for
each)

m Ports: Active ports on the same VLAN (increments priority by 2 for each)

m |4pts: Active Layer 4 Ports, client or server designation (increments priority by 2
for each

m reals: healthy real servers (increments by 2 for each healthy real server)

m hsrp: HSRP announcements heard on a client designated port (increments by 10
for each)

VIP (Virtual Server IP  An IP address that the switch owns and uses to load balance particular service requests

Address)

VIR (Virtual Interface

Router)
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(like HTTP) to other servers.

A VRRP address that is an IP interface address shared between two or more virtual routers.
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Virtual Router

Virtual Server Load
Balancing

VRID (Virtual Router
Identifier)

VRRP (Virtual Router
Redundancy
Protocol)

VSR (Virtual Server
Router)
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A shared address between two devices utilizing VRRP, as defined in RFC 2338. One vir-
tual router is associated with an IP interface. This is one of the IP interfaces that the switch
is assigned. All IP interfaces on the GbE Switch Module must be in a VLAN. If there is
more than one VLAN defined on the GbE Switch Module, then the VRRP broadcasts will
only be sent out on the VLAN of which the associated IP interface is a member.

Classic load balancing. Requests destined for a Virtual Server IP address (VIP), which is
owned by the switch, are load balanced to a real server contained in the group associated
with the VIP. Network address translation is done back and forth, by the switch, as
requests come and go.

Frames come to the switch destined for the VIP. The switch then replaces the VIP and with
one of the real server IP addresses (RIP's), updates the relevant checksums, and forwards
the frame to the server for which it is now destined. This process of replacing the destina-
tion IP (VIP) with one of the real server addresses is called half NAT. If the frames were
not half NAT'ed to the address of one of the RIPs, a server would receive the frame that
was destined for it's MAC address, forcing the packet up to Layer 3. The server would
then drop the frame, since the packet would have the DIP of the VIP and not that of the
server (RIP).

In VRRP, a value between 1 and 255 that is used by each virtual router to create its MAC
address and identify its peer for which it is sharing this VRRP address. The VRRP MAC
address as defined in the RFC is 00-00-5E-00-01-{VRID}. If you have a VRRP address
that two switches are sharing, then the VRID number needs to be identical on both
switches so each virtual router on each switch knows whom to share with.

A protocol that acts very similarly to Cisco's proprietary HSRP address sharing protocol.
The reason for both of these protocols is so devices have a next hop or default gateway that
is always available. Two or more devices sharing an IP interface are either advertising or
listening for advertisements. These advertisements are sent via a broadcast message to an
address such as 224.0.0.18.

With VRRP, one switch is considered the master and the other the backup. The master is
always advertising via the broadcasts. The backup switch is always listening for the broad-
casts. Should the master stop advertising, the backup will take over ownership of the
VRRP IP and MAC addresses as defined by the specification. The switch announces this
change in ownership to the devices around it by way of a Gratuitous ARP, and advertise-
ments. If the backup switch didn't do the Gratuitous ARP the Layer 2 devices attached to
the switch would not know that the MAC address had moved in the network. For a more
detailed description, refer to RFC 2338.

A VRRP address that is a shared Virtual Server IP address. VSR is Alteon WebSystems’
proprietary extension to the VRRP specification. The switches must be able to share Vir-
tual Server IP addresses, as well as IP interfaces. If they didn’t, the two switches would
fight for ownership of the Virtual Server IP address, and the ARP tables in the devices
around them would have two ARP entries with the same IP address but different MAC
addresses.
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POt MIMTOTING ..c.vee e 173
POt trUNKING ©veevveesive e 180
FOULE CACHB....eevveitieiie st siee e 194
SAVE ChANGES ..vvevvreirieieesivieieesireesreesiaessnes 157
SBEUP vevvveeivreeireeteeesr e et e e et et 233
SEtUP COMMANG....veiveeriesireereesreesreesnreseneas 233
SWiItCh IP address .......ccvvvvvereereveieie e e 190
USET PASSWOIT......eevveireeieeerreeseesresreennneans 169
VIEW ChaNGES ..veevvve et 157
VLAN default (PVID)........ccovveverreererresnen 170
VLAN IP interface......cccvvvvivveninesviiesnesnnns 190
VLAN tagging...ceeeeeverevieeeeeineeerieeesenee s 171
VRRP...cooiii e 220
configuration block
ACHIVE 1vveeivicie et 291
DACKUP ettt 291
FACLONY c.vee i 291
SEIECHION 1. 291
configuration MEeNU.........ccceevvveevieeerieee s 155
configuring routing information protocol ............. 200
connecting
Via CONSOIB ...vveeevie ittt 16
connection timeout (Real Server Menu option)..... 251
console port
CONNECEING +evvveree et e e e e 16
content
SLB real server group option ..........ccoceevvnens 242
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cost

STP information ..........coeeviveiveeniiiiniesee s 62

STP port OptioNn .....cccvveeveeiieeeiee e e 179
counters, No Server Available (dropped frames)... 143
CPU StatiStiCS...vvevverreerreeeseesieeseeseesieeseeseaeneennas 148
CPU UtIlization ........cccvvevveiiie e 148
cur (system option) .......ccvverieeiineennn. 164, 165, 168
current bBindings .......oovvvevveeiie i 143
D
date

L] o[RS 28

SYSEEM OPLION ...vvveeee e ere st 160
daylight savings time .......ccvvvvevieesieesiesieesiiens 164
(0o U oo 1ol USRS R 293
default gateway

INFOrMAtioN ....covvevveeie e 65

interval, for health checks .........cccccovvvennnne. 191

IMELIICS ©vvveveeeeeeresieeeeeseeeee e e see e ereesnee e 232

round robin, load balancing for..................... 232
default PASSWOrd ......cccvevvierieeiinisieesieesve e 23
delete

ARP MY .eovieiiieecee e sve e sre e 299

FDB ENtTY .veevieiieereesre e steesre st e see e 296
deny (Fiering) ..coeoveeveevie e 143
designated POt ...ecvveeivesiveeiiie e 69
diff (global) command, viewing changes ............. 157
dip (destination IP address for filtering)............... 259
direct (IP rOULE tYPE) ...vverveerreeireecreesiveesieesrre e 67
directed broadcasts .........cceveererrieriereere e 193
DISABLED (pOrt State).....ccovvevvveriverivreaveeseesieans 62
disconnect idle tiMmeOULt ......ecvvveirveeieeviiiriee e, 24
dmask

destination mask for filtering............cccccve.e. 259
DINS StAtiSEICS vvvveerrrirrereirrrresrsreeseeeeeseeeneeseens 116
Domain Name System (DNS)

health CheckS.......covvevvvir i 243
downloading SOftWare ..........ccevverreeiviniieesineenns 288
dropped frames (No Server Available) counter..... 143
dump

configuration command...........cccccvveeveennnennn, 233

MAINEENANCE ...vvevveeveeeeeeee e eeeeeeseeseeesreeneens 293

state information.........cccccvvvverivnenieecesnennn, 302
duplex mode

JINK SEALUS ..coeeeeeeeeecerie e ee e e e e e 50, 86
AYNAMIC FOULES ...veevvesveesire e see et e st 300
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E
EtherChannel

as used with port trunking ..........ccovevveiveeninnn 180
F
factory configuration bloCK..........cccevvvvveieeninnns 291
factory default configuration..................... 24, 25, 26
FDB StatiStiCS ..vevvervrereeiireiesieeeeseeesieseeeseeseesneens 103
File Transfer Protocol .........cccocvveviveiiieeiinesvennn. 135
Filter StatiStiCS .vvvvvvervviieesie e 129
filtered (denied) frames .......cccoveveeevieiivereenieens 143
filters

IP address ranges .....eceveevrveereeseesveesseesneens 259
Final StEPS ...vveivreiireeitrecieeerree e ere e st e s sreesanesreeens 35
first-time configuration...........c.cceevuvens 24, 25 to 40
fixed

IP FOULE taQ. .. veevee v eieeciie et 68
flag field ..ccvveieeecee 70
FIOW CONLIOL..uevviieieeciieiee e 50, 86

CONFIQUIING ..veevve e 172

(0] o PSPPSR 29
forwarding configuration

IP forwarding configuration...........cccccevevvens 193
forwarding database (FDB).........ccceevvevvrerveenineans 293

AElEtE ENEIY..veevie e 296
Forwarding Database Information Menu................ 55
Forwarding Database MenU..........cccoovevivesvennenn. 295
forwarding state (FWD) ....cceevveeivernennnnn 57, 61, 62
FTP server health checks.........cvevvveiieeiiieiiennnn. 243
FTP SLB maintenance Statistics ...........ccererevrrens 136
FTP SLB statistics dump .......ccovevveeeireevinesveennn. 137
fwd (STP bridge option) .......cccvevveeiieiiieeieeniens 178
FwdDel (forward delay), bridge port...........cccocvue.. 61
G
gig (Port Menu option) .....ccevveevvenveerieesieeesiee e 170
Gigabit Ethernet

configuration .......ccccceeevieeveesie e 170
Gigabit Ethernet Physical LinK........c.cocveiieenieenns 170
global commands.........cccevcveeviiieirine e 45
grace

graceful real server failure..........coccveveveeinenns 275
GreeNWICH ..ovivviiie e 164
Greenwich Mean Time (GMT)....cccccevivveiiveenieens 164
o400 o F PSP 128
gtcfg (TFTP load command) .......cccccvvevvvecieeeienenne 234
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H

hash MetriC .......ooeii e
health Checks ........cccuviviiiiii e
default gateway interval, retries.....................
IDSLB ..o
layer information .........ccccccvvvivvee e,
parameters for most protocols .......................
redirection (FPOIt) ......ccvveveeeveiiiiieee e
retry, number of failed health checks..............

hello

STP information ...........ccoeveeeiiiiiene e
NEIP e
NOSE FOULES ...t
Hot Standby Router on VLAN (HSRV)

use with VLAN-tagged environment..............

VRRP priority increment value .....................
Hot Standby Router Protocol (HSRP)

VRRP priority increment value .....................
Hot Standby Router VLAN (HSRV)

USe With VRRP......vvviiiiiiieece e
hot-standby failover..........cccoiiiiiiiiiiie e,
HP-OPENVIBW ...
hprompt

SYStEM OPLION ..eeeeeiiviiiie et ee e
HSRP. See Hot Standby Router Protocol.

HSRV. See Hot Standby Router Protocol.
HTTP

application health checks..........cccccvveeeeniins
HTTP health checks

on any port (@PhtP)....eeeeeecveeereeiiiiere e,

ICMP StAtiStICS.vvvrrrrrrreiereieieeeee i s sisisssnnenrnnnnneens
idle timeout

OVEIVIEW ..t e e e e e eeeer e e e e
IDSLB health checkS..........ccovvvvvviiiiiiiiiieeeeeeeennnn,
|EEE standards

802.1d Spanning-Tree Protocol ............... 61,
image

downloading ........cveveeeiiiiiiiee e

software, SEleCting ...........ocvvereeeeiiiiiieeeeinins
IMAP server health checks.........ccoceeeiiiiieiinieinnnn,
imask (IP address mask) .........ccooeecvreeeeiiiieiennennns
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incorrect VIPS (StatiStiC) ....v.vcvveveeiivesiivesieiiinnans 143
incorrect Vports (dropped frames counter)............ 143
indirect (IP route type) «..cccvveveevieeereeneeiieesiee s 67
Information
Trunk Group Information...........ccceeeveiieeinnnns 62
INFOrmMation MENU........cueeveeiiiesiiesieniecsneesiee s 49
Interface change StatS.........cocvevveviveiviiiienninennns 110
interface StatistiCs ......oivvvrrviivieiieeiiiee e 118
IP QAESS ..o cee et e e 32
ARP information .........c.cccovevevrrveresvernnnnns 69
BOOTP ittt 20
configuring default gateway ..........cccooeverviens 191
Filter raNQgeS .ocveevee i 259
IP INterface...cccvveivieiee e 32
local route cache ranges.........ccocveveeeesineennns 194
IP address mask (MMask) .........ccceevvverveniveernnennns 168
IP address mask for SLB ........cccoevvevereivennnnnes 274
IP configuration via SEtUp.........cocvevvevviiiiensnennnn, 32
IP fOrwarding .....coevveiivenie e 217
directed broadcastS........oovviveeiieeiivesnieenienns 193
local networks for route caching ................... 193
IP forwarding information ..........ccccccevvviveenenninns 65
IP Information Menu .......ccvvveeeviivvveeeesiinnenns. 65, 77
IP INerface ....ocvvevveevriciee e 190
ACHIVE 1vveeiiviiie ettt 228
configuring address .......covveeveereeiivesrieesieeans 190
configuring VLANS .....cocvviiveeiieeiiesiieenneeens 190
1P INEEITACES .eeeevievvreie ettt e e 32,67
INFOrMAtioN .o.vveeveeeee e 65
IP FOULE taQ «vevvveevivieieesie e et 68
priority increment value (ifs) for VRRP ......... 231
IP network filter configuration............c.ccceernenne 195
IP port configuration...........ccceevevevvenivecneesineeens 217
IP Route Manipulation MenuU.........c.cccvveviveenneene. 299
| o114 TSR 32
tag PArAMELETS vvevvveeviesiresviesieeereesreesae e 68
IP Static ROUtE MENU ....cvvvveeiiieiee e 192
IP SEAtiStiCS...vveieveeriesiri e 111
IP SUBNEt MASK ..e.veveeeeeee e e et 33
IP switch processor statistics...........covvvevvveeeivnnnnn 105
L
14apw (L4 administrator system option)............... 169
LACP i 184
LaYer 2 MENU.......ceieeiiiiiieenireesieesiessessinessneeseeas 54
LaYer 3 MENU.....cvveieeviiiiieenireesreesie s sinessne e 64
Layer 4
administrator aCCOUNt ........cccvevvieeereerieeieniens 23
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Layer 4 processing

ACHIVE vveeveeiie e e et 228
layer 7 SLB maintenance statisticS ..............coc.... 132
layer 7 SLB string statisticS ........ccccvvvvveriveereennne. 131
layer7 redirection Statistics .........coccvvvvveeiveereennne. 130
LDAP VEISION ...vevviiiiiieiee e sieesve e sine e 277
LEARNING (POrt State) ......veeveesvvesveesensnens 61, 62
least connections (SLB Real Server metric) ......... 246
link

speed, configuring.......ccocvvveveeieeicieesiesiinens 172
Link Aggregation Control Protocol ..................... 184
TINK STALUS +oevvecie e 50

COMMEANG .. veeiive sttt 86

dupleX Mode .....cccvevvvveiiierie e 50, 86

POt SPEEA ..o 50, 86
Link Status Information ...........cccecveeverivnvenesnenne. 86
linkt (SNMP 0ption) ....cccveeiiveiiienieiiee e 167
LISTENING (POrt State)......c.eevvvervverrvresveesiensiunans 62
Imask (routing Option).........ccvevveivieniueesveesiessineans 65
Inet (routing OpPtioNn)........cceeveeiveiiieniirecriesee e 65
local (IP route tYPE) .evvvveveeeiree e sieeveecveesee s 67
local network for route caching.........cccceveevveennne. 193
local route cache

IP address ranges for ........cccovvevvveeiivesiveniinnns 194
log

SYSIOQ MESSAYES..eevvvervrreiriereesreeasieesiresinans 161

M

MAC (media access control) address.. 51, 52, 55, 69,
295

SWItCh 10CAtION ...vveeeveevce e 20
MaiN MENU ...t 43

Command-Line Interface (CLI) .......cccvvvveennen. 24

SUMIMAIY .eveevveeseeesiieesieesireesteeseesbeesinessneesreas 44
Maintenance MENU ........ccevererereerreeneeeeeneneneenenns 293
management MOdule........c.cccvvevveerieeviveeiee e, 16
Management Processor (MP)........cccevvvvevveerueene 297

display MAC address .......ccccevvveervenneenne 51, 52
manual style CONVENTIONS ........cveiveviireiviesieeiiens 13
martian

IP route tag (filtered) .......c.ccoovvvveevineiieeneen, 68

IP route type (filtered out) .......ccoceevvevcreeinennne 67
mask

IP interface subnet address........c..cceveveveriunans 190
MALION ..ecvvee it se e 62
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MaxAge (STP information) ..........cccovveviveiiveniinnns 61
mcon (maximum connections) ............c....... 143, 244
MD5 authentication KEY ........cccvvevveeriveeiivesivennnn. 203
MD?5 cryptographic authentication ...................... 204
D5 KEY ... oo eeeeee e 207
media access control. See MAC address.
metric

SLB real server group option ............cceerueenne. 242
MELNICS, SLB woivvvieevircee e eee s 245
minimum misses (SLB real server metric)............ 245
Miscellaneous Debug Menu..........ccccceeevvervennee. 297
mmask

SYSEEM OPLION .ovvvecveeiie e 168
mnet

SYSEEM OPLION ...vvveiveeire e cee e 168
1000011 (0Tl oo o AP 174
mp

PACKEL ... vve ettt 146
MP. See Management Processor.
multicast

IP TOULE TYPE c.veevee et 67
mxage (STP bridge option) ........ccceeveevvveiveerieenn, 178
N
nbr change statistics ......coovvvevivervreereriee e 109
Network Address Translation (NAT)

filter aCtion.........covvvevveeiie e 258
NEtwork Management .......c.occveevveiveerieesnneesieeseneas 15
NON TCP/IP frames ...ocvevvvreeveeienirereeseeeeeseenees 143
L1107 1= U 160
NTP SEIVEr MENU..vvverierireerereeereeseeeeeseneseesresseens 164
NTP synchronization...........ccceevvevieeiiessinesivennnn. 164
NTP tiMe ZONE ..vveveevieiieerie e 164
O
OCEEE COUNLETS 1.evvvvevie i e sieesieesiee e e e 127
0NN NEIP wvvveee e 45
operating mode, configuring .........ccccceevvieeeenenenn. 172
OPErations MENU ....vvecveeireeiieeieeireereesneeeseee e 281
operations-level BGP 0ptions.........cccccvveiveeiieennn 286
operations-level IP options ........cccccvevveiieeenieenn 285
Operations-Level Port Options........c.cocvveiiveeiieens 283
operations-level SLB options.........ccccevveeveeeieeenne 284
operations-level VRRP options ..........ccccecveerieenne 285
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ospf
FoTE=r W 1110 (< 202, 203
authentication Key........cccevveevieeiveivecnneennn, 207
CONfigUIAtioN. ......ecveeree e 202
cost of the selected path..........cccceevveeieeinens 206
cost value of the host........cccveevciiiiiiiieeinneen. 209
dead, declaring a silent router to be down ....... 206
dead, health parameter of a hello packet ......... 208
L30T 210
FiXEd FOULES .o.vveve et 212
(01cT 4] - | USSR 107
(0] (o] o SR OPRPRP 107
hello, authentication parameter of a hello packet....
208
host entry configuration..........c.cccecvveeveeinens 209
NOSE FOULES ..vvvveereee e e e 202
INEEIACE ..vvvveee e 202
interface configuration ..........c.ccceeveeviveivennnn 206
link state database........cccceveeeiieeeiieeciiieens 202
MD?5 authentication K&y ..........ccevvveviveivennnn 203
NOt-So-Stubby Area ........cccvevveeeieeiinesveennn 204
priority value of the switch interface .............. 206
FANGE NUMDET ...veevive e see st 202
redistribution menu...........ccccoeeiiiiiieeiiien, 202
route redistribution configuration.................. 210
spf, shortest path first ........c.cccevevvviivvineennn, 204
(0o Y ST 204
summary range configuration.............ccceeenee.. 205
TrANSIt ArEA .vevvvveesreeie s e e 204
tranSit delay ...veevvvveveeenee e 206
Y veerrie ettt 204
virtual link ......ccoeeoiieccieee e 202
virtual link configuration ............c.ccceveeeennen. 207
virtual neighbor, router ID .........cccceevvevieennnen. 208
OSPF Database Information.........cccceevveieeesiveennne, 75
OSPF geNEral....ccvviivieivieieesiessieesre e sieesee e 73
OSPF General Information..........ccccceeeeevieeeeiieens 74
OSPF INformation .........cccceevueeeiiiieeeiieeciee e e 73
OSPF Information Route COdeS.........cccervererrnrennns 76
OSPF StAtiStiCS ..vvvvvrerveeerererseeseesreerieeeeseeeseeseeenns 106
overflow server activations...........ccocvevveeieenninenns 143
OVEIrfIOW SEIVELS.....ccvvieiciieeciee e 239
P
panic
COMMANG...ecciviieiiiiee e ciee et 302
switch (and Maintenance Menu option) .......... 293
328 m Index

parameters

170 R USSP 68

11 01T PSR 67
Passive FTP SLB Parsing StatistiCs..........cccccvve.n. 136
Password

USET aCCESS CONLTON vvvvveeiieiireeiee e sieesiieans 169
password

administrator aCCOUNt .......c.vevvvevveeiieesiiesiinnnes 23

(0151 - 10 S 23

L4 administrator aCCoUNt...........coceverereeereranen 23

USET ACCOUNL wv.vvveeeeeeseeereeseesreeseeeneeseneneenenenns 22

VRRP authentication ...........cccceerveivesneennnn 230
PASSWOITS ..veevvvesiriesteesiiesiee e rbeeseesbe e e snne e e 22
persistent bindings

TEAl SEIVET ...vvvieeiieieeie et ee e e see e 251
o] LT TSRS 46, 238
PIP e 280
poisoned reverse, as used with split horizon.......... 200
POP3

server health checks .......cocvvvveviiiiieiiennn, 243
port configuration .........cceceeereeiiueesieesiesieesneeens 170
port flow control. See flow control.
Port Menu

configuration optioNS..........ccvvevreevivesiveiiinens 170

configuring Gigabit Ethernet (gig).......cccven. 170
port mirroring

CoONfigUration ........ccveviveeiie e 173
POIt NUMDET ..vviee e 86
POt SPEEU ...veevie et ee et rre e 50, 86
port states

UNK (UNKNOWN) ..ot sie s 57
port trunking

AESCIIPLION ...vveeee e 180
port trunking configuration............cccccoeeiveeinnnnns 180
ports

CoONfigUrAtion ......cccveiiieeiir e 29

disabling (temporarily) ........coevveriieiiinninenns 173

INFOrMAtion ......cccovvvvievie e 87

IP SEALUS .vevvveeesee et sreenae e 65

membership of the VLAN.........cccceeeernnans 55, 63

oA 1o 11T 61

SLB state information..........ccccceeeviesivennennn, 79

STP POt PriOFity .vvevvesvesviesee e esvesieens 179

VLAN ID oo 50, 87
preemption

assuming VRRP master routing authority....... 224

VIrtUAl TOUET vovvvvveeeiieee e 223, 227
priority

VIrtURl FOULET ..vvvvvieivicciie e 227
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priority (STP port 0ption)..........cccevvvevivvnieesineann 179
prisrv

primary radius SEIVer..........cceeveerveeiveenrneenns 163
proxies

IP address translation..........c..cceevererrereenenns 240
proxy IP address (PIP) ..cccvevvveivveeieesiiisiee e 79
proxy IP address (PIP) configuration...........c...... 280
ptcfg (TFTP save command) ......ccoeeeevveiiveeninens 234
PVID (port VLAN ID) ..., 50, 87
011 SRR 46
Q
quiet (screen display option)........ccceeveeeiiiiinieesinns 46
R
RADIUS

server authentication ...........cceevveevieenveniinens 243
RADIUS SEIVEr MENU ....uveeiiieeiiesireiieesineesieesenas 163
read community string (SNMP option) ................ 166
real server

R UL 1o S 127
real server group options

o [0 RSOSSN 244
real server group SLB configuration.................... 242
real server group Statistics ........cccoevvvvvesiveereennnn. 128
real server groups

combining Servers into..........ccoeevevvecveeninenn, 242

SEALISHICS ... vvevve e e e 128
real server SLB configuration............ccceevevueennn. 237
real servers

BACKUP. .. e e 244

priority increment value (reals) for VRRP...... 231

SLB state information ..........ccccevveeeervrineninns 79
12107070 | 293, 302
receive Flow CoNtrol........cooevvvvviieeeeeciciinnnnns 30, 172
redir (SLB filtering option).........cccccvvvveiiveereennnn. 258
FEFEreNCE POIS .oovvveeieieeeeiee e e e e e 57
referenced POrt......c.ccvveeeeiie e 69
remote monitoring on the port (rmon).................. 283
FEMOLE SItE SEIVEIS uvvvviereeiieesieesresieesreeesee e 240
restarting SWitCh SEtUP.......cooveviveiiieniiie i esee e 27
retries

FAAIUS SEIVET ....eveeeeereeeveeseeeriese e e eneeneee s 163
retry

health checks for default gateway.................. 191
rip

IP TOULE TG v.vveerveeeireesire st eiee e 68
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RIP. See Routing Information Protocol.
round robin

as used in gateway load balancing ................. 232
roundrobin

SLB Real Server Metric ........cvvververeerenennne 246
route

cache configuration ...........ccceveveerveiieeieennn 194
FOULE STAtISICS...vvveveeireece e 113
TOULET NOPS ..vvveeieeciie et e et re et 214
routing information protocol

Configuration .......ccceeeevieevieesie e 200
Routing Information Protocol (RIP)........c.ccccvvvvnrans 68

OPLIONS. ..t esveetre sttt 200

POISONE FEVEISE .vvveveeieveeiivesireeieeseeesieeses 200

SPlit NOFIZON ..o 200

VErsion 1 parameters........cveeeveevvvesveerveenneens 200
rport

SLB virtual server option ..........cccceeveerieennn 250
RTSP SLB StatistiCS......cccvevvriivieieeniressnesveninns 138
X FIOW CONEIOL....eiiieciiic e 30
RX/TX SEAtISHICS 1 vvevvrerveireeiesie e see e seeesee s 108
S
save (global command) ........cccceevveeeciiiee e, 157

NODACK OPtION ....eevveciee e 158
SAVE COMMEANG ..eevveeireieieesiieerreeseeeeeesraeseeessneas 291
script

health CheckS .......cvevvveiiiiiiece e 278
scriptable health checks configuration.................. 278
secret

TAQIUS SEIVET ..evvverieeieesieeeeeseseeeseesreeee e e 163
secsrv

secondary radius SEIVEr ........ccevvvevvvereesneans 163
Secure Shell .....covviviiccie e 161
Server Load Balancing

INFOrMAtioN ....oevvveeeeeee e 79

operations-level 0ptions ..........cceevvveeveeerieennn, 284

real server Weights........ccovvveveenieevnesvennn, 238
server load balancing

client traffic processing.......cccveveerveiveereenn 266

MELICS 1 evvevveereeeeeeeeree e seeseesree e e e e enee e 245

POt OPLIONS e ecree et 267

server traffic processing ........ccoevevivveieennens 266
server load balancing configuration options.......... 235

Server Load Balancing Maintenance Statistics Menu ..
134, 135, 142

SEIVET POIt MAPPING .vvvvrereerereneesreereeareesersrenseesrenns 79
server traffic Processing ........ocvvvvveevvevivveneesineens 266
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Session Binding Table ..o,
SeSSION IdeNtifier ......oovvvieeieiee e
setup

configuration........cccvveevicieiee e,
setup command, configuration...........cccceeeevrnnnnn.
SEtUP FaCHlity .vovveee e 24

IP configuration...........ccceeuviieeeeniiiieee e
IP subnet mask .........cccovvevvieniecniiniiiinecn,
port auto-negotiation Mode ..........ccccvvevvevnenn.
port configuration ..........ccccveeeevnviieeeecsiiinenn.
port flow control...........ccooveiiiiiiiii
FESTAITING +.eeeeieeiieie et
Spanning-Tree Protocol ...........ccccveeeeenuinnnen.
SEANLING .vvve e
E100]0] 113 To APPSR SRRt
SYStEM date ...vvveveeeiiiiiee et
SYSTEM tIME....eeeiieeiiiii e
VLAN NAME ..ottt
VLAN ta0GING «erreeiniriiieeeiiiiieeeeeeiiie e e
VLANS L
SFD statistics
MP SPECITIC .vvvvee i
SNOMCULS (CLI)..eeeieeiieeiiee e
SIP (source IP address for filtering) ............ccc......
SLB filtering option
ACHION ...
SLB INformation ..........cccoeeeriiiniiniiniicieeins
SLB layer7 statiStiCS.......ccovvvvreeeeiiiivrereesiiiiinneenns
SLB real server group health checks

SLB real server group option
application health checking............cccoevveeinnns
health checking .........ccoociiieiiiniiecei,
MELFIC. ..ttt e ettt
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SLB real server option

DACKUP ettt 239
intr (interval) ......coovevve i 239
maxcon (maximum connections) .................. 238
name, alias for each real server ..................... 238
restr (restore) SLB real server UDP option ..... 239
TEHY 1ottt 239
RIP, real server IP address..........coceevvvvvvvennnne 238
SUDMAC .t 240
tmout (fIMe OUL) ...eveveeeee e 239
WEIGNES ..t 238
smask
source mask for filtering ........cccccvevveicnennn, 259
11110 USSP 160
SMTP server health checks..........coovvrvvrverinnenne. 243
snap traces
BUFFET 1 297
SNIMP et 15, 90
HP-OPENVIBW ...ocuvviiivieiiee s ciee s siee s 15
MENU OPLIONS ... vveieteevresireesieesreesiresreeneeeans 166
SEt aNd gEt ACCESS vvvvvrervrerrrrereerreerreessresenes 166
SNMP AQENL...viiiieeeiee e eieeriee e e se e e nreennee s 315
SNMP StAtIStICS ..vvveeveererriee e sieerieseee e eie e 150
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