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About this document

Throughout this document, Storage Manager Version 9 refers to all version 9.1
software release levels. References to other Storage Manager versions refer
exclusively to those releases.

This document provides information about how to plan, install, configure, and work
with IBM® TotalStorage® FAStT Storage Manager Version 9.1 in each of the
following Intel® processor-based operating systems:

Windows® 2000
Windows Server 2003
Novell NetWare 6.0 and 6.5

Red Hat Enterprise Linux Advanced Server 2.1 (formerly Red Hat Linux
Advanced Server 2.1)

United Linux 1.0 IA-64

United Linux 1.0

— SuSE Linux Enterprise Server 8 (SLES 8)

— Turbolinux Enterprise Server 8 (TLES 8)

— Conectiva Linux Enterprise Edition Powered by United Linux
VMware ESX Server 2.1

Use this document to perform the following tasks:

Determine the hardware and software that you will require to install the storage
management software.

Integrate the necessary hardware components into your network.

Install the FASIT Storage Manager software.

Upgrade controller firmware, if necessary.

Identify storage management features that are unique to your installation.

Notes:

1.

© Copyright IBM Corp. 2004

The controller firmware version 06.10.xx.xx and NVSRAM that ship with the IBM
FASIT Storage Manager Version 9.1 support only the following FAStT storage
servers:

* FAStT600 Turbo Option; Machine Type 1722; Model Number 60U
* FAStT600 Turbo Option; Machine Type 1722; Model Number 60X
* FAStT700; Machine Type 1742; Model Number 1RU
* FAStT700; Machine Type 1742; Model Number 1RX
* FAStT900; Machine Type 1742; Model Number 90U
* FAStT900; Machine Type 1742; Model Number 90X

There is no controller firmware version 6.10.xx for the following FAStT storage
servers:

* FAStT100 — all models

* FAStT600 — base and SCU models
» FAStT200

* FAStT500

Please contact your IBM reseller or representative regarding any future
availability of 6.10.x controller firmware for these FAStT storage servers.

Xi



Who should read this document

This document is intended for system and storage administrators who are
responsible for installing software. Readers should have knowledge of Redundant
Array of Independent Disks (RAID), Small Computer System Interface (SCSI), and
Fibre Channel technology, They should also have working knowledge of the
applicable operating systems that are used with the management software.

FASLT installation process overview

gives an overview of the FAStT hardware and the FAStT Storage Manager
software installation process. Lined arrows in the flow chart indicate consecutive
hardware and software installation process steps. Labeled arrows indicate which
document provides detailed information about a step.

Install Process Documentation

* FC Planning and
Plan installation Integration: User's Guide

Connect Power and FASLT Storage Sever

and Svc Info g Start Server Installation Guide
¥ FAStT Storage Manager Fibre Channel
Concepts Guide v Hardware Maintenance
Install Storage VT e and Problem
Server/RAID Controller FASIT Storage Svr 1 Determination Guide
Enclosure(s) in Rack Installation Guide operation w/ LEDs
FAStT RAID Controller
Enclosure Unit Install A 4
Install Storage L__and Users Guide Prepare for
Expansion Unit(s) . Installation of
FASLT Storage I'Exp Units SM Software FASIT Storage
Install and User's Guides Manager Installation
and support
Make FC Connections — Vd i OS Guides
nstall an erl
FASIT Storage Manager
SM SW on Host and Copy Services
SET Link Speed Workstation User's Guide
(1GB or 2GB) FASIT and HBA Install

A\ 4
Complete SM SW
Installation

and User's Guides

Determine
Management
Method

FASLT Fibre Channel
Storage Server
Installation Guides

Out-of-Band

Fibre Channel Cabling Configure Storage Online Help

Install Network Instructions Hardware
Hardware; Prep are
Network Connection
| > Configure Storage

Subsystems on Host

For pSeries Server and 6227 or 6228 HBA use only

Figure 1. Installation process flow by current publications

FAStT Storage Manager Version 9 library

[Table 1 on page xiiil presents an overview of FAStT Storage Manager product library
documents by the common tasks that they address. Click on active links in the
tables to access those documents currently available on the Internet. You can
access documentation for the other FASIT products at the following Web site:

www-1.ibm.com/servers/storage/support/fastt/index.html|

xii 1BM TotalStorage FAStT Storage Manager Version 9 Installation and Support Guide for Intel-based Operating System
Environments


http://www-1.ibm.com/servers/storage/support/fastt/index.html

Table 1. TotalStorage FASIT Storage Manager Version 9.1 titles by user tasks

Title

User tasks

Planning

Hardware
installation

Software
installation

Configuration

Operation and | Diagnosis and
administration | maintenance

IBM TotalStoragg
FASLT Storag
Manager Version 4
Installation and|
Support Guide forl
Intel-based
Operating System|

Environments,)
GC26-764

IBM TotalStoragé
FASLtT Storag
Manager Version 4
Installation and|
Support Guide forl
AIX, UNIX, Solaris
and Linux on Power)

GC26-7644

IBM TotalStora
FASLT Storag
Manager Version 9
Copy Service
User’s Guide,
GC26-766

IBM TotalStora
FASIT Storag
Manager Version 9

Concepts Guide,
GC26-7661

About this document
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How this document is organized

[Chapter 1, “Introduction,” on page 1|provides an overview of IBM FAStT Storage
Manager Version 9.1 and describes storage subsystem management methods,
configuration types, types of installations, and installation requirements.

|Chapter 2, “Preparing for installation,” on page 33|discusses preparing for a network
installation, including setting up a Dynamic Host Configuration Protocol/Boot
Protocol (DHCP/BOQOTP) server on Windows 2000, Windows Server 2003,
NetWare, Linux, and UNIX® platforms. It also describes other setup tasks.

Chapter 3, “Installing Storage Manager software in a standard Windows|
configuration,” on page 53 provides installation instructions for Windows 2000, and
Windows 2000 Server software components in a standard (noncluster) environment.

Chapter 4, “Installing Storage Manager software in a Windows cluster server|
environment,” on page 61| provides installation instructions for Windows 2000, and
Windows 2000 Server software in a cluster server environment.

Chapter 5, “Installing Storage Manager software in a standard NetWare|
configuration,” on page 81| provides installation instructions for the storage
management software in standard (noncluster) and cluster server configurations in
the NetWare operating system environment.

Chapter 6, “Installing Storage Manager software in a Linux configuration,” on page]
87| provides installation instructions for the storage management software in a Linux
operating system environment.

Chapter 7, “Installing Storage Manager software in a VMware ESX Server
configuration,” on page 95| provides installation instructions for the storage
management software in a VMware ESX Server operating system environment.

[Chapter 8, “Completing Storage Manager 9.1 installation,” on page 97 discusses
completion of Storage Manager software on Windows 2000, Windows 2000 Server,
NetWare, and Linux platforms. It provides details on starting the Enterprise
Management window, performing an automatic discovery of storage subsystems,
adding devices, setting up alert notifications, downloading firmware and nonvolatile
storage random access memory (NVSRAM), creating arrays and logical drives, and
other storage subsystem management tasks.

Chapter 9, “Using the storage management software for Windows and NetWare,” on|
page 11§| provides information about adding and deleting logical drives, using the
hot_add and SMdevices utilities, starting and stopping the host-agent software, and
uninstalling Storage Manager components in Windows 2000, Windows 2000 Server,
and NetWare operating system environments.

IAppendix A, “Windows operating system limitations,” on page 123| discusses
Windows 2000, and Windows Server 2003 operating system limitations and other
operating system issues.

|Appendix B, “NetWare operating system limitations,” on page 131| discusses
NetWare operating system limitations and other related operating system issues.

|Appendix C, “Linux operating system limitations,” on page 133| discusses Linux
operating system limitations and other related operating system issues.
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lAppendix D, “VMware ESX Server operating system limitations,” on page 135|
discusses VMware ESX Server operating system limitations and other related
operating system issues.

lAppendix E, “Storage subsystem and controller information record,” on page 137
provides a data sheet template that you can use to create a controller information
record.

|Appendix F, “Additional FAStT documentation,” on page 139|provides an overview
of the FAStT900, FAStT700, and FAStT600 Fibre Channel Storage Server product
libraries, as well as other related documents.

Notices that this document uses

This document contains the following notices designed to highlight key information:
* Notes: These notices provide important tips, guidance, or advice.

» Important: These notices provide information that might help you avoid
inconvenient or problem situations.

» Attention: These notices indicate possible damage to programs, devices, or
data. An attention notice is placed just before the instruction or situation in which
damage could occur.

Getting information, help, and service

If you need help, service, or technical assistance or just want more information
about IBM and IBM products, you will find a wide variety of sources available from
IBM to assist you. This section contains information about where to go for additional
information, what to do if you experience a problem with your IBM @server
xSeries® or IntelliStation® system, and whom to call for service, if it is necessary.

Before you call

Before you call, make sure that you take these steps to try to solve the problem
yourself:

» Check all cables to make sure that they are connected.
» Check the power switches to make sure that the system is turned on.

* Use the troubleshooting information in your system documentation, and use the
diagnostic tools that come with your system.

* Go to the IBM Support Web site at:

[www.ibm.com/pc/support/|

to check for technical information, hints, tips, and new device drivers.
Use an IBM discussion forum on the IBM Web site to ask questions.

You can solve many problems without outside assistance by following the
troubleshooting procedures that IBM provides in the online help or in the
publications that are provided with your system and software. The information that
comes with your system also describes the diagnostic tests that you can perform.
Most xSeries and IntelliStation systems, operating systems, and programs come
with information that contains troubleshooting procedures and explanations of error
messages and error codes. If you suspect a software problem, see the information
for the operating system or program.

About this document XV
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Using the documentation

Web sites

Information about your IBM @server xSeries or IntelliStation system and
preinstalled software, if any, is available in the documentation that comes with your
system. That documentation includes printed documents, online documents, readme
files, and help files. See the troubleshooting information in your system
documentation for instructions for using the diagnostic programs. The
troubleshooting information or the diagnostic programs might tell you that you need
additional or updated device drivers or other software. IBM® maintains pages on the
World Wide Web where you can get the latest technical information and download
device drivers and updates. To access these pages, go to the Web site at:

www.ibm.com/pc/support/

and follow the instructions. Also, to order publications through the IBM Publications
Ordering System, go to the Web site at:

www.elink.ibmlink.ibm.com/public/applications/publications/cgibin/pbi.cgil

Locate up-to-date information about FAStT Fibre Channel Storage Servers and
FASIT Storage Manager 9.1, including documentation and the most recent software,
firmware, and NVSRAM downloads at the following Web sites.

IBM xSeries servers
For IBM xSeries information, go to the Web site at:

www.ibm.com/eserver/xseries/

IBM IntelliStation
For IBM IntelliStation information, go to the Web site at:

www.ibm.com/pc/intellistation/]

FAStT Fibre Channel Storage Servers
Find the latest information about all of the IBM FAStT Fibre Channel
Storage Servers at:

www.ibm.com/storage/disk/fastt/

IBM TotalStorage products
Find information about all IBM TotalStorage products at:

www.ibm.com/storage]

TotalStorage FAStT interoperability matrix
Find the latest information about operating system and host bus adapter
(HBA) support, clustering support, storage area network (SAN) fabric
support, and Storage Manager feature support at:

|www.ibm.com/storage/disk/fastt/supserver.htm/1

IBM Service
For service information for your IBM products, including supported options,
go to the Web site at:

www.ibm.com/pc/support/
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FASIT technical support
Find FASIT software downloads, hints and tips, documentation, parts
information, HBA and fibre channel support at:

www-1.ibm.com/servers/storage/support/fastt/index.html|

If you click Profile from the support page, you can create a customized
support page. The support page has many sources of information and ways
for you to solve problems, including how to:

» Diagnose problems, using the IBM Online Assistant.

* Download the latest device drivers and updates for your products.

* View Frequently Asked Questions (FAQ).

* View hints and tips to help you solve problems.

» Participate in IBM discussion forums.

» Set up e-mail notification of technical updates about your products.
Premium feature activation

Enable a premium feature on a FAStT600 or FAStT900 by using the online
tool at:

www.storage.ibm.com/pfeatures.html|

IBM Publications Center
Order IBM publications at:

www.ibm.com/shop/publications/order/|

Software service and support

Through the IBM Support Line, for a fee, you can get telephone assistance with
usage, configuration, and software problems with xSeries servers, IntelliStation
workstations and appliances. For information about which products are supported
by Support Line in your country or region, go to the Web site at:

www.ibm.com/services/sl/products/|

For more information about Support Line and other IBM services, go to the Web
site at:

www.ibm.com/services/

or, for support telephone numbers, go to the Web site at:

www.ibm.com/planetwide]

Hardware service and support

You can receive hardware service through IBM Integrated Technology Services or
through your IBM reseller, if your reseller is authorized by IBM to provide warranty
service. For support telephone numbers, go to the Web site at:

www.ibm.com/planetwide/|

In the U.S. and Canada, hardware service and support are available 24 hours a
day, 7 days a week. In the U.K., service and support are available Monday through
Friday, from 9 a.m. to 6 p.m.
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How to send your comments

Your feedback is important to help us provide the highest quality of information. If
you have any comments about this document, please either fill out the Readers’
comments form (RCF) at the back of this document and give it to an IBM
representative, or submit it in one of the following ways:

e E-mail

Submit your comments over the Internet to:

[starpubs @ us.ibm.com|
— Submit your comments over IBMLink™ from the U.S.A. to:

STARPUBS at SUIEVM5
— Submit your comments over IBMLink from Canada to:

STARPUBS at TORIBM
— Submit your comments over IBM Mail Exchange to:

USIB3WD at IBMMAIL

Be sure to include the name and order number of the document and, if
applicable, the specific location of the text that you are commenting on, such as
a page or table number.

*  Mail
Complete the readers’ comments form (RCF) at the back of this document and

return it by mail. If the RCF Business Reply Mailer has been removed, you may
address your comments to:

International Business Machines Corporation
Information Development

Dept. GZW

9000 South Rita Road

Tucson, Arizona 85744-0001

U.S.A.
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Chapter 1. Introduction

IBM FAStT Storage Manager version 9.1x host software supports new features
incorporated into the latest release of controller firmware version 06.10.xx.xx. This
version of FAStT Storage Manager also manages FAStT Storage Servers with all
general released firmware versions from 04.01.xx.xx through 05.4x.xx.xx. See
for information on latest supported controller firmware code levels available
for all FAStT Storage Server models. New features associated with the 06.10.xx.xx
controller firmware are listed in [‘'New features” on page 2] All of the controller
firmware versions listed below are available free-of-charge. However, you must
purchase an EXP100 Expansion Enclosure or FAStT100 Storage Server to obtain
controller firmware code versions 05.41.xx.xx or 05.42.xx.xx, respectively.

Table 2. Current firmware versions by server and environment

Latest controller |Latest controller
firmware version |firmware version
Storage server Machine | Model for fibre channel |for SATA
name type number environment environment
IBM Netfinity Fibre 3526 1RU 04.01.xx.xx N/A
Channel RAID 1RX
Controller Unit
FAStT100 1724 100 N/A 05.42.xx.xX
FAStT200 High 3542 2RU 05.30.XX.XX N/A
Availability (HA) 2RX
FAStT200 1RU
1RX
FAStT500 3552 1RU
1RX
FAStT600 Base 1722 6LU 05.34.xx.Xx 05.41.xx.xx
FAStT600 Single 6LX N/A
Controller Unit (SCU)
FAStT600 Turbo 60X 06.10.xx.xx 06.10.xx.xx
Option 60U
FAStT700 1742 1RU 06.10.XX.XX
1RX
FAStT900 90U 06.10.xx.xx
90X

This document provides information on how to prepare, install, configure, and start
IBM TotalStorage FASIT Storage Manager Version 9.1 in the following operating
system environments:

* Windows 2000

* Windows Server 2003

* Novell NetWare

* Linux

* VMware ESX Server 2.1

Note: For analogous information regarding other operating systems, see the IBM

TotalStorage FASIT Storage Manager 9 Installation and Support Guide for
AIX, UNIX, Solaris and Linux on Power.
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Consult your IBM service representative for any future support of additional
operating system environments.

Before you begin the installation of this product, consult the following
documentation:
* readme.txt file

Read this document first. It supplies information associated with operating
systems on which you can install Storage Manager software. A readme file is
located in the root directory of each of four installation CDs associated with
supported operating systems. For the latest installation and user information,
refer to the following IBM Web site:

[www-1.ibm.com/servers/storage/support/fastt/index.html|
* IBM TotalStorage FAStT Storage Manager Concepts Guide

Use this document to become familiar with terminology and features of the IBM
TotalStorage FASIT Storage Manager software. To download this book, go to the
Web site at:

[www-1.ibm.com/servers/storage/support/fastt/index.html|

When you finish the installation process, refer to the following online help systems:
* Enterprise Management window help

Use this online help system to learn more about working with the entire
management domain.

» Subsystem Management window help

Use this online help system to learn more about managing individual storage
subsystems.

You can access these help systems from within the Storage Manager 9.1 Client.
From either an Enterprise Management or Subsystem Management window, click
Help or press F1.

After you install IBM FAStT Storage Manager Version 9.1, consider installing the
FASIT Management Suite Java (FAStT-MSJ) diagnostic program. You can use
these programs to verify the status of the fibre channel connections before you use
the storage subsystem.

The IBM FASIT MSJ User’s Guide and the FAStT-MSJ program are located on the
IBM FASET Storage Manager Version 9.1 CD where associated with your particular
operating system.

Note: If your FASIT Storage Server is connected to a fibre channel host bus
adapter (HBA) in the host server in a SAN environment, consider purchase
one of the following software applications helpful for SAN management and
troubleshooting.

* |IBM Tivoli SAN Manager

e McData SANavigator

New features

This section describes the standard features that are part of the Storage Manager
version 9.1 software. Your storage subsystem firmware must be version 6.10.xx.xx if
you plan to use any of the features listed in this section. Exceptions associated with
the EXP100 Expansion Enclosure and FAStT100 Storage Server are listed in

[Table 2 on page 1}
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The following new features and support have been added to the Storage Manager
version 9.1 software:

» Enhanced Remote Mirror functionality

Besides Metro Mirroring, IBM FAStT Storage Manager now supports Global
Mirroring and Global Copy. For details, see the IBM TotalStorage FAStT Storage
Manager Version 9 Copy Services User's Guide. More detailed information is
also available in .

+ Staged controller firmware download
See online help to learn more about this feature.

Note: The option to activate firmware at a later time is not supported on the
FAStT700.

» Parallel drive firmware download
See online help to learn more about this feature.
* Mixed drive types and improved configuration
See online help to learn more about this feature.
* Linux MPP-based multipath support
See the Linux RDAC Failover readme to learn more about this feature.
* Full command line SMcli support
See online help to learn more about this feature.

Premium features

— FAStT100 and FAStT600

» The Enhanced Remote Mirroring feature is not currently supported on either
the FAStT100 or FAStT600 Base or Single Controller Unit models.
FAStT600 Turbo Option Fibre Channel Storage Servers do support the
Remote Mirror feature.

» Storage Partitioning is not a standard feature on the FAStT100 or
FAStT600.

Four premium features can be enabled on all FAStT subsystems by purchasing a
premium feature key. These include FlashCopy, Remote Mirror option, VolumeCopy,
and Storage Partitioning (standard on all but the FAStT600 and FAStT600 Turbo
Option). Each of these features is described in the following section.

FlashCopy
This feature supports the creation and management of FlashCopy logical
drives. A FlashCopy logical drive is a logical point-in-time image of another
logical drive, called a base logical drive, that is in the storage subsystem. A
FlashCopy is the logical equivalent of a complete physical copy, but you
create it much more quickly and it requires less disk space. Because a
FlashCopy is a host addressable logical drive, you can perform backups
using the FlashCopy while the base logical drive remains online and
user-accessible. In addition, you can write to the FlashCopy logical drive to
perform application testing or scenario development and analysis. The
maximum number of FlashCopy logical drives allowed is one half of the
total number of logical drives supported by your controller model.

Enhanced Remote Mirror Option
The Enhanced Remote Mirror option is used for online, real-time replication
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of data between storage subsystems over a remote distance. In the event
of a disaster or unrecoverable error on one storage subsystem, the Remote
Mirror Option enables you to promote a second storage subsystem to take
over responsibility for normal input/output (1/0) operations.

Enhancements to the Remote Mirror feature for Storage Manager version
9.1 software include:

Delta Logging

Synchronization previously required a complete recopy of the
primary Remote Mirror volume. It now only requires updates to
the LBAs that were changed.

A repository volume is now used to store a queue of outstanding
write operations for the secondary Remote Mirror.

Updates to the secondary Remote Mirror are now a background
operation once the connection is restored.

Suspend/Resume

Uses the delta-logging facility to manage the suspension and
resumption of I/0O activity with the secondary Remote Mirror.

Based on the delta logging functionality of outstanding 1/0
requests.

Allows suspension and later resumption of asynchronous
operation with the secondary Remote Mirror.

A suspend command stops I/O writes to secondary Remote
Mirror.

A resume command initiates a partial re-synchronous
accumulation of log entries and continues primary write
synchronization.

Global Copy and Global Mirroring (Asynchronous Write Mode)

Allows host acknowledgement of a write operation before data is
successfully written to the secondary Remote Mirror.

Uses a repository volume to hold write data until an
acknowledgment is received from the secondary Remote Mirror.

Write Order Consistency allows for write order preservation to the
secondary Remote Mirror under asynchronous writes.

Write order consistency is maintained across all of the volumes
configured for this mode of operation.

Ensures that the write order to a secondary Remote Mirror is the
same as the acknowledged order to a host.

Asynchronous Write Mode without write order consistency is
referred to as Global Copy.

Asynchronous Write Mode with write order consistency is
referred to as Global Mirroring.

Read access to secondary Remote Mirror

Allows direct host Read access to a secondary Remote Mirror.

Allows for creation of FlashCopy volume of the secondary
Remote Mirror volume.

Allows Read and Write access to the FlashCopy volume of the
secondary mirror volume.

Inter-array Communication Diagnostics
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* Improves return status for failed Remote Mirror creation
requests as follows:

— Array to fabric connection
— Array to array communication
— Array to volume on remote system

» Allows the user to test connectivity between mirrors after Remote
Mirror relationships are established.

Increased number of Remote Mirror relationships
The number of Remote Mirror relationships now supported is 64.

Note: The terms Remote Mirror and Enhanced Remote Mirror are
used interchangeably throughout this document, the FAStT
Storage Manager client program GUI and online help.

Increased maximum distance between nodes
The maximum distance between nodes in Metro Mirroring
(synchronous write mode) configurations is increased with this
update.

VolumeCopy
The VolumeCopy feature is a firmware-based mechanism for
replicating logical drive data within a storage array. This feature is
designed as a system management tool for tasks such as
relocating data to other drives for hardware upgrades or
performance management, data backup, or restoring FlashCopy
logical drive data. Users submit VolumeCopy requests by specifying
two compatible drives. One drive is designated as the Source and
the other as the Target. The VolumeCopy request is persistent so
that any relevant result of the copy process can be communicated
to the user.

Note: The terms VolumeCopy and Logical Drive Copy are used
interchangeably throughout this document, the FAStT
Storage Manager client program GUI, and online help.

Storage Partitioning

Storage Partitioning allows the user to present all storage volumes
to a SAN through several different partitions by mapping storage
volumes to a LUN number, each partition presenting LUNs 0 - 255.
This volume/LUN mapping applies only to the host port or ports that
have been configured to access that LUN. A given storage volume
can have only one Host/LUN mapping. This feature allows the total
number of configurable storage volumes supported by the array to
be much greater than the number of addressable storage devices.

This feature also allows the support of multiple hosts using different
operating systems and their own unique disk storage subsystem
settings to be connected to the same FASIT Storage Server at the
same time (heterogeneous host environment).

Storage Manager 9.1 limitations

Because there is no Storage Manager 9.1-level controller firmware version
06.10.xx.xx and NVSRAM for FAStT100 (1724-100), FAStT200 (3542, all models),
FAStT500 (3552, all models), FAStT600 (1722-60U and -60X), or FAStT600 Single
Controller Unit (1722-6LU and -6LX), Storage Manager 9.1 features are unavailable
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for these products. However, IBM recommends that you use Storage Manager 9.1
host software to manage these Storage Manager servers, provided the installed
controller firmware in these models is version 04.10.xx.xx or higher. See

Supported machine types

provides a list of FAStT machine types, their all inclusive supported storage
management host software and compatible FAStT Storage Server controller
firmware versions.

Table 3. Machine types and supported storage management software

Supported Storage

Machine Firmware |Manager software
Product name type Model |version version
IBM Netfinity® Fibre Channel 3526 1RU 4.x 7.0,7.01,7.02, 7.10,
RAID Controller Unit 1RX 8.0, 8.2, 8.21, 8.3,
8.41,8.42, 9.1
IBM TotalStorage FAStT100 1724 100 5.42.xx.xx [8.42, 9.1
Storage Server (supports
FAStT100
only)
IBM FAStT200 Storage Server 3542 1RU 4.x, 7.02,7.10, 8.0, 8.2,
1RX 5.20.xx.xx |8.21, 8.3, 8.41, 8.42,
5.30.xx.xx |9.1
IBM FAStT200 High Availability 3542 2RU 4.x, 7.02,7.10, 8.0, 8.2,
(HA) Storage Server 2RX 5.20.xx.xx |8.21, 8.3, 8.41, 8.42,
5.30.xx.xx |9.1
IBM Netfinity FAStT500 RAID 3552 1RU 4.x, 7.0,7.01,7.02, 7.10,
Controller Enclosure Unit 1RX 5.00.xx.xx |8.0, 8.2, 8.21, 8.3,
(no longer available for purchase) 5.20.xx.xx |8.41, 8.42, 9.1
5.21.xx.xx
5.30.xx.xx
IBM TotalStorage FAStT600 Fibre | 1722 6LU 5.34.xx.xx |8.41.xx.03 or later,
Channel Storage Server 6LX 8.42, 9.1

60U 5.38.xx.xx [8.3, 8.4, 8.41, 8.42, 9.1
60X 5.34.xx.xx
(Base |5.40.xx.xx
Model) | (Turbo
Model
only)

60U
60X 5.41.XX.XX
(Turbo | (supports
Model) |EXP100
only)

IBM TotalStorage FAStT700 Fibre | 1742 1RU 5.00.xx.xx |8.0, 8.2, 8.21, 8.3,
Channel Storage Server 1RX 5.20.xx.xx |8.41, 8.42, 9.1

5.21.xX.Xx
5.30.xx.xx
5.40.xx.Xx

06.10.xx.xx
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Table 3. Machine types and supported storage management software (continued)

Supported Storage
Machine Firmware |Manager software
Product name type Model |version version

IBM TotalStorage FAStT900 Fibre | 1742 90X 5.30.xx.xx [8.3, 8.4, 8.41, 8.42, 9.1
Channel Storage Server 90U 5.40.xx.xx

5.41.xX.XX
(supports
EXP100
only)

06.10.xx.xx

Notes:

1. Firmware level 05.41.xx.xx provides EXP100 expansion enclosure support only
for FAStT600 Base models.

2. Firmware level 5.40.xx.xx and earlier provide support for EXP500 and EXP700
expansion enclosures only.

Note: Firmware version 6.10.xx.xx provides support for both fibre channel and
SATA expansion enclosures, as long as they are not intermixed in the
same FAStT Storage Server configuration.

3. Controller firmware versions regulate the function of any given Storage Manager
client code version release. You might need to purchase the appropriate
firmware upgrade or hardware option to enable the function of your particular
Storage Manager client code version release. Storage subsystem firmware must
be at version 04.00.02.xx or higher to be managed with Storage Manager
versions 8.0, 8.2, 8.21, 8.3, 8.4, 8.41, 8.42, or 9.1.

4. This table associates all compatible controller firmware and management
software versions for the various FAStT Storage Server products. To ensure the
highest level of compatibility and error-free operation, the controller firmware for
all FAStT Storage Server products should be 05.3x.xx.xx-level (except for
machine type 3526, for which the latest available firmware level is 04.01.xx.xx.)
and the management software version should be 08.4x.xx.xx-level or higher.

Terms to know

If you are upgrading from a previous version of Storage Manager software, some of
the terms you are familiar with have changed. It is important that you familiarize
yourself with the new terminology. provides a list of some of the changed
terms. For further information on terminology, see the Help section of the Storage
Manager Enterprise Management window, the Storage Subsystem Management

window, or the glossary on page

Table 4. New terminology

Term used in previous versions New term

RAID module Storage subsystem
Drive group Array

Volume Logical drive

It is important to understand the distinction between the following two terms when
you read this document.
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Management station
A management station is a system that is used to manage the storage
subsystem. You can attach it to the storage subsystem in either of the
following ways:

* Through a TCP/IP Ethernet connection to the controllers in the storage
subsystem

» Through a TCP/IP connection to the host-agent software that is installed
on a host computer, which in turn is directly attached to the storage
subsystem through the fibre-channel input/output (1/O) path

Host computer
A host computer is a system that is directly attached to the storage
subsystem through a fibre-channel 1/O path. This system is used to perform
the following tasks:

« Serve data (typically in the form of files) from the storage subsystem

» Function as a connection point to the storage subsystem for a
remote-management station

Notes:

1. The terms host and host computer are used interchangeably throughout
this document.

2. A host computer can also function as a management station.

IBM FAStT Storage Manager Version 9.1 software for Windows
Storage Manager Version 9.1 contains the following software components for
Windows 2000 and Windows Server 2003:
* The following component installs on both the host and management station:
— Storage Manager 9.1 Client (SMclient)
* The following components install only on the host:
— Redundant Disk Array Controller (RDAC)
— Storage Manager 9.1 Agent (SMagent)
— Storage Manager 9.1 Utility (SMutil)

Storage Manager 9.1 Client

The Storage Manager 9.1 Client (SMclient) component provides the graphical user
interface (GUI) for managing storage subsystems. The SMclient contains two main
components:

« Enterprise Management. You can use the Enterprise Management component
to add, remove, and monitor storage subsystems within the management
domain.

* Subsystem Management. You can use the Subsystem Management component
to manage the components of an individual storage subsystem.

The Event Monitor is a separate program that is bundled with the SMclient. If
installed, it monitors storage subsystems whenever the Enterprise Management
window is closed. It runs continuously in the background and can send alert
notifications in the event of a critical problem.

Redundant disk array controller

The redundant disk array controller (RDAC) contains the multi-path device driver
that is necessary to provide controller failover support when a component on the
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fibre-channel 1/0 path fails. For RDAC in Storage Manager 9 and higher, a
maximum of four end-to-end fibre-channel paths from the host to the storage
subsystems are supported.

Storage Manager 9.1 Agent

The Storage Manager Agent (SMagent) provides a management conduit for the
SMclient to configure and monitor the subsystem through the fibre-channel I/O path.
The agent also provides local or remote access to the SMclient depending on
whether the client is installed on the host or in a network management station over
the TCP/IP network.

Storage Manager 9.1 Utility

The Storage Manager 9.1 Utility (SMutil) dynamically defines and maps new logical
drives to the operating system. This software package contains the following
components:

* hot_add utility. The hot_add utility enables you to register newly created logical
drives with the operating system. For more information, see [Using the hot_add|
[utility” on page 116

» SMdevices utility. The SMdevices utility enables you to associate storage
subsystem logical drives with operating-system device names. For more
information, see [‘Using the SMdevices utility” on page 116/

* SMrepassist utility. The SMrepassist utility enables you to perform the following
tasks:

— Flush cached data before creating a FlashCopy or VolumeCopy.

— This is a Windows-only utility. Unmount the file system when using other
operating systems.

For more information, see[‘Using the SMrepassist utility” on page 117

IBM FAStT Storage Manager Version 9.1 software for NetWare
Storage Manager Version 9.1 contains the following software components for
NetWare:
* The following components install on both the host and management station:
— Storage Manager 9.1 Client (SMclient)
» The following components install only on the host:
— LSIMPE.CDM

Versions of this component appear on the latest IBM fibre channel HBA
device driver for NetWare, on Novell NetWare Support Packs and on the
Novell web site. Always select the latest version of this component for use.
Download this software component from the following Web site:

lsupport.novell.com|

IBM FAStT Storage Manager Version 9.1 software for Linux

Storage Manager Version 9.1 contains the following software components for Linux:
» The following components install on both the host and management station:
— Storage Manager 9.1 Runtime (SMruntime)
This component contains the Java JRE for other software packages.
— Storage Manager 9.1 Client (SMclient)
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This component is necessary if you intend to manage the storage subsystem
from a host computer or a management station.

* If you choose Linux as the failover multipath driver, the following components
install only on the host:

— Storage Manager 9.1 Utility (SMutil)

This component packaged with the SMclient package contains the hot_add
and SMdevices utilities.

— Storage Manager 9.1 RDAC (SMRDAC)
This component provides multipath failover/failback capability.
— Storage Manager 9.1 Agent (SMagent)

This component is necessary if you intend to use the host-agent (in band)
management method. It requires that you first install RDAC.
 If you choose the QLogic HBA failover driver as the multipath failover/failback

driver, the following components install only on the host:

— Storage Manager 9.1 Utility (SMutil)

— FAStT Management Suite Java" (FAStT MSJ)
This component is optional if you installed RDAC to provide FC HBA
diagnostic functions. It is required if you did not install RDAC. It is necessary

to configure the LUN failover/failback path information for the Linux fibre
channel Host Bus Adapter failover device drivers.

— IBM FAStT-MSJ QLremote agent

Storage subsystem management methods
Storage Manager software provides the following two methods for managing
storage subsystems:
* The host-agent management method
* The direct management method

— Note:

* You must make direct (out-of-band) connection to the FAStT Storage Server
in order to obtain the correct host type. The correct host type will allow the
FAStT Storage Server to configure itself properly for the operating system of
the host server. After you do so, and depending on your particular site
requirements, you can use either or both management methods. The
management methods you select will determine where you will need to
install the software components.

» To optimize FAStT Storage Server management availability and access,
IBM recommends that you configure both in-band and out-of-band
management connections. In such an arrangement, should either
connection type fail, you should still able to manage your storage server
using the other connection.

* If you establish management connections from multiple management
stations or hosts to the same FAStT Storage Servers, it is best practice to
have only one active management connection to the FAStT Storage Server
at a time, even though IBM supports up to eight simultaneous active
management sessions to a given FAStT Storage Server.

« Storage Manager 9.1 supports only the out-of-band management method
for use with the Linux operating system when no Linux RDAC is used.

10 1BM TotalStorage FAStT Storage Manager Version 9 Installation and Support Guide for Intel-based Operating System

Environments



Host-agent (in-band) management method
When you use the host-agent (in-band) management method, you manage the
storage subsystems through the fibre-channel 1/0 path to the host. The

management information can either be processed in the host or passed to the
management station through the network connection, as shown in |Figure 2.0n page|

Managing storage subsystems through the host-agent has the following
advantages:

e Ethernet cables do not need to be run to the controllers.

* A Dynamic Host Configuration Protocol/Bootstrap Protocol (DHCP/BOOTP)
server is not needed to connect the storage subsystems to the network.

» The controller network configuration tasks that are described in [Chapter 2,
[‘Preparing for installation,” on page 33, do not need to be performed.

* A host name or IP address must only be specified for the host instead of for the
individual controllers in a storage subsystem. Storage subsystems that are
attached to the host are automatically discovered.

Managing storage subsystems through the host-agent has the following
disadvantages:

* The host-agent requires a special logical drive, called an access logical drive, to
communicate with the controllers in the storage subsystem. Therefore, you are
limited to configuring one less logical drive than the maximum number that is
allowed by the operating system and the host adapter that you are using.

 If the connection through the fibre channel is lost between the host and the
subsystem, the subsystem cannot be managed or monitored.

Note: The access logical drive is also referred to as the Universal Xport Device.

Important: If your host already has the maximum number of logical drives
configured, either use the direct-management method or give up a logical drive for
use as the access logical drive. For more information, see [‘Number of supported|
logical drives” on page 31
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Running the
host-agent software
’ Controller ‘ ffffff ;
’ Controller ‘
Host computer
Fibre Channel
47 /0 path
’ Controller ‘ Network—»
’ Controller ‘

Storage subsystems

Note: The host can
act as a management
station also.

Management station
(one or more) $J000879

Figure 2. Host-agent (in-band) managed storage subsystems

Direct-management (out-of-band) method

When you use the direct-management (out-of-band) method, you manage storage
subsystems directly over the network through a TCP/IP Ethernet connection to each
controller. To manage the storage subsystem through the Ethernet connections, you
must define the IP address and host nhame for each controller. Each of the storage
subsystem controllers must be connected, through a cable connected to the RJ-45
connector, to an Ethernet network, as shown in|Figure 3 on page 14{

Managing storage subsystems using the direct-management (out-of-band) method

has the following advantages:

* The Ethernet connections to the controllers enable a management station
running SMclient to manage storage subsystems that are connected to a host
running any of the operating systems that Storage Manager 9.1 supports.

* An access logical drive is not needed to communicate with the controllers. You
can configure the maximum number of logical drives that are supported by the
operating system and the host adapter that you are using.

* You can manage and troubleshoot the storage subsystem when there are
problems with the fibre-channel links.

Managing storage subsystems using the direct-management (out-of-band) method
has the following disadvantages:
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* You need two Ethernet cables to connect the storage subsystem controllers to a
network.

* When adding devices, you must specify an IP address or host name for each
controller.

* Network preparation tasks are required and you might need a DHCP/BOOTP
server. For a summary of the preparation tasks, see|Chapter 2, “Preparing for|
[installation,” on page 33.|

You can avoid DHCP/BOOTP server and network tasks by assigning static IP
addresses to the controller, or by using a default IP address.

» To assign a static IP address, see the IBM support Web site at:
[www.ibm.com/pc/support/]

Refer to Retain Tip *H171389 Unable To Setup Networking Without
DHCP/BOQOTP.

» Storage subsystem controllers with firmware version 05.00.xx.xx or higher have
the following default settings.

Controller IP address Subnet mask

A 192.168.128.101 255.255.255.0

B 192.168.128.102 255.255.255.0
Notes:

1. If the storage subsystem controllers have firmware version 05.4x.xx.xx or
higher, use the Storage Manager Client Program to change the default IP
address.

2. You must make a direct management connection to the storage server using
the default IP addresses before you can change them.

[Figure 3 on page 14|shows a system in which storage subsystems are managed by
using the direct-management (out-of-band) method.
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’ Controller ‘ ***** !

’ Controller ‘
Host computer
| Fibre Channel
I/O path

’ Controller ‘

’ Controller ‘

Storage subsystems

<+— Ethernet

Management station
(one or more) ;500864

Figure 3. Direct-management (out-of-band) storage subsystems

Reviewing a sample network

[Figure 4 on page 15|shows an example of a network that contains both a
directly-managed storage subsystem (Network A) and a host-agent-managed
storage subsystem (Network B).

Directly-managed storage subsystem: Network A is a directly-managed storage
subsystem. Network A contains the following components:

e A DHCP/BOOTP server

* A network management station (NMS) for Simple Network Management Protocol
(SNMP) traps

* A host that is connected to a storage subsystem through a fibre-channel I/O path

* A management station that is connected by an Ethernet cable to the storage
subsystem controllers

Note: If the controllers, static IP addresses, or default IP addresses are used, you
do not need to setup the DHCP/BOOTP server.

Host-agent-managed storage subsystem: Network B is a host-agent-managed
storage subsystem. Network B contains the following components:

* A host that is connected to a storage subsystem through a fibre-channel I/O path
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* A management station that is connected by an Ethernet cable to the host

computer
Network A Fibre Channel
TCP/IP I/O path Ethernet
Storage
subsystem

’ ‘ ’ ‘ - finance

Network Host computer ', Controller || Management DHCP/BOOTP server

management Denver | Control station

station (IP address 7] ontroerji—" (one or more)

(for SNMP traps)192.168.128.112) Host name: Denver._a
(IP address 192.168.128.101)

hardware address 00.a0.b8.02.04.20
Host name: Denver_b

Router (IP address 192.168.128.102)
hardware address 00.a0.b8.00.00.d8

Network B Fibre Channel
TCP/IP I/0 path Ethernet
Storage
subsystem

Host computer | | Management
Atlanta ! Controlier station

(IP address ~ ‘——1|_Controller (one or more)

192.168.2.22) $J000882

Figure 4. Sample network using directly-managed and host-agent managed storage
subsystems

Where to install software components

How you manage the storage subsystems determines where you must install the
various software components.

Management stations
You must install the following software components on each management station:
» SMclient
* SMruntime (for Linux only)

Host computers
You must install the following software components on each host computer:
* RDAC (for Linux, Windows 2000, and Windows Server 2003 only)
*  SMutil (for NetWare, Linux, Windows 2000, and Windows Server 2003 only)
* LSIMPE.com (for NetWare only)

* IBM FAStT MSJ and QLRemote agent (for Linux only, if Linux RDAC is not
installed)
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Note: See the Linux RDAC README in the IBM FAStT Storage Manager for x86
Linux software package for detailed Linux RDAC installation instructions.

Depending on how you intend to manage the storage subsystems, you might need
to install the following additional host software components:

* SMruntime (for Linux only)
* SMclient
* SMagent (for Linux, Windows 2000, Windows Server 2003, and NetWare only)

Note: Install the SMagent on a host computer if you intend to manage the storage
subsystems using the host-agent management method.

You must install the SMclient on a host computer if you intend the host computer to
act as a management station. If the host computer is not connected to a network,
you must install TCP/IP software and assign an IP address.

Configuration types

You can install Storage Manager 9.1 in either of the two following configurations:
» Standard (noncluster) configuration
+ Cluster server configuration

— Although there is currently no support for Linux cluster server configurations,
you can contact IBM for updates regarding availability of such support in the
future.

— lllustrations of cluster server configurations that follow do not pertain to
NetWare or Linux.
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Standard (non-cluster) configuration
shows a sample standard (non-cluster) configuration.

Controller ‘
| RDAC, SMutil,
Controller ‘ SMagent
Host computer
“«———Fibre Channel
| I/O path
’ Controller ‘ ****** i
The SMclient software
’ Controller ‘ fffffff can also be installed
on the host computer.
Storage subsystems
SMclient
<+— Ethernet
Management station $J000869

Figure 5. Sample standard (non-cluster) configuration
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Cluster server configuration for Windows and NetWare

Figure 6[ shows a sample cluster server configuration.

RDAC, SMutil,
SMagent

Ethernet—»

SMclient

Management station
(one or more)

| &~

|

Cluster server
node A

The SMclient software
can also be installed on
the cluster nodes.

Storage subsystem

Figure 6. Sample cluster server configuration

/" Cluster server
node B

N
\
\

1
'

Managed hub or
switch

’ Controller ‘

’ Controller ‘

$J000870

Installation types

You can install Storage Manager software in either of the following types of

hardware environments:

* New storage subsystem environment. Use this hardware environment if you
are installing the IBM TotalStorage FASIT Fibre Channel Storage Server using
firmware 06.10.xx.xx and you will manage storage subsystems using Storage

Manager 9.1.

« Existing storage subsystem environment. If you are installing Storage
Manager software in an environment with existing storage subsystems, see

[Table 5 on page 19|for your installation options.

Notes:

1. Where you are instructed in the following table to uninstall Storage Manager
software, be sure to uninstall the management software on all management
systems or hosts that have access to the storage subsystem that has firmware
06.10.xx.xx. The Storage Manager 9.1 RDAC has new functionality and features
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and it is compatible with older versions of firmware. To ensure the highest level
of compatibility and error-free operation, install the Storage Manager 9.1 RDAC
on all host computers that have disks defined on storage subsystems that have
firmware level 06.10.xx.xx.

2. Because uninstallation and installation of RDAC in Windows operating systems
requires system reboot, it is possible to install all other components of Storage
Manager 9.1, except RDAC, so that you can download the new firmware
version (06.10.xx.xx) to the storage subsystem and manage it. Schedule an
RDAC installation as soon as possible to ensure error-free operation and the
highest level of compatibility.

3. Controller firmware version 05.42.xx.xx is associated only with the IBM
TotalStorage FAStT100 Storage Server. Do not load this controller firmware
version on any other FAStT Storage Server.

Table 5. Configurations for existing storage subsystems

Current environment

Planned environment

Action

(Machine type 1742)
Existing storage
subsystems with
controllers that have
firmware versions
05.00.xx.xx, 05.2X.XX.XX
or 05.3x.xx.xx

(Machine type 1722 —
Turbo Option model
only) Existing storage
subsystems with
controllers that have
firmware version
05.4%.XX.XX

Firmware version 1.

06.10.xx.xx

Storage Manager 9.1.
Note: Firmware version

06.10.XX.XX Supports 2.

both fibre channel
expansion enclosures

(EXP500 and EXP700) |3.

and SATA expansion
enclosures (EXP100) as
long as the fibre

channel and SATA 4.

expansion enclosures
are not intermixed.

Uninstall Storage Manager 8.4x. See
‘Uninstalling storage management
software components” on page 118
for more information.

Install Storage Manager 9.1. See
['New installation process” on page 53
for more information.

Discover the storage subsystems.
See [‘Performing an initial automatic|
discovery of storage subsystems” on|
page 97| for more information.
Download firmware and NVSRAM
version 06.10.xx.xx. See
‘Downloading controller and
NVSRAM ESM firmware” on page)
102| for more information.

Note: To incorporate SATA hardware in
an existing FAStT600 Turbo, FAStT700,
or FAStT900 storage subsystem, use the
the upgrade instructions in the EXP100
Installation and User’s Guide. Instead of
using the version 05.41.xx.xx firmware
indicated in that document, however, use
the version 06.10.xx.xx firmware.
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Table 5. Configurations for existing storage subsystems (continued)

Current environment

Planned environment

Action

(Machine type 1722 —
Base Option model
only) Existing storage
subsystems with
controllers that have
firmware version
05.4%.XX.XX

Firmware version
5.41.xXX.XX

Storage Manager 9.1.

Notes:

1. Perform upgrade of
machine types 1742
and 1722 to
firmware level
05.41.xx.xx only
when you no longer
plan to use these
storage servers to
manage EXP500
and EXP700
storage expansion
enclosures equipped
with fibre-channel
drives. Perform this
upgrade only when
you plan to use
these FAStT
Storage Servers
only to manage
EXP100 expansion
enclosures.

2. Firmware version
05.41.xx.xx supports
EXP100 expansion
enclosures only.

1.

This firmware ships as part of the
FAStT Storage Manager 8.41 Support
for FAStT EXP100 SATA Storage
Expansion Unit CD.

Uninstall Storage Manager 8.4x. See
"TUninstaIIing storage management
software components” on page 118|
for more information.

Install Storage Manager 9.1. See
FNew installation process” on page 53
for more information.

Follow the instructions to upgrade the
controller firmware in the IBM
TotalStorage FAStT EXP100
Installation and User’s Guide..

Note: Upgrade the controller firmware
using the version supplied on the FAStT
Storage Manager 8.41 Support for FAStT
EXP100 SATA Storage Expansion Unit
CD before downloading controller
firmware from the Web.

Only after you have done so, access the
Web to download controller firmware
version 5.41.xx.xx.
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Table 5. Configurations for existing storage subsystems (continued)

Current environment

Planned environment

Action

(Machine type 3552)
Existing storage
subsystems with
controllers that have
firmware version levels
04.00.xx.xx through
05.3X.XX.XX

Firmware version level
05.3X.XX.XX

Storage Manager 9.1.
Note: Firmware version
level 05.4x.xx.xx does
not support machine
type 3552.

1.

Uninstall previous Storage Manager
version. See [‘Uninstalling storage
management software components’|

on page 118| for more information.

Install Storage Manager 9.1. See
[‘New installation process” on page 53
for more information.

Discover the storage subsystems.
See fPerforming an initial automatid
discovery of storage subsystems” on|
page 97|for more information. If the
current controller firmware version
number starts with “4.”, go to the
FAStT technical support Web site
listed on page to download
firmware level 04.01.02.30 or higher
and its matching NVSRAM.

Important: The storage subsystem
controllers must be at firmware level
04.01.02.30 or higher before you
download firmware level 05.3x.xx.xx
and NVSRAM to the controllers.

If the current controller firmware
version number starts with "4.”,
download firmware level 04.01.02.30
or higher and its associated
NVSRAM. See f‘DownIoadina
controller and NVSRAM ESM
firmware” on page 102|for more
information.

Download the latest firmware and
NVSRAM version 5.3x.xx.xx from the
IBM Web site. See |“Down|oadina
controller and NVSRAM ESM|
firmware” on page 102|for more
information.
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Table 5. Configurations for existing storage subsystems (continued)

Current environment

Planned environment

Action

(Machine type 3542)
Existing storage
subsystems with
controllers that have
firmware versions
04.00.02.xx through
05.3X.XX.XX

Firmware version
5.3X.XX.XX

Storage Manager 9.1.
Note: Firmware version
05.4x.xx.xx does not
support machine type
3542.

1.

Uninstall the previous Storage
Manager software. See f‘UninstaIIingl
storage management software|
components” on page 118|for more
information.

Install Storage Manager 9.1. See
FNew installation process” on page|

B3
Discover storage subsystems. See
fPerforming an initial automatid]
discovery of storage subsystems” o
age 97|for more information. If the
current controller firmware version
number starts with “4.” , go to the
FASHT technical support Web site
listed on page to download the
level 04.01.02.30 or higher firmware
and matching NVSRAM.

Important: The storage subsystem
controllers must be at firmware level
04.01.02.30 or higher before you
download firmware level 05.3x.xX.xx
and NVSRAM to the controllers.

Download firmware level 04.01.02.30
or higher and its associated
NVSRAM. See [‘Downloadin
controller and NVSRAM ESM
firmware” on page 102|for more
information.

Download firmware and NVSRAM

version 5.3x.xx.xx. See |“Downloadin§]

controller and NVSRAM ESM|
firmware” on page 102|for more
information.

(Machine type 1724)
Existing storage
subsystems with
controllers that have
firmware version
05.42.xx.xXx

Firmware version
5.42.xx.xx

Storage Manager 9.1.
Note: Firmware version
06.10.xx.xx does not
support Machine type
1724.

Uninstall Storage Manager 8.4x. See
‘Uninstalling storage management
software components” on page 118
for more information.

Install Storage Manager 9.1. See
['New installation process” on page 53
for more information.

Discover the storage subsystems.
See [‘Performing an initial automatic|
discovery of storage subsystems” on|
page 97| for more information.
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Table 5. Configurations for existing storage subsystems (continued)

Current environment

Planned environment

Action

(Machine types 3526,
3552) Existing storage
subsystems with
controllers that have
firmware versions

Firmware version
04.01.xx.xx for machine
type 3526

Firmware version

1.

Uninstall Storage Manager Version
7.x. See [‘Uninstalling storage}
management software components’|

on page 118| for more information.

04.00.xx.xx through 05.3x.xx.xx for machine |2- I‘nstaII_Storagg Manager 91 See
04.00.01.xx type 3552 [New installation process” on page 53
for more information.
Storage Manager 9.1 3. Discover the storage subsystems.
Note: Firmware version See fPerforming an initial automatid
05.3x.xx.xx does not discovery of storage subsystems” or]
support machine type page 97[for more information. If the
3526. Firmware version current controller firmware version
05.4x.xx.xx does not number starts with "4.”, go to the
support machine type FASLT technical support Web site
3552. listed on page fviilto download the
level 04.01.02.30 or higher firmware
and matching NVSRAM.
Important: The storage subsystem
controllers must be at firmware level
04.01.02.30 or higher before you
download firmware level 05.3x.xx.xx
and NVSRAM to the controllers.
4. If the current controller firmware
version number starts with "4.”,
download firmware level 04.01.02.30
or higher and its associated
NVSRAM. See f‘DownIoadina
controller and NVSRAM ESM
firmware” on page 102|for more
information.
(Machine types 1722, | Remain at existing 1. Uninstall older versions of Storage
1742, 35.52., 3542 and | firmware version. Manager. See |—qq“Uninstalling storag
3526) Existing storage management software components’|
subsystems with Storage Manager 9.1 on page 118[for more information.
controllers that have Note: Storage Manager
firmware versions 9.1 can only manage I‘nstaII_Storagt_e Manager 91 See
04.01.xx.xx through FASIT Storage Servers [New installation process” on page 53
05.4X.XX.XX with controller firmware for more information.
versions 04.01.xx.xx or |3. Discover the storage subsystems.

higher.

See [‘Performing an initial automatic|
discovery of storage subsystems” on|
page 97| for more information.

(Machine types 3526,
3542, 3552) Existing
storage subsystems
with controllers that
have firmware versions
04.00.02.xx upto but not
including 04.01.xx.xx

Existing firmware
versions

Storage Manager 8.4x

Set up a separate management station
with Storage Manager 8.4x installed to
manage the storage subsystems with
controllers that have back-level firmware.
Note: The minimum controller firmware
level required for management by
Storage Manager 9.1 is 04.01.xx.xx or
higher.
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Table 5. Configurations for existing storage subsystems (continued)

Current environment

Planned environment

Action

(Machine types 3526,
3552) Existing storage
subsystems with
controllers that have

Existing firmware
versions

Storage Manager 7.10

Set up a separate management station
with Storage Manager 7.10 installed to
manage the storage subsystems with
controllers that have back-level firmware.

firmware versions
04.00.xx.xx through
4.00.01.xx

Managing coexisting storage subsystems

Storage subsystems are coexisting storage subsystems when the following
conditions are met:

* Multiple storage subsystems with controllers are running different versions of
firmware.

* These storage subsystems are attached to the same host.

For example, a coexisting situation exists when you have a new storage subsystem
with controllers running firmware version level 06.10.xx.xx, and it is attached to the
same host as one or more of the following configurations:

* A storage subsystem with controllers running firmware version levels 04.00.xx.xx
through 04.00.01.xx, which is managed by a separate management station with
Storage Manager 7.10.

» A storage subsystem with controllers running firmware version levels 04.00.02.xx
through 05.3x.xx.xx, which is managed with Storage 