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Notices:

This paper is intended to provide information regarding IBM Director. It discusses findings based on configurations that were
created and tested under laboratory conditions. These findings may not be realized in all customer environments, and
implementation in such environments may require additional steps, configurations, and performance analysis. The information
herein is provided “AS IS” with no warranties, express or implied. This information does not constitute a specification or form part of
the warranty for any IBM or non-IBM products.

Information in this document was developed in conjunction with the use of the equipment specified, and is limited in application to
those specific hardware and software products and levels.

The information contained in this document has not been submitted to any formal IBM test and is distributed as is. The use of this
information or the implementation of these techniques is a customer responsibility and depends on the customer’s ability to evaluate
and integrate them into the customer’s operational environment. While each item may have been reviewed by IBM for accuracy in a
specific situation, there is no guarantee that the same or similar results will be obtained elsewhere. Customers attempting to adapt
these techniques to their own environments do so at their own risk.

IBM may not officially support techniques mentioned in this document. For questions regarding officially supported techniques,
please refer to the product documentation and announcement letters.

This document makes references to 3rd party applications or utilities. It is the customer responsibility to obtain licenses of these
utilities prior to their usage.
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Overview

VMware ESX Server is virtual infrastructure software for partitioning, consolidating and managing
systems in mission-critical environments. VMware ESX Server transforms physical systems into
a pool of logical computing resources. Operating systems and applications are isolated in
multiple virtual machines that reside on a single physical server. System resources are
dynamically allocated to virtual machines based on need and administrator set guarantees,
providing mainframe-class capacity utilization and control of server resources.

VMware ESX Server uses a unique bare-metal architecture that inserts a small and highly robust
virtualization layer between the x86 server hardware and the virtual machines. This approach
gives VMware ESX Server complete control over the server resources allocated to each virtual
machine and it avoids the performance overhead, availability concerns and costs of server
virtualization architectures built on a host operating system.

VMware ESX Server simplifies server infrastructure by partitioning and isolating server resources
in secure and portable virtual machines. VMware ESX Server runs directly on the system
hardware to provide a secure, uniform platform for deploying, managing, and remotely controlling
multiple virtual machines.

With this new infrastructure comes new management demands. The combination of the
integrated service processor in the xSeries server, IBM Director Agent, and Virtual Machine
Manager, working in conjunction with VirtualCenter and VMotion, provides a comprehensive
systems management solution that addresses these management requirements.

This document will focus on using IBM Director v5.10, Virtual Machine Manager v2.01, and
various other IBM Director Extensions to manage VMware ESX Server v2.51.
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VMware ESX Server as a SNMP Device

VMware ESX Server ships with a SNMP agent that is disabled by default. This agent can be
enabled, allowing VMware ESX Server to be discovered by IBM Director and managed as a
SNMP device. Managing VMware ESX Server using SNMP requires no additional software to be
installed on the Console O/S.

The SNMP implementation is set to Read-Only, only providing configuration and fault information.
The variables available in the VMware ESX Server MIB are detailed in the ESX Server
Administration Guide available for download from http://www.vmware.com/pdf/esx25 admin.pdf.

Enable the VMware ESX Server SNMP Agent

The SNMP agent must first be enabled on the VMware ESX Server. To do this, in the MUI
(browser interface), log in as root and select the Options tab. This will display the VMware ESX
Server Options as shown in Figure 1 — VMware Options on page 5.

/3 mce4500.eeinc.us: ¥Mware Management Interface - Microsoft Internet Explorer o [ B
File Edit Wiew Favorites Tools  Help | .':,'
Qeack ~ &) - [x] 2] 1o | ) search ¢ Favorites 42 | H- 5 B

Address I@J https:{{mce4500/vmwarefens j Go @ Snaglt |2’

{8 ¥Mware ESX Server 2.5.1 build-13057 | root@mece4500.eginc.us

Options Refresh | Manage Files... | Help | Log Qut

¥YMware ESX Server Options

Startup Profile... e Storage Management...

Deterrnine how your YMware ESX Server systern, its virtual Marage SAMN and attached storage devices, Craate and rodify
rnachines and its Service Consale will be configured at startup, WMFS volumes suitable for storing virtual disk files,

B Network Connections... @ Swap Configuration...

Tune the performance features of the network adapters Create, modify and activate swap files that allow your virtual
dedicated to your virtual machines, rachines to use more memory than is physically available,
"’@ Users and Groups... &l Advanced Settings... | Service Console Settings...
Wiew and modify the list of local users and groups that have View and modify parameters that fine tune the operation of
access to your WMware ESX Server system, vour WMware ESX Server system and its virtual machines.
'3 Security Settings... &l System Logs... | Availability Report...

Enable and disable S5H, Telnet, FTP, NFS and SSL-encrypted View system alerts, warnings and other messages for the
rmonitor and control access to your system, WMkernel and the Service Console,

@ {5 _ & Scripted Installation...

Enable, disable and corfigure the agents that allow you to Setup this ESX machine to serve as a network installer for

rmonitor your WMware ESX Server system and its wirtual automated ESx installations.,
rmachines via SHMP,

& ¥irtual Machine Startup and Shutdown...
Licensing and Serial Numbers...

Wiew and modify the behavior of virtual machines at system
Wiew the current license information for this product, If vou startup and shutdown,
have a new serial number, enter it here.

& Shut Down... | Restart...
Third Party System Management and Backup Tools

Shut down or restart your YMware ESX¥ Server systerm, You
Download instructions and installers for integrating third party will be asked to supply a reason for doing so.
systemn management and backup software with your WMware
ESk Server system,

|@ Active l_ l_ ’_ l_ ré_ |‘~J Local inkranet

Figure 1 — VMware Options

[ -
4

From the Options tab, select SNMP Configuration. This will display the Current SNMP Status
and Configuration, as shown in Figure 2 — SNMP Configuration on page 6.
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4§ mce4500: SNMP Configuration - Microsoft Intern

f& ¥Mware ESX Server 2.5.1 build-13057 | roo

. SNMP Configuration
@™g Enable, disable and configure your systern monitoring agents,

Current SNMP Status and Configuration

Master SNMP Agent

Status Stopped Start

Startup Type Manual Automatic
Startup Script Fetcfinit.d/snmpd Change...
Configuration File Jete/snmpdsnmpd.conf Change...

¥Mware SNMP SubAgent

Status Disabled Enable

WMware Traps Disabled Enable _!
-

Help Close Window

Figure 2 — SNMP Configuration

Under Master SNMP Agent, set the Startup Type to Automatic. Under VMware SNMP
SubAgent, set the Status to Enable. Also set VMware Traps to Enable.

Next, edit the SNMP Configuration File /etc/snmp/snmpd.conf. Change the line
syscontact and syslocation to reflect the appropriate values. Change the rocommunity
and trapcommunity to match the SNMP community names being used by IBM Director.
Finally, change the t rapsink line to the hostname or IP address of the IBM Director Server.
Refer to Figure 3 — snmpd. conf on page 6 for an example.

Figure 3 — snmpd.conf

Finally, return to the MUI interface and set the Status to start. The SNMP agent is now
enabled and configured to forward traps to the IBM Director server.

Configure the IBM Director Server

IBM Director needs to be configured to browse the SNMP MIBs, interpret the SNMP Traps, and
to discover the VMware ESX Server as a SNMP device. These tasks are defined in the following
sections.
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Compiling the VMware ESX Server MIBs

The first step is to compile the VMware ESX Server MIBs into IBM Director. Copy the MIBs to the

IBM Director Server. The VMware ESX Server MIBs are found in

/usr/lib/vmware/snmp/mibs. A Secure Copy client such as PuTTY’s PSCP .EXE can be

used for this.

Next, compile the MIBs using IBM Director’'s Compile MIB tool. To launch the tool, in the IBM
Director Console, select the Tasks menu item, then select SNMP Browser - Manage
MiIBs...Alternately, you can show the Tasks pane of the console, right-click on SNMP Browser,
and select Manage MIBs.... Refer to Figure 4 — Compile a New MIB on page 7 for an example.

% Server Configuration Manager P |
/2 SMMP Br g
ﬁ Software Distribution »
l{p\ System Accounts ]

@ SHMP Browser (First select a target)
Manage MIBs...
D Help for SNMP B

I gystem Availahility v

Figure 4 — Compile a New MIB

Browse to the directory where the VMware ESX Server MIBs reside, and select the MIB to
compile. Refer to Figure 5 — Select MIB to Compile on page 7 for an example.

ES Select MIB to Compile

File Hame Directories:
CATempWhivwarem|Bs

WhMWARE-ESK-MIB.mib #= co
YIMWARE-RESOURCES-MIB.mib = Temp
VhIVWARE-ROOT-MIB.mib & WhwareMIBs
YIMWARE-SYSTEM-MIB.mib k

WIMWARE-TRAFS-MIB.mib
WhWARE-YMINE O-MIB. mib

List Files of Type Drives:

*.mih A =N

F ey

Cancel

LII&

Source:

Figure 5 — Select MIB to Compile

Note that VMWARE-ROOT-MIB.mib must be compiled first, because the other MIBs reference it.
Refer to Figure 6 — Compile MIB on page 7 for an example of a successful completion message.

;;E MIB Management: ¥MWARE-ROOT-MIB.mib

=10 %]

File Edit Help

Status Messages

Ifyou want to manage MIBs, select File atthe top ofthis panel to select options.

Ifyou are finished, close this window.

CAProgram FilesWhtwarelhtware VifualCenteMIBSWMWARE-ROOT-MIB.mib selected.

MIE file submitted to server.

Starting MIB compile for CAProgram FilestWhiwarehiware VirtualCentenMIBSWMWARE-R(

MIB parsing complete
Resalving MIB imports
Saving MIE objects......

MIB compile completed for: CProgram FilestWhtwaretihware YirtualCenteriM B SWwARE

Figure 6 — Compile MIB
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Repeat the process for the remaining MIBs. IBM Director is now able to correctly interpret SNMP
traps from VMware ESX Server, as well as browse the VMware ESX Server MIBs.

Discover and Manage SNMP Devices

VMware ESX Server must be added to IBM Director as a SNMP Device. This can be done in one
of four ways. First, ensure IBM Director can discover the VMWare ESX Server's SNMP agent by
configuring the discovery preferences. The discovery preferences are accessed within the IBM
Director Console by selecting Options - Discovery Preferences. In the Discovery Preferences
window, select the SNMP Devices tab, and then enter the correct IP Address and Subnet Mask
for the VMware ESX Server. Refer to Figure 7 — SNMP Discovery Preferences on page 8. Also,
enter the correct SNMP Community Name as specified in Figure 3 — snmpd.conf on page 6. 1BM
Director should now discover VMware ESX Server as a SNMP device during its discovery
process. To eliminate the need to perform a discovery, ensure the item Auto-add unknown
agents which contact server is selected. The next time the VMware ESX Server SNMP
agent is restarted, it will send a cold-start trap to IBM Director, and will automatically be
registered.

& Discovery Preferences N = |EI|1||

| SMI-5 Storage Devices rBIadeCenterChassis rPh\;sicaI Platfarms |

. Level 2 IM Director Agents r Level 1: IBM Director Core Services Systems r Level 0: Agentless Systems |
IP Addresses and Subnet Masks SHMP Version
[ . . : [ E : : Claar SNMPY1 - |
192.168.0.0 256 255.255.0 Community ames

| Clear

public

Add Import Feplace Remaove Add Replace Remove

SHMP Devices

Auto-discover period thours) Disabled -
Presence Check period {minutes) 15 -

Auto-add unknown agents which contact server

Ok | Cancel | Help |

Figure 7 — SNMP Discovery Preferences

A third option to discovering the SNMP agent is to manually add it. Right-click in the center pane
of the IBM Director Console and select New - SNMP Devices. In the Add SNMP Devices
window, enter the IP Address and Community Name of the VMware ESX Server. Refer to Figure
8 — Add SNMP Device on page 9. The Community Name must match what was configured in
Figure 3 — snmpd.conf on page 6.
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(o

Address: |

SMMP Versian: SNMPy1 -

Community Mame: |pub|ic

[ Use as a discovery seed

Cancel
FE Roay |
=4

Figure 8 — Add SNMP Device

Finally, the SNMP Device can be added to IBM Director using the Command Line Interface. To
add the VMware ESX Server as a SNMP Device using the Command Line Interface, execute the
command:

dircli mkmo type="SNMP Device” ip=IpAddress version=n community=name
seed=yesno

where:

IpAddress is the IP Address of the VMware ESX Server
n is the SNMP Version

name is the SNMP Community Name

yesnois yes Or no

To see a list of IBM Director Tasks that can be executed against VMware ESX Server, right-click
on the VMware ESX Server SNMP object in the Director Console. Refer to Figure 9 — IBM
Director SNMP Tasks on page 9.

-lolx
Conszole Tasks Associations View Options Window Help |

ool e 0 o-mEF e B B U e
% ﬂ All Managed Objects : System Membership v

Name & | TCPAP Addresses | TCPAP Hosts | operating System |
= mcedall.esinc.us 92 168.0.54 mced500.eeinc.us Linux 2.4 8
I @ MCET30 Open... mcet3l.eeinc.us Microsoft Windows Server 2003™ 5.2 [

B-{2 mcExzz0 Delete Microsoft wiindows Server 2003™ 5.2 ©
Rename...

Presence Check

ShMP Browser L}
Caollect Inventory

4 Wiew [nventary 4
Ewent Log

Frocess Management
Remote Session

SetPresence Check Interval
All Available Recordings

All Available Thresholds
Resource Monitors

Rack Wanager
Set Status 8

Host: mcet30 User ID: MCET30DirSve 4 ohjects

Figure 9 — IBM Director SNMP Tasks

Select the SNMP Browser Task on the VMware ESX Server to see the VMware ESX Server
SNMP information. Expand the tree next to the machine_name - iso - org - dod - internet >
private > enterprises > vmware to see the available VMware ESX Server information. Refer to
Figure 10 — SNMP Browser on page 10.
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.iE SNMP Browser: mced 500.eeinc.us = | Dlﬂ

File Actions Help |

Device Information Selected Object: vimDisplayName.0 1.3.6.1.4...|
0= mced4bl0.eeinc.us : Value
0-% iso
5% o SOV
0% dod
0% internet
B—% mgmt
- private
0% enterprises
B enterprises.2021

Details
O—%. vrmare
0% wrwSystem
B vmwProdNarme Type: DisplayString
(& vmwProdversion Access: Read Only
B vrrwProdolD Status: Mandatary
LB vmwProdBuild
0% wmwiitachines Description:
0% vmTable
0% vmEntry Mame by which this vm is displayed.
B vimldx

0% wmDisplayta

5 wrnDisplay
5 wrnDisplay
% wmDisplay
wmDisplayl
) wrnDisplayl ~

Figure 10 — SNMP Browser

The IBM Director Event Log Task will show the SNMP traps that have been received from
VMware ESX Server. The VMware ESX Server traps are limited to the following:

vmPoweredOn
vmPoweredOff
vmHBLost
vmHBDetected
vmSuspended

Refer to Figure 11 — Event Log on page 11.

© International Business Machines Corporation 2005
Page 10 of 43



E.* Event Log:

mce4500.eeinc.us _ o ] 4|
File Edit %iew Options Help |
% U
&
[ Events (3) - Last 4 Weeks |
Event Type Event Text System MNa...

] arg tern.. i n . [me
... AcoldStarttra

1102 12:23:06 PM SKMP.iso.org.dod.intern p signifies tl mceds00... Unk

1102, 12:22:49 P SMMP.iso.org.dodintern... A coldStart trap signifies that the SMMP entity, suppo... mceds00.... Unk

B <
Event Details =

Keywords Values

Date 1111 0/2005

Time 12:34:55 PM

Event Type SNMP.iso.org.dod.internet private enterprizes vmware vmPoweredOn

Event Text

System Mame

This trap is sentwhen a vitual machine is powered ON frorm a suspended or a powered off state.
mced4sll.esinc.us

Severity Unknown
Category Alert
Group Name
Sender Name meceds00.eeinc.us
Extended Attributes
Keywords Values
Cammunity Mame public
izo.org.dod.internet private.enterprize s vmware vmwTraps . vmlD 139
iso.org.dod.internet. private.enterprise s vmware vmwTraps. ymCanfigFile Troothrmwarefns 03vm 1 iws 0 3vm 1 vmsx] |
izo.org.dod.internet. znmpv2. snmpMadules. snmpMIB snmpMIBObjects. snmpTr...

4

wimware {1.3.6.1.4.1 687E)

Figure 11 — Event Log

The Inventory Task of IBM Director collects system inventory information about the VMware ESX
Server Console O/S from the VMware ESX Server SNMP agent. The information can be viewed
using the Inventory Query Browser. Refer to Figure 12 — Inventory on page 11. For a list of
inventory data returned, refer to Table 1 — Inventory Data on page 31. The actual data returned
may differ based on Machine-Type and Model.

B Inventory Query Browser: mce4500.eeinc.us § =101x|
File Selected Opfions Help |
&,
/5]
Awvailable Queries: All w Query Result k Adapter(3)
£ Custom . Mame (Systerm) |Ind... | Twpe {Met... |MAC Address (| Canaonical (To...|
@Hardware mecedsll.eeinc.us 1 ETHERMET 000623050756 00G094ABEDGA
(83 Adapter mced500.eeincus 2 UNKNOWN
{— Fibre Channel Add | | meeqsnn.esincus | 3 UMKNOWN

IDE Adapter

RAID Cantraller

8 sosl Adapter
B2 Chassis
B2 Cluster
t'--@: Device

O3 External

i, keyboard

Fointing Devig
4. Printer

g, RaID Enclosu
O Internal
4. IDE Device
Management
Farallel Port
4. PCI Device
SC5l Device
Serial Port

7]

I il
S

4

il

Ready

Figure 12 — Inventory
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The inventory information can be used to create dynamic groups of systems. For example, to
create a group of all VMware ESX Servers, use the Installed Packages criteria, and select
VMware-esx. Refer to Figure 13 — Dynamic Group Creation on page 12.

£7 Dynamic Group Editor : New =10l x|
File Edit Help |

B e

Available Criteria All Selected Criteria
i—g usermade = —g Installed Fackages ! Mame = ¥hware-e
----- 28 utiklinux

—g wim-camman
g wim-minimal
—g wixie-cron

— B e

g Vhiveare-mui
—g Vhiweare-pertools
— 8 hMware Remote Consols|—|
=8 webmin g

L Add | Remove

Ready

Figure 13 — Dynamic Group Creation

The Process Management Task lists the processes currently running on VMware ESX Server
Console O/S. Unlike other Agent types, processes cannot be started or stopped on SNMP
devices. Processes also cannot be monitored for running status. Refer to Figure 14 — Process
Management on page 12.

¥: Process Management: mce4500.eeinc.us = |EI|1|

File Help |

CPU Time

Process D

Command Line Memory Usage

1 3 -
kewentd kewventd 2 00:00:00
ksoftirgd_CPU0  ksoftirgd_CPUO 3 00:00:00
kswapd kswapd 4 000000
kreclaimd kreclaimd 5 00:00:00
hdflush hdflush [} 00:00:00
kupdated kupdated T 00:00:00
sesi_eh_0 scsi_eh_0 10 00:00:00
Kjournald Kjournald 11 00:00:00
khubd khubd 78 oooocoo
Kjaurnald Kjournald 171 00:00:00
wmfs_flush wimfs_flush 534 00:00:00
vinklogger fustishinimklogger a2 488K 0o:00:00
vimware-serverd  fusrshinikmware-serverd -5 -d 955 22684k 00:01:02
syslogd syslogd -m 0 480 A84K 00:00:00
klogd klogd -2 999 1080K 00:00:00
sshid fustishinfsshd 1080 1372K 000000
¥inetd ¥inetd -stavalive -reuse -pidfile varfrunfxine... 1114 Q36K 00:00:00
gpm gpm -t psi2 -m fdevimouse 1248 A00kK 000000 |-

Figure 14 — Process Management

The Remote Session Task opens a SSH or TELNET session with the VMware ESX Server. It
initially attempts SSH, and if SSH isn’t available, reverts to TELNET. Once the session is
established, you are prompted to log-in. Refer to Figure 15 — Remote Session on page 13.
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'E"_-.‘ Remote Session: mce4500.eeinc.us

| File Edit He

Figure 15 — Remote Session

The Resource Monitor Task enables the creation of user-defined thresholds to monitor SNMP
MIB variables. These variables represent resources available to the VMware ESX Server
Console O/S. If the threshold is exceeded, an Event will be sent to IBM Director. Since most
MIB variables are arranged in tables, care should be taken to ensure the item selected is the
desired item. For example, in Figure 16 — Resource Monitors on page 13, the root partition is
referenced by the first entry in the hrStorageTable. This becomes even more critical when
attempting to monitor software, using the hrswRunPer f table, since the processes are indexed
by process ID, and processes may not have the same process ID each time they are executed.

ET Resource Monitors: mce4500.eeinc.us
| File wiew Help
Avail Resources Selected Resources
025 iso.org.dod.internet. mgmt.mib-2 Selected Resources | mceds00.eeinc.us |
B at [hrSWRunMame. 954] wmware-serverd
-3 host [hreWRUNPerfCPUg. 7463

#-(3 hrDevice [hrSWRUNPerMern.... 22684
B hrStorage

B hr3winstalled
25 hr8WRun
025 hrE8WRunTable
O hrEWRunEntry
£33 hrSWRunlD
£33 hrSWRunlndex
£33 hrSWRunMName
£ hrSWRunFarame|
{£3 hraWRunPath
{3 hrSWRunStatus
{3 hrSWRuUnType
&5 hrSWRunPerf
05 hrE8WRunPerTable
O hrSWRunPerEntry
B hrfSWRuUnPerfiCP
085 r_l__lr_SWRunPerrMen

Ready Last updated: 1:34:25 PM

Figure 16 — Resource Monitors

An Event Action Plan is the mechanism used by IBM Director to specify the Action to take when a
specific Event is received. Events are specified using an Event Filter. To select an Event from
VMware ESX Server, deselect the Any check-box, and expand SNMP - iso - org - dod >
internet - private > enterprises > vmware. Refer to Figure 17 — Event Filter on page 14.
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«¥simple Event Filter Builder: New ) =10l x|
File Help |

Sender Name | EvertTesxt | I |
Severity I DiawTime i Categaory |
O Any & [IRDM [=[E

By default, the event o ] SMMP
filter excludes none |
ofthe event types, ®- [ Hardware

except for - isa
Windows-specific |

and iS/05-specific o-[arg

events. To exclude o Odod
specific event types, |

clear the Any check o- internet

by, o [ private
b O enterprises
O Clvrmware
| O wnHEDetected
— O vmHBLost
— O vmPoweredOff
— O wmPoweredCn

— OwmSuspended

m_ ] creamiin

Figure 17 — Event Filter

To include the contents of a MIB variable in an Event Action message, specify s”oid where oid
is the OID of the desired variable. For example, to include the name of the VMware Configuration
File, use
&"iso.org.dod.internet.private.enterprises.vmware.vmwIraps.vmConfigFile.
Note that a ” is specified prior to the OID, but not following it. Refer to Figure 18 — Event Action
on page 14.

=0

|Fi|e Advanced Help |
=4

Message

|nternet.private.enterprises.vmware.vmwTraps.vaonﬂgFile

User{s)

(Example: User!, Administrator)
M

Delivery Criteria

Active Users Only ~

Figure 18 — Event Action

SNMP Traps From VirtualCenter

If you have Virtual Center in your environment, additional alerting is possible using VirtualCenter’s
Alarms. VirtualCenter can send SNMP Traps to IBM Director based on CPU Usage, Memory
Usage, or Host Connection status.

Configuring VirtualCenter to Send SNMP Traps

The first step is to configure VirtualCenter to send SNMP traps. This is done from within the
VirtualCenter Console. Select File > VMware VritualCenter Settings... Within the VMware
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VirtualCenter Settings window, select the Advanced tab. Change the value of
snmp.receiver.1.name to the hostname or IP address of the IBM Director Server. Refer to
Figure 19 — VirtualCenter Trap Destination on page 15.

¥Mware VirtualCenter Settings | il

Perfolmancel Templates  Advanced |

instance.id |3E -
shmp.receiver 1.name |mcet3D. eeinc.ugd
snmp.receiver. 1. pork |1 G2

shmp.receiver. 1. commuhity |pub|ic

Fhmp.IecEiver. 2. name I

shmp.receiver. 2. pork |

Fhmp.Ieceiver. 2. community I

i
Ok I Cancel |

Figure 19 — VirtualCenter Trap Destination

Next, in the VirtualCenter Console, select the item Server Farms. Click on the Alarms tab to
display the predefined alarms. To customize one of the predefined alarms, right-click on it and
select properties. Within the Alarm Properties window, select the Actions tab. Change the action
to Send a notification trap. Select all of the option check-boxes to be alerted for all changes.
Repeat the process for each alarm you wish to modify. Refer to Figure 20 — VirtualCenter Alarms
on page 15.

Alarm Properties =l

General I Triggers | &

Alarm actionz occur when the tigger changes from one color to another. Use the list below to
define new actions. Far each action, use the checkboxes to the right to determing when the
action wil fire.

— ¥ From green to pellow
Send a notification trap v
v From pellow ta red

¥ From red to yellow

¥ Fram pellow to green

Add | Remove |

Ok I Cancel

Figure 20 — VirtualCenter Alarms

Processing VirtualCenter Traps in IBM Director

Since VirtualCenter isn’t running a SNMP Agent, the traps will be displayed within IBM Director
with a blank System Name. This will not prevent IBM Director from processing them. However,
any Event Action Plan that will process these events must be assigned to the All Managed
Objects group.

To properly translate the traps, the appropriate MIBs must be loaded. The VirtualCenter MIBs
can be found in the \Program Files\VMware\VMware VirutalCenter\MIBS directory on
the VirtualCenter server. Copy them to the IBM Director Server and compile them using IBM

© International Business Machines Corporation 2005
Page 15 of 43



Director’'s MIB Management tool. Refer to Compiling the VMware ESX Server MIBs on page 7
for instructions on compiling MIBs in IBM Director.

To view the traps, double-click on the Event Log item in the Tasks pane of the IBM Director
Console. Refer to Figure 21 — VirtualCenter Event on page 16.
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Event Details
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Date 121412005
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System Mame
Severity Unknoan
Categary Alert
Group Mame
Sender Mame 192.168.0.51

Extended Attributes

Heywords Values
Community Mame public
iso.org.dad.internet. private. enterprise s vmware vrwTrap s vpxdTrapType hostCpullsage
iso.org.dod.internet. private. enterprise s ymware vmwTraps. vpxdHostName MCEFarmimee4500.eeinc.us
iso.org.dod.internet private enterprises vmware v Trap s vpedyYhkame
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iso.org.dod.internet private enterprises vmware yrw Trap s vprdOhjvalue CPU=755%
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q

Figure 21 — VirtualCenter Event

Just as with the other SNMP traps, the data from the VirtualCenter traps can be passed to other

applications using IBM Director’s Event Data Substitution. For example, to pass the current value, use
the following:

&"iso.org.dod.internet.private.enterprises.vmware.vmwIraps.vpxdObjValue
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Running the IBM Director Agent on VMware

Additional management functionality can be gained by installing the IBM Director Agent in the
VMware ESX Server Console O/S. This section of the document will assist with the installation of
the IBM Director Agent, as well as provide information about the additional benefits of the IBM
Director Agent. For a complete list of installation instructions, refer to the IBM Director Installation
and Configuration Guide Version 5.10

(ftp:/ftp.software.ibm.com/pc/pecbbs/pe servers pdf/dir510 docs install.pdf). For a complete
list of IBM Director functions, refer to the IBM Director Systems Management Guide Version 5.10
(ftp://ftp.software.ibm.com/pc/pecbbs/pc servers pdf/dir510 docs sysmat.pdf).

Installing the Agent

IBM Director Version 5.10 offers multiple Agent “levels”, with each (Level 0, Level 1, and Level 2)
offering increasing functionality. The following sections will address managing VMware ESX
Server running each level of Agent.

Level 0 Agent

The Level 0 Agent does not require any IBM Software. The IBM Director Server manages a
Level 0 Agent using industry standard protocols. For VMware ESX Server, this uses SSH.

Level 1 Agent

The IBM Director Level 1 Agent (Core Services) can be installed in one of three ways: locally
from the VMware ESX Console, remotely from a SSH session, or remotely by promoting a Level
0 Agent to a Level 1 Agent. Installation instructions are contained in Chapter 3 of the IBM
Director Installation and Configuration Guide Version 5.10.

Once the Level 1 Agent has been successfully installed, it will be started automatically.

Note: The IBM Director Level 1 Agent (Core Services) is a small footprint agent designed for
hardware management only. Unfortunately, it has minimal benefit in a VMware ESX
environment. This is true for two reasons. First, the service processor drivers (neither IPMI-BMC
nor the RSA-II) are not supported running in the VMware ESX Server Console O/S. Without
these drivers, the Level 1 Agent cannot receive in-band hardware events. Second, the stand-
alone ServeRAID Manager is also not supported running in the VMware ESX Server Console
O/S. Without this agent, the Level 1 Agent cannot receive RAID events. Therefore, the only
benefit of the Level 1 Agent is enhanced inventory information over that provided by the Level 0
Agent. This includes the ability to collect inventory information such as firmware versions, FRU
numbers, and serialization information.

Level 2 Agent

The IBM Director Level 2 Agent can be installed in one of three ways: locally from the VMware
ESX Server Console, remotely using a SSH session, or remotely by promoting a Level 0 Agent
(or Level 1 Agent) to a Level 2 Agent. Installation instructions are contained in Chapter 3 of the
IBM Director Installation and Configuration Guide Version 5.10.

Note: The IBM Director Level 2 Agent is a full-featured agent designed for hardware
management as well as system management. Unfortunately, it has limited hardware
management capabilities in a VMware ESX environment. This reason for the limitation is that the
service processor drivers (neither IPMI-BMC nor the RSA-II) are not supported running in the
VMware ESX Server Console O/S. Without these drivers, the Level 2 Agent cannot receive in-
band hardware events. Unlike the Level 1 Agent, the integrated ServeRAID Manager is
supported running in the VMware ESX Server Console O/S. This agent allows the Level 2 Agent
to send RAID events. In addition to RAID management the Level 2 Agent collects enhanced
inventory information similar to that provided by the Level 1 Agent. This includes information
such as firmware versions, FRU numbers, and serialization information. The Level 2 Agent can
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also be extended to include additional IBM Director Extensions such as Capacity Manager and
System Availability. The functionality of these tools will be included in the sections that follow.

Once the IBM Director Level 2 Agent has been installed, it can be started using the script
/opt/ibm/director/bin/twgstart. This script can be launched using a Remote Session
with the Level 0 Agent. The O/S doesn’t need to be restarted prior to starting the Level 2 Agent
for the first time. To check the operational status of the Level 2 Agent, execute the script
/opt/ibm/director/bin/twgstat. Referto Figure 22 — Director Agent Commands on page
18 for an example of the output of these commands.

'E"_-.‘ Remote Session: mce4500.eeinc.us

Ready

Figure 22 — Director Agent Commands

Adding the Agent to IBM Director Server

Once the Agent has been installed and started, it is able to be discovered by the IBM Director
Server. IBM Director Server has discovery preferences for each of the 3 Agent levels. The
discovery preferences are accessed within the IBM Director Console by selecting Options >
Discovery Preferences. Once the discovery preferences have been specified, you may initiate a
system discovery by either right-clicking in the center pane of the IBM Director Console and
selecting Discover, then selecting the desired Agent level, or selecting Discover - All Managed
Objects. Please note that it make take a while for Level 0 or Level 1 Agents to be discovered.

Discovery Preferences — Level 0 Agents

In the Discovery Preferences window, select the Level 0: Agentless Systems tab. Select the Add
button, and enter a Unicast Address (to discover a single device) or Unicast Range (to discover
all Level 0 Agents on the specified subnet. Refer to Figure 25 — Level 2 Agent Discovery
Preferences on page 19.
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B Discovery Preferences ;Iglll

SHMP Devices r SMI-S Storage Devices r BladeCenter Chassis rPhysicaI Platforms |
Level 2: IBM Director Agents r Level 1: IEM Director Core Services Systems

Address Entries

Start Address End Address
192.168.01 192.168.0.254

Add.. Import Edit. | Remove
Level 0: Agentless Systems
Auto-discover period (hours) Disabled -

Fresence Check period (minutes) 148 ¥

Ok Cancel Help

Figure 23 — Level 0 Agent Discovery Preferences
Discovery Preferences — Level 1 Agents

In the Discovery Preferences window, select the Level 1: IBM Director Core Services Systems
tab. Select the appropriate Add button to add either a Predefined directory agent server or a SLP
Scope. Refer to Figure 24 — Level 1 Agent Discovery Preferences on page 20.
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SMMP Devices r SMI-5 Starage Devices BladeCenter Chassis FPhysical Platforms
Lewvel 2: IBM Director Agents Level 1: IEM Director Core TS

ms Level 0: Agentless Systems |

rPredefined directory agent servers rSLP Scope

DEFAULT

Add | Remove | Add Remove

rDiscovery

Maximur wait time in seconds: {15

Use broadeast

Use multicast

Level 1: IBM Director Core Sernvices Systems

Auto-discover period thours)  Disabled =

QK Cancel : Help

Figure 24 — Level 1 Agent Discovery Preferences
Discovery Preferences — Level 2 Agents

In the Discovery Preferences window, select the Level 2: IBM Director Agents tab, select the
System Discovery (IP) radio button, then select the Add button to add a Broadcast, Relay,
Unicast Address, or Unicast Range for the VMware ESX Server. Refer to Figure 25 — Level 2
Agent Discovery Preferences on page 21.

© International Business Machines Corporation 2005
Page 20 of 43



Ik
SHMP Devices | SMI-S Storage Devices r BladeCenter Chassis rPhysicaI Platforms |
i Direc its Level 1: IBM Director Care Services Systems |/ Level 0: Agentless Systems |
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rSystem Discovery (IP)
rProperties rAddress Entries
rBroadcast
Address | Mask {or Addre... Type
Use TCPIP general broadcasts 182.168.01 266.265.285.0  Broadcast
192.168.0.41 255.255.255.0 Relay
“Multicast 192.168.0.54 Unicast
182.168.0.1 192.168.0.154 Unicast
Use TCPIP multicasts
MulticastGroup: [224 . 0 . 1 . 118
Multicast TTL: S
Add.. Edit.. | Remaove
(9]:4 | Cancel | Help |

Figure 25 — Level 2 Agent Discovery Preferences

Alternately, you may manually add the Level 0, 1, or 2 Agents. To manually add the Agent, right-
click in the center pane of the IBM Director Console and select New - Systems. In the Add
Systems window, type the System Name and Network Address, and select the OK button. Refer
to Figure 26 — Add System on page 21.

R IaTE
Systermn Name MCE4500

Metwork Protocol = TCPIP -
Metwork Address ®  [192.165.0.54

*denotes required fields

Ok Cancel |

Figure 26 — Add System

Finally, you may add Agents to IBM Director using the Command Line Interface. To use the
Command Line Interface to add the Agent, execute the command:

dircli mkmo type=Systems name=ComputerName ip=IpAddress

where:
ComputerName is the label for the object in the IBM Director Console
IpAddress is the IP Address of the VMware ESX Server to be added

Note: You must be logged in locally on the IBM Director Server system using a DirSuper ID in
order to run the IBM Director Command Line Interface.

Requesting Access to an Agent

Once discovered, the Agent will be “locked” or “secured to itself”. Access to the Agent must be
gained by right-clicking on the Agent icon and selecting Request Access. Refer to Figure 27 —
Request Access on page 22.
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Figure 27 — Request Access

Selecting Request Access will open a dialog box requiring a User ID and Password to proceed.
The User ID must be root. Refer to Figure 28 — User Credentials on page 22.

Request Access to Systems il

User D |r00t

Passward [~

ok || cance Help |

Figure 28 — User Credentials

Once valid log-on credentials are specified, the Request Access will display a success message.
Refer to Figure 29 — Access Request Succeeded on page 22.

2" pccess Request Succeeded x|

Access was successfully granted.

Figure 29 — Access Request Succeeded

When access is granted, the IBM Director Server will immediately initiate an Inventory collection
against the IBM Director Agent. VMware ESX Server can now be managed as an IBM Director
Agent.

You may also request access to the Agents using the Command Line Interface. To use the
Command Line Interface to request access to the Agent, execute the command:

© International Business Machines Corporation 2005
Page 22 of 43



dircli accessmo —-n ComputerName -t Type -u UserId -p Password

where:
ComputerName is the label for the object in the IBM Director Console
Type is the managed object type
(Run the command dircli 1smo -i for a list of object types)
UserIdisthe root user ID
Password is the password for the root user ID

Note: You must be logged in locally on the IBM Director Server system using a DirSuper ID in
order to run the IBM Director Command Line Interface.

Managing the Agent

To see a list of IBM Director Tasks that can be executed against VMware ESX Server, right-click
on the VMware ESX Server’s object in the IBM Director Console. Refer to Figure 30 — IBM
Director Agent Tasks on page 23. Note that the available tasks and their behavior may differ
depending on the Agent level.
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—&F Clusters and Cluster Merm 2 mcET30 Delete & CIM Browser
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) Hardware Status Infarmat DR TR M| 22 cormoure SNMP Agent
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— /% Hardware Status Warning =3¢ Event Action Plans
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Figure 30 — IBM Director Agent Tasks
Level 0 Management Tasks

The Power Management task will enable you to restart the VMware ESX Server. This effectively
executes the command shutdown —r now on the VMware ESX Server’'s Console O/S. ltis up
to the VMware ESX Server to cleanly shutdown any virtual machines prior to it restarting.

The Inventory Task of IBM Director collects system inventory information about the VMware ESX
Server Console O/S. For a list of inventory data returned, refer to Table 1 — Inventory Data on
page 31. The actual data returned may vary based on Machine-Type and Model. Note that more
inventory information is available from a Level 0 Agent than is available from a SNMP Agent.

Just as when managing a VMware ESX Server as a SNMP device, the inventory collected from a
Level 0 Agent can be used to create a dynamic group that contains all VMware ESX Servers. In
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fact, the dynamic group example in Figure 13 — Dynamic Group Creation on page 12 will work the
same for Level 0 Agents as it does for SNMP devices.

The IBM Director Event Log Task will show the events that have been received from VMware
ESX Server. These events are typically limited to topology events for Level 0 Agents.

The Remote Session Task opens a SSH session with the VMware ESX Server. Unlike the
Remote Session to a SNMP device, opening a Remote Session on a Level 0 Agent will not
prompt you for logon credentials — it uses the persisted credentials entered when requesting
access to the Level 0 Agent.

Level 1 Management Tasks

The Power Management task will enable you to restart the VMware ESX Server. This effectively
executes the command shutdown —-r now on the VMware ESX Server’s Console O/S. ltis up
to the VMware ESX Server to cleanly shutdown any virtual machines prior to it restarting.

The Inventory Task of IBM Director collects system inventory information about the VMware ESX
Server Console O/S. For a list of inventory data returned, refer to Table 1 — Inventory Data on
page 31. The actual data returned may vary based on Machine-Type and Model. Note that more
inventory information is available from a Level 1 Agent than is available from a Level 0 Agent.

Just as when managing a VMware ESX Server as a SNMP device or Level 0 Agent, the inventory
collected from a Level 1 Agent can be used to create a dynamic group that contains all VMware
ESX Servers. In fact, the dynamic group example in Figure 13 — Dynamic Group Creation on
page 12 will work the same for Level 1 Agents as it does for SNMP devices or Level 0 Agents.

The IBM Director Event Log Task will show the events that have been received from VMware
ESX Server. Since the Level 1 Agent is unable to receive in-band hardware or RAID events,
these events are typically limited to topology events.

The Remote Session Task opens a SSH session with the VMware ESX Server. Similar to
opening a Remote Session on a Level 0 Agent, opening a Remote Session on a Level 1 Agent
will not prompt you for logon credentials — it uses the persisted credentials entered when
requesting access to the Level 1 Agent.

The Hardware Status Task notifies you whenever a system or device has a hardware status
change. However, since the Level 1 Agent is unable to receive in-band hardware or RAID
events, it will typically be unable to display any hardware status information.

Level 2 Management Tasks

The Power Management task will enable you to restart the VMware ESX Server. This effectively
executes the command shutdown —r now on the VMware ESX Server’'s Console O/S. ltis up
to the VMware ESX Server to cleanly shutdown any virtual machines prior to it restarting.

The Inventory Task of IBM Director collects system inventory information about the VMware ESX
Server Console O/S. For a list of inventory data returned, refer to Table 1 — Inventory Data on
page 31. The actual data returned may vary based on Machine-Type and Model. Note that more
inventory information is available from a Level 2 Agent than is available from a Level O or Level 1
Agent.

Just as when managing a VMware ESX Server as a SNMP device, the inventory collected from a
Level 2 Agent can be used to create a dynamic group that contains all VMware ESX Servers. In
fact, the dynamic group example in Figure 13 — Dynamic Group Creation on page 12 will work the
same for Level 2 Agents as it does for SNMP devices.

The Event Log Task will show all Events that have been sent from the IBM Director Agent. For a
list of all possible Events the IBM Director Agent can send, please refer to the IBM Director
Events Reference Version 5.10

(ftp://ftp.software.ibm.com/pc/pecbbs/pc servers pdf/dir510 events ref.pdf).
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The Process Management Task lists the processes currently running on VMware ESX Server
Console O/S, just as it did when managing VMware ESX Server as a SNMP device. However,
unlike the limitations of managing a SNMP device, Process Management can start or stop
processes on an IBM Director Level 2 Agent system. It can also monitor processes for running
state — Start, Stop, or Fail.

Just as when managing VMware ESX Server as a SNMP device, the Remote Session Task
opens a SSH or TELNET session with the VMware ESX Server when managed as an IBM
Director Level 2 Agent.

The File Transfer Task allows the copying of files and / or directories between the IBM Director
Console and VMware ESX Server or between the IBM Director Server and VMware ESX Server.
The drag-and-drop interface provides a convenient method of copying the files, without requiring
FTP, NFS, or Secure Copy to be enabled on VMware ESX Server. Refer to Figure 31 — File
Transfer on page 25.
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Source File System Target File System
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B WUTemp B2 root
.md B2 shin
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hootini B var
COMNFIG.SYE B2 vimfs
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Figure 31 — File Transfer

The Resource Monitor Task enables the creation of user-defined thresholds to monitor key
indicators of system performance. These Available Resources represent resources available to
the VMware ESX Server Console O/S. Unlike monitoring a SNMP device, the IBM Director Level
2 Agent allows the monitoring of VMware ESX Server by selecting easy to understand labels
rather than table entries. Refer to Figure 32 — Resource Monitors on page 26.
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Figure 32 — Resource Monitors

IBM Director’s Asset ID task allows you to view serialization information, as well as record
personalization, lease, and warranty information for the server. This information is collected
during an inventory collection and stored in the inventory database. Refer to Figure 33 — Asset ID
on page 26.

Asset ID: mce4500.eeinc.us = |EI|1|
File Help |
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FProcessard Genuinelntel Pentium Il {Coppermine)
IDEDevicel 2000/01/07 CRM-8241B
SCSIDevicel IBM SERVERAID

Data space remaining: 1024 Anply

Figure 33 — Asset ID

The Configure SNMP Agent task is a convenient method of modifying the trap destination of the
SNMP Agent configuration on VMware ESX Server. This is equivalent to editing the file
/etc/snmpd.conf on VMware ESX Server. Refer to Figure 34 — Configure SNMP on page 27.
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Figure 34 — Configure SNMP

For network changes, the Network Configuration task can be used to change the IP address of
the Console O/S. You can also change the DNS settings as well as the hostname. Refer to

Figure 35 — Network Configuration on page 27.
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Figure 35 — Network Configuration

The System Accounts task allows you to perform user and group management for the Console
O/S. This includes creating users, changing user settings, and modifying group membership.
Refer to Figure 36 — System Accounts on page 28.

© International Business Machines Corporation 2005
Page 27 of 43



Egl~ System Accounts: mce4500.eeinc.us ;Iglll

File Help |

Configure the User Accounts for accessing this Operating System

Groups |

Froperies

L

Add

Delete

L

Anply |

Figure 36 — System Accounts

The ServeRAID Manager task allows you to perform complete RAID management, including
receiving events, creating/deleting arrays, and initialize/synchronize logical drives. Refer to
Figure 37 — ServeRAID Manager on page 28.
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Figure 37 — ServeRAID Manager

The Capacity Manager Task, one of the IBM Director Extensions, enables capacity planning
through trending, forecasting, and bottleneck identification. Performance data from the VMware
ESX Server Console O/S is recorded on each VMware ESX Server. When a Capacity Manager
report is executed, this data is gathered, analyzed, and displayed in a table and associated
graphs. Refer to Figure 38 — Capacity Manager on page 29.
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Fercentage Space Used: hoot 107 107
Used (Bytes)
Used Man-Cached (MBytes) 11:00- 11:30- 12:00- 12:30- 13:00- 13:30-

11:30 12:00 1230 1300 1330 14:00

| Point per 30 minutes ~ | 11:00 10 14:00, Nov 15, 2005 I1|53|O\il

Figure 38 — Capacity Manager

The System Availability Task, another of the IBM Director extensions, tracks server up-time and
downtime. Using VMware ESX Server Console O/S data from /var/logs, it produces an
availability report, detailing all of the availability records and the system availability as a
percentage. It also produces graphs to show uptime, downtime, and outages based on hour of
the day and day of the week. Refer to Figure 39 — System Availability on page 29.

System Availability Report

X

Systemis) Mame:

Date Report from:

Date Report to:

Total Uptime:

Total Downtime:

Systern Availahility:

Total Restarts:

Mean Time Between Outages:
Average Days Analyzed Per System:
Mumber Of Systems Restarted:
Mean Time Between Unplanned Outages:

meed500.eeinc.us

Friday, September 30, 2005 11:27:13 AM

Tuesday, November 15, 2005 1:04:00 PM

1 dayis) 12:48:11

44 day(=) 13:48:36

3.32574%

17

0 day(s) 02:09:53

46 day(=) 02:36:47

1 outof 1

RIS

Problematic Systems

System Mame

Froblematic Explanation

Availability Details

System Mame Start Time Stop Time | Duration Time Event Type
mced4s00.eeinc.us  Friday, September ... Friday, September ... 0 day(s) 041313 Uptime =
meeds00.eeinc.us  Friday, September ... Thursday, October .. 19 day(s) 23112:37  Planned Outage :
meedfileeinc.us  Thursday, October . Thursday, October . 0 dayis) 00:58:14 Unptime
mceds00.eeinc.us  Thursday, October ... Friday, October 21, .. 0 day(s) 17:04:22 Flanned Cutage
meceds00.eeinc.us  Friday, Octoher 21, . Friday, October 21, ... 0 day(s) 07:08:25 Uptime
meceds00.eeinc.us  Friday, October 21, . Monday, October 3. 8 day(s) 19:14:55 Flanned Outage
meeds00.eeinc.us  Monday, Octoher 3. Monday, October 3. 0 day(s) 01:058:16 Uptime
mees =131 id k. | d EITIE Ad i .4 Pla £

Figure 39 — System Availability

Event Action Plans can be created for IBM Director Agents similar to those created for SNMP
devices. Rather than drilling-down thru the SNMP tree, the Events from the IBM Director Agent
are dynamically published in the Director = Director Agent tree. This tree will be empty until a
threshold has been configured, or an Event has been received from an IBM Director Agent.

© International Business Machines Corporation 2005
Page 29 of 43



Event details can also be included in Event Action messages. However, rather than using the
OID, IBM Director Agent Events support variables available through Event Data Substitution.
Refer to Table 2 — Event Data Substitution on page 31.

The Update Assistant Task provides an easy mechanism to update system software (i.e. BIOS,
Diagnostics, Hard Drive Firmware) on a VMware ESX Server. These updates are imported from
the UpdateXpress CD, and appear as Software Distribution subtasks. To apply the update,
simply drag it to the VMware ESX Server. Refer to Figure 40 — Update Assistant on page 30.

UpdateXpress is available for download from the IBM web site at http://www-
307.ibm.com/pc/support/site.wss/document.do?Indocid=MIGR-53046.

@/ Build -Director Update Assistant I (=]
Packages Package Details
{3 IBM eServer xSeries 336-[8837)-
£ IBM eServerxseries 240 and B || Broadcom
£ 1BM eServer xSeries 342-[3669]- .
(3 1BM esererizeries 3a5-ga70r, || Firmware Update
£ 1BM eServer xSeries 346-[3240]- ey
3 BM eservercseries 350 anain || ULHHItY - Servers

i e

(W |

{3 IBM eServer xSeries 360-[3686])-
£ 1BM eServer xSeries 365-[3861]-
{3 IBM eServer xSeries 365-[3862)-
{3 IBM eServer xSeries 370 and IBh
“5 |BM eServer xSeries 440-[8687]-

Y dEadcorm Firrnware Update

" IBM Hard Disk Drive Update

and IntelliStation

Description

Broadcom Firmmware Update Utility -
Servers and IntelliStation

“ IBM ServeRAID BIOS and Fir Suggested
s :gm S:g\i’?’:giﬁif;ig; Applicable Countries/Regions
Warldwide

" IBM eServer xSeries 440 (8-y
{3 IBM eServer xSeries 445-[8870)-
{1 |BM eServer xSeries 455-[38545]-

Operating Systems

Ly

A Back |

Finish | Cancel | Help

Figure 40 — Update Assistant
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Managing VMware ESX Server with Virtual Machine Manager

IBM Virtual Machine Manager (VMM) is an extension to IBM Director that allows you to manage
both physical and virtual machines from a single console. Virtual Machine Manager can manage
VMware GSX Server, VMware ESX Server and Microsoft® Virtual Server environments using
IBM Director. Virtual Machine Manager also integrates VMware VirtualCenter and IBM Director
for advanced virtual machine management.

Virtual Machine Manager is comprised of several components — VMM Server, VMM Console, and
VMM Agent. The VMM Server is installed on a system running the IBM Director Server. The
VMM Console is installed on any IBM Director Console systems. If VirtualCenter is not being
used, the IBM Director Agent and the VMM Agent are installed each ESX Server. If VirtualCenter
is being used, the IBM Director Agent and the VMM Agent are installed on your VirtualCenter
server, and the IBM Director Agent is installed on each ESX Server. Refer to Figure 41 — VMM
Environment on page 31 for an example of the possible VMM deployment options.

Y ~ g_,—%_'__:;

-

\.\ Management console
IBM Director Gonsole installed
Managed sy stem running (VMware VirtualCenter only) VMware VirtualCenter client installed
VMware ESX Server (Linux only) (VMware GSX Server only) VMware Virtual Machine Consols installed
IBM Director Agent installed
VMM Agent far Viware ESX Server installed
/_..-'n\\
Management server
G == IBM Director Server installad
R ""“--_’ 4 VMM Server installed
5 f] No virtualization software necessary
Managed system running T
VMware GSX Server (Windows only) B [
IBEM Diractor Agent installed R T

WK Agent for ViMware GSX Server installed

Managed system running
VMware GSX Server

IEM Director Agent installad
Mo VMM component necessary

NS

Managed system running
Microsoft Virtual Server
IEM Director Agent installed M od i :
VMM Agert for Microsoft Virtual Serverinstalled  ypprre vienaiCeontor
Vhiware VirtualCenter Web Service installed
IEM Diractor Agent installed Managed system running
VMM Agent for ViMware VirtualCanter installed VMware ESX server
IBM Director Agent installad
Mo VMM component necessary

Figure 41 — VMM Environment

The following management tasks are provided by Virtual Machine management. The available
management tasks differ depending on whether VirtualCenter is deployed or not.

Discovery

IBM Director can now discover systems running VMware and classify them as a VMM objects,
displaying an additional icon to signify this classification. This icon will change depending on the
object state. Additionally, IBM Director will discover all virtual machines on the VMware ESX
Servers, also displaying the additional icon to signify the classification. Like the VMware ESX
Server, this icon will also change depending on the state of the virtual machine. Virtual Machine
Manager shows relationships between physical and virtual objects using the VMM Systems
Membership association within the IBM Director Console. For example:

e VirtualCenter management server !

' With VirtualCenter
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e Farm - grouping of Physical Hosts
e Physical Host 2
e  Virtual Machine ?

1

e Operating System/Agent °

Refer to Figure 42 — VMM Agent Discovery on page 31 for an example of the hierarchical view.

*a

VMM Systems : VMM Systems Membership w

kHame (arranged by Status) «

| TCPAP Addresses | TCPAP Hosts

o[ MCcET30

RHEL40Y
% rhel30vm
(i}

@ 5 wsoavm
O [0 i WS 03wz

o&

o 5 wsnavma

1

RHEL40VIZ
2.eei..
&I i SLESSVM
SLESGYM2

=) wso3vmz
meex220.eainc.us

= wsoavmz

192.168.0.51

192.168.0.54
{182.168.0116"}
{182.168.0112"}
192.168.0.112
{1982.168.0103"}

{182.168.01148"}
192.168.0.1145
192.168.0.52

192.168.0.108

meetil.eeinc.us

meedsil.eeinc.us

WS03WM2
meexd20.eeinc.us

WWS03WM3

Figure 42 — VMM Agent Discovery

When discovering the VirtualCenter host running the IBM Director Agent and VMM Agent,
credentials must be specified to allow IBM Director to access VirtualCenter. This is accomplished
by right-clicking on the VirtualCenter host, and selecting Coordinator Management - Enter
Credentials. The credentials specified are a User ID, Password, and Port used to access the
VMware VirtualCenter Web Service. Refer to Figure 43 — VMM Credentials on page 31.

*Enter Credentials H=] E3
User D [l
Fassword |
Port 3443
Cancel Help

Figure 43 — VMM Credentials

Power Management

Virtual Machine Manager enhances the ability of the Power Management task, enabling you to
perform power control of virtual machines. This includes:

e Power On
e  Shutdown and Power Off
e Restart Now

! With VirtualCenter
2 With or Without VirtualCenter
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e Power Off Now
e Suspend
e Resume

Power Management tasks can be scheduled using the Job Scheduler to run at a specific time
against any virtual machine. Note that the Shutdown and Power Off task requires a supported
Operating System HAL/kernel.

Coordinator Management

These are tasks launched against the system running VirtualCenter, the IBM Director Agent, and
the VMM Agent.

Revoke Credentials
Create VMM Farm
Discover VMM Farms
VMM Obiject Attributes

VMM Farm Management

These are tasks launched against the VMware Farms.

e Add Host to a VMM Farm
e Delete From Coordinator
e VMM Object Attributes

Host Management
These are tasks launched against the VMware hosts.

+  Remove Host From VMM Farm '

«  Discover Virtual Machines ?

+  Create Virtual Machine 2

+  Register Virtual Machine *

«  Create Migrate All Task '

Power On All Stopped Virtual Machines 2

Force Power Off All Running Virtual Machines 2
Suspend All Running Virtual Machines *
Resume All Running Virtual Machines ?

VMM Object Attributes

Virtual Machine Management

These are tasks launched against the virtual machines.

+  Delete From Disk ?

+  Create Single Migrate Task '
«  Unregister From Host *

« VMM Object Attributes 2

+  Set Resources 2

! With VirtualCenter
2 With or without VirtualCenter
% Without VirtualCenter
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Additional management tasks are available from the Tasks pane of the IBM Director Console.
This includes the following:

Virtual Machine Manager Tasks

Create VMM Farm '

Help

Migrate All Virtual Machine Tasks '

This task can be customized, allowing you to specify which host to migrate from and which
host to migrate to. Additionally, you can specify to migrate to the host with the lowest CPU
utilization. Refer to Figure 44 — Migrate All Virtual Machine Tasks on page 31.

Migrate Single Virtual Machine Tasks '

This task can be customized, allowing you to specify which host to migrate a specific virtual
machine to.

Start Vendor Software '

%Migrate All ¥irtual Machine Tasks ] =10/ x|

File Help |

Choose a Source Host and Destination far virtual machine migration.

Source Host | mced500.eeinc.us > |

Destination  Migrate to hostwith |owest CPU Utilization v|

*Dynamic Migration will be employed to relocate the vitual machings.

Close Help

Figure 44 — Migrate All Virtual Machine Tasks

Event Processing

Events from Virtual Machine Manager are published to the Event Action Plan Filter Builder.
These events can be used as part of an Event Action Plan, to provide notification or initiate
management of VMware ESX Servers or Virtual Machines. The following events are published
automatically:

Agent Extension

e Status Change
The VMM Agent is not running, it is not communicating with VirtualCenter, or it requires
credentials to communicate with VirtualCenter

Host
e Started
e Stopped

Virtual Machine
e Attribute Changed
e Created
e Deleted
e Migration
e Completed

' With VirtualCenter
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e Started
e State
Pending
Powered Off
Powered On
Reset
Resumed
Suspended

e Task Failed
e VMM Farm

e (Created
Deleted
Host Added
Host Removed
Renamed

Refer to Figure 45 — Published Events on page 31 for an example.

+* simple Event Filter Builder: New i [
File Help |

K/

Sender Name | Event Text I |
Severity |/ DayTime r Categary

EY¥ElLD. | U BALILUWE | ——

specific event types, um

clearthe Any check ' )
box. &[] Agent Extension

®- [ ] Host
0 [ virtual Machine
— [ Attribute Changed
— [ created
— [ Deleted
&[] Migration
B[] State
— [ TaskFailed
O 1 WMM Farrn
— [ Created
— [ Celeted
— [ Host Added

r=yhie g

Figure 45 — Published Events

Virtual Machine Manager also adds new Actions to the Event Action Plan Builder. These Actions
can be used as part of an Event Action Plan to automate management tasks in response to an
Event. This includes the following Actions:

e Add a Hostto a VMM Farm
e Add a Host to Virtual Center
e Manage a Host

e Start (VirtualCenter only)
Stop (VirtualCenter only)
Power off all virtual machines
Power on all virtual machines
Resume all virtual machines
Suspend all virtual machines
e Manage a Virtual Machine
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Power on

Shutdown and power off
Power off now

Suspend

Resume

Restart now

e Remove a Host from a Farm

Refer to Figure 46 — Event Actions on page 31 for an example.

Actions
—E® AddiRemove 'avant' syster to Static Group
—[E8 AddiRemave source group members to target static aroup
a Hostto a Wi Farm
dd a Host to Virtual Center
=k, Add a Message to the Console Ticker Tape
—[2 Add to the Event Log
I—@ Define a Timed Alarm to Generate an Event
—Q?E', Define a Timed Alarm to Start a Program on the Server
—&E Log to Textual Log File
—* Manage a Host

F Manage a Virtual Machine
FPostto a Mews Group (MNTP)
emove a Hostfrom a VM Farm

Figure 46 — Event Actions

Additional actions are available by using the action Start a Task on the “event” System to launch
a migration task created from Host or Virtual Machine Management. Refer to Figure 47 — Start A
Task Action on page 31.

[E Customize Action : Start a Task on the "event" System . i ] ]

File Advanced Help |
=

Task

I[virtual Machine Manager[Migrate &1l Virtual Machine Tasks]MCE4500 to MCEx220][Executs] | = J
[Mhd Farm Management][Start]

[Sofware Distribution][|BM Director Capacity Manager Agent 5.10 (/indows)]

[VMM Farm Management][Stap]

[Systermn Availability

[Remote Deployment Manager][Secure Data Disposal][Level-2: 1-Overwrite Security]
[Fower Management][Restart]

[virtual Machine ManagerMigrate Single Virual Machine Ta

Figure 47 — Start A Task Action
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Scheduled Tasks

Virtual Machine Manager Tasks can be executed on a reoccurring basis using the Scheduler.
This includes the following:

e Coordinator Management
» Discover VMM Farms
* Revoke Credentials
e Host Management
» Discover Virtual Machines
* Force Power Off All Running Virtual Machines
*  Power On All Stopped Virtual Machines
* Remove Host From VMM Farm
* Resume All Suspended Virtual Machines
+ Start
+ Stop
«  Suspend All Running Virtual Machines
e Virtual Machine Management
» Delete From Disk
e Virtual Machine Manager
+ Migrate All Virtual Machine Tasks
+ Migrate Single Virtual Machine Tasks
e VMM Farm Management
* Delete From Coordinator
+ Start
+ Stop

Refer to Figure 48 — Virtual Machine Manager Jobs on page 31 for an example.

Available

B BladeCenter Management
B[] Capacity Manager

! rdinator Mana gemeant
& Discover All Managed Objects
! Host Management
8- [T, Inventory
o % Miscellaneous System Tasks
B-FPhysical Platform Task
B |§| Power Management
o @ Frocess Management
[ ] 5:3 Remote Deployment Manager
- Resource Monitors
m-3=f Software Distribution

I systern Availability
[ ] % System |dentification
o Yirtual Machine Management
FVirtual Machine Manager
{ MM Farm Management

Figure 48 — Virtual Machine Manager Jobs

For more information on Virtual Machine Manager, refer to http://www-
03.ibm.com/servers/eserver/xseries/systems management/ibm director/extensions/vmm.html.
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Appendix

Inventory Data

Inventory Data

SNMP
Agent

IBM
Director
Agent
Level 0

IBM
Director
Agent
Level 1

IBM
Director
Agent
Level 2

Hardware

Adapter

Fibre Channel Adapter
IDE Adapter

Network Adapter X X X X
RAID Controllers X
SCSI Adapter

Chassis

BladeCenter Chassis VPD
Chassis Members
Chassis Mempership
Device

External

- Keyboard

- Pointing Device

- Printer

- RAID Enclosure X
Internal

- IDE Device

- Management Processor
- Parallel Port

- PCI Device X X
- SCSI Device
- Serial Port

- System Slots
Memory
Cache X X
Installed Memory X X X X
Logical Memory
Memory Modules X X X
Network
IP Address X X X X
IPX Address

Management Processor Network Settings
Network Adapter X X X X
Operating System Specific
Geographic X X
LAN Network ID
Lease
Operating System X X
Regional

Settings

Alert On LAN Settings

Alert Standard Format Settings
ASP

X([X|><
X([X|>
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Inventory Data

SNMP
Agent

IBM
Director
Agent
Level 0

IBM
Director
Agent
Level 1

IBM
Director
Agent
Level 2

AssetlD

X

X

Basic System Information

X

X

X

CIM

X

X

Device Drivers

Director Agent

Director Systems

Firmware

FRU Service Numbers

IP Address

X XXX X

XXX X

IPX Address

iSeries Hardware

Personalized Data

Port Connectors

Serial Number

System

X[X]>

System Location

XXX X

System Resource

System User

Unix Specific

XXX

User Details

Video

Warranty

X

X

SMBIOS

Baseboard

Component ID

On Board Device

Physical Enclosure

Processor

System BIOS

System Board Configuration

XXX XXX X

XXX XXX X

XXX XXX X

SNMP

SNMP Agent

SNMP Agent Configuration

SNMP Trap Destinations

SNMP Users

Storage

Disk

Logical Drive

Partition

XXX

XXX

RAID Disk Drives

RAID Logical Drives

XXX X

Device Drivers

SMI-S Storaﬁe Device

Installed Packages

X

X

X

X

Installed Patches

Software

Table 1 — Inventory Data
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Event Data Substitution

Some event actions allow the inclusion of event-specific information as part of the text message.
Including event information is referred to as event data substitution. Refer to the help associated
with a specific event action template for information on where event data substitution can be

used.

The text of an event message is divided into keywords. When used in a message, a keyword
must be preceded by the ampersand symbol (&). The keywords are:

&date Specifies the date the event occurred.

&time Specifies the time the event occurred.

&text Specifies the event text, if supplied by the
event.

&type Specifies the event type criteria used to trigger
the event.

&severity Specifies the severity level of the event.

&system Specifies the name of the system for which the
event was generated.

&sender Specifies the name of the system from which
the event was sent. This keyword returns null if
unavailable.

&group Specifies the group to which the target system
belongs and is being monitored. This keyword
returns null if unavailable.

&category Specifies the category of the event.

&pgmtype Specifies a dotted representation of the event
type using internal type strings.

&timestamp Specifies the coordinated time of the event
(milliseconds since 1/1 /1 970 12:00 AM GMT).

&rawsev Specifies the non-localized string of event
severity (FATAL, CRITICAL, MINOR,
WARNING, HARMLESS, UNKNOWN).

&rawcat Specifies the non-localized string of event
category (ALERT, RESOLVE).

&corr Specifies the correlator string of the event.
Related events, such as those from the same
monitor threshold activation, will match this.

&snduid Specifies the unique ID of the event sender.

&sys uid Specifies the unique ID of the system

associated with the event.

&prop:filename#propname

Specifies the value of the property string
propname from property file filename (relative to
\tivoliWg\classes).

&sysvar:varname

Specifies the event system variable varname.
This keyword returns null if a value is
unavailable.

&slotid:slot-id Specifies the value of the event detail slot with
the non-localized ID slot Id.

&md5hash Specifies the MD5 hash code (CRC) of the
event data (good event specific unique ID).

&hashtxt Specifies a full replacement for the field with an
MD5 hashcode (32-character hexcode) of the
event text.

&hashtxt16 Specifies a full replacement for the field with a
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short MD5 hashcode (16-character hexcode) of
the event text.

&otherstring Specifies the value of the detail slot with the
localized label that matches otherstring. This
ke.word returns OTHERSTRING if unavailable.

Table 2 — Event Data Substitution

Note: When you specify an event data substitution keyword containing more than one word,
substitute the underscore character (“_*) for each space between words. For example, to use the
keyword “User Login” you must enter “User_Logon” in the text of the event message. A sample
entry containing this keyword might be: “User &User_Logon just logged on to the system.”

Example of message text with event data substitutions:

Please respond to the event generated for &system, which occurred
&date. The text of the event was &text with a severity of &severity.
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e-business logo PowerPC Tivoli Enterprise Console
@server Predictive Failure Analysis | Total Storage
IBM pSeries Wake on LAN
IBM i5/0S RedBooks xSeries

IBM Virtualization Engine ServeRAID

Intel and Pentium are trademarks of Intel Corporation in the United States, other countries, or
both.

Microsoft, Windows, and Windows NT are trademarks of Microsoft Corporation in the United
States, other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Sun
Microsystems, Inc. in the United States, other countries, or both.

Linux is a trademark of Linus Torvalds in the United States, other countries, or both.

Red Hat, the Red Hat “Shadow Man” logo, and all Red Hat-based trademarks and logos are
trademarks or registered trademarks of Red Hat, Inc., in the United States and other countries.

Other company, product, or service names may be trademarks or service marks of others.

© International Business Machines Corporation 2005
Page 43 of 43



